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regard the conservation of charge as a physical or intuitive concept logically inde-
pendent of the concepts of rigid rods, uniform clocks, and inertial frames, and we
have chosen to express this law in a mathematical form likewise independent of the
representation of these extraneous entities.”

A second fundamental advantage of ametric free framework for continuumme-
chanics involves the notion of a body. While in older work in solid mechanics the
existence of a natural stress free configuration of a body has been taken for granted,
it was recognized that for a general theory no preferred reference configuration of
a body of material is available. As early as 1957, Walter Noll [Nol59] defined a
body in continuum mechanics as a differentiable manifold whose configurations
in space serve as charts. In a metric independent formulation of continuum me-
chanics, various fields such as flux fields and stress fields may be represented by
objects independent of configuration. For example, the transformations of vec-
tor fields associated with electromagnetic theory from the Eulerian description to
the Lagrangian description in [DO05, DO09] should be viewed merely as trans-
formation rules for the components of tensors under coordinate transformations.
A flux field, such as the heat flux field, should be regarded as a 2-form in the 3-
dimensional body rather than as a vector field. As a 2-form, a heat flux field may
be considered independently of the configuration of the body in space.
This review begins with algebraic Cauchy’s theorem, i.e., Cauchy’s flux theorem

for uniform fluxes. The theorem is considered in Section 3 following a short intro-
duction in Section 2 to simplices in affine spaces. The theoremmotivates the study
of alternating tensors which follows in Section 4. Sections 5 and 6 continue the in-
troduction of the mathematical framework and they consider the basic elements
of differentiable manifolds and integration theory of differential forms defined on
them. Section 7 considers scalar balance laws. Cauchy’s theorem for fluxes of scalar
valued extensive properties is proved and the differential balance law is written us-
ing the exterior derivative. Some properties of fluxes are studied in Section 8 and
Section 9 presents the material structure induced by the flux of an extensive prop-
erty. In the preceding sections it was convenient to view the manifold under con-
sideration as the space manifold or as a body manifold. In Section 9, the balance
equations are formulated in spacetime manifold. Section 10 introduces force den-
sities and stresses. In a Euclidean space, the stress tensor plays two roles. On the
one hand it gives the traction on the boundary of subbodies usingCauchy’s formula
and on the other hand, it acts on the gradient of a virtual velocity field to produce
virtual power density in the bulk. If a Riemannian metric is not available, the ob-
ject that specifies the traction fields, to which we refer as the traction stress is different
from the object that produces virtual power—the variational stress. These two objects
and the relations between them are studied, and the divergence of the variational
stress is defined. Finally, in Section 11 we see how the notions introduced earlier
apply to a metric independent formulation of elements of electromagnetic theory.
These notes use material that was presented in some earlier papers, notably,

[Seg00, SR99, Seg02, SR02]. For expositions of continuum mechanics from the
differential geometric point of view that develop other aspects of the theory the
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reader is referred to [MH94] and to the more recent [Eps10]. Both [MH94] and
[Eps10] contain introductions to differential geometry. As general introductory
texts to differential geometry, the reader may further consult [AMR88, AM77,
BC70, Fra04, Lee02, War83].

2. SCHLG?W?Q CI V?=RKO SL;=?Q ;I> TB?CO BKTI>;OC?Q

2.1. Affine Spaces. We recall that an affine space A having a translation space
V may be thought of as a vector space for which a particular zero vector has not
been chosen. (See for example [AM77, pp. 2–6] [Whi57, pp. 349–351].) For each
ordered pair (p, p′) of points inA there is a vector v = p′ − p ∈ Vwhich we regard
as pointing from p to p′ and we can write p′ = p+v. A choice of a particular point
p0 induces a bijection of A and V by p 7→ p − p0. This bijection is meaningful as
for any 3 points p, p′, p′′ ∈ A,

p′′ − p = (p′′ − p′) + (p′ − p), (2.1)

where it is noted the plus sign above is the addition in the vector spaceVwhile the
minus sign is the basic operation taking a pair of points in the affine space A and
giving a vector in V. In particular, it follows from Equation (2.1) that

p − p = 0, p − p′ = −(p′ − p), and (p − q) − (p′ − q) = p − p′. (2.2)

The affine space A is said to be n-dimensional if V is n-dimensional.
It is emphasized that the difference between an affine space and a Euclidean

space is that an affine space does not have a metric structure. Notions such as dis-
tance, length, angle, extension, and shear are meaningless.

2.2. Simplices. LetAbe an n-dimensional affine space and p0, . . . , pr ∈ Abe r+1

points such that the vectors vi = pi − p0 ∈ V, i = 1, . . . , r , are linearly independent.
Thus, the vectors vi may serve as a basis for the subspace of V containing them. If
one adds the vectors of this subspace to p0 one obtains an r-dimensional affine
subspace of A containing p0.
The simplex generated by the ordered sequence of points p0, . . . , pr contains the

set

s =

{
p0 +

r∑
i=1

x i (pi − p0) | x i > 0,

r∑
i=1

x i 6 1

}
. (2.3)

Let O be some origin and wi = pi − O , i = 0, . . . , r . Then,

p0 +
r∑

i=1

x i (pi − p0) = O + w0 +

r∑
i=1

x i (pi − p0),

= O + w0 +

r∑
i=1

x i (wi − w0),

= O +

(
1 −

r∑
i=1

x i

)
w0 +

r∑
i=1

x iwi ,

(2.4)
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where the second line follows from Equation (2.2). Setting x0 = 1 −∑r
i=1 x i , we

obtain

p0 +
r∑

i=1

x i (pi − p0) = O +

r∑
j=0

x jw j . (2.5)

Since the left-hand side of the last equation is independent of the choice of O , the
same holds for the right-hand side and we use the notation

r∑
j=0

x j p j , (2.6)

for both. Thus, one may define a simplex alternatively as

s =

{ r∑
i=0

x i pi | x i > 0,

r∑
i=0

x i = 1

}
. (2.7)

Clearly, the simplex s is defined equivalently by either (1) the collection of points
p0, . . . , pr , (2) the point p0 and the collection of vectors vi = pi − p0, i = 1, . . . , r ,
(3) the point p0 together with the collection of vectors ui = pi − pi−1, i = 1, . . . , r .
Using the convention v0 = 0, one has ui = vi − vi−1, vi =

∑i
j=1 u j .

We will use the notation
s = [p0, . . . , pr ] (2.8)

and in case we are considering a fixed point p0 or ignoring it, we will also write
(abusing the notation)

s = [v1, . . . , vr ] = [u1, . . . , ur ]. (2.9)

2.3. Cubes, prisms and simplices. The r-dimensional cube1 in A generated by
the points p0, . . . , pr , such that the vectors ui = pi − p0 ∈ V, i = 1, . . . , r are
linearly independent, contains all the points of the form

p0 +
r∑

i=1

x i ui , 0 6 x i 6 1. (2.10)

In analogy, one may consider the open cube for which 0 < x i < 1. The points
in the cube may be subdivided into prisms. Given an ordered pair (i, j) of indices
0 6 i, j 6 r , the prism Pi j is the collection of points of the cube such that x i >
x j . The points of the prism may be subdivided further by ordering the rest of the
components. Thus, for a sequence of indices i1, . . . , ir such that i j ̸= ik for j ̸= k,
one may consider the set

si1...ir =

p0 +
r∑

j=1

x i j ui j | 1 > x i j > 0, x i1 > x i2 > . . . > x ir

 . (2.11)

1Maybe a “parallelepiped” would describe it better as lengths and angles are meaningless in this
setting.
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Wewill use the notationΠr for the collection of permutations of r ordered sym-
bols (taken as the set {1, . . . , r}). Thus, every permutation π ∈ Πr is a bijection of
the form

π : {1, . . . , r} −→ {1, . . . , r} (2.12)

and we will often write πi for π(i), i = 1, . . . , r . While this is not the traditional
notation, we will specify a particular permutation π in the form

π : (1, . . . , r) 7−→ (π1, . . . , πr ) = (π(1), . . . , π(r)). (2.13)

A sequence of r distinct vectors chosen from u1, . . . , ur is associated with a permu-
tationπ by uπ(1), . . . , uπ(i), . . . , uπ(r) so thatπ(i) indicates the vector that occupies
the i-th position in the sequence. Conversely, π−1( j) is the position of u j in the
sequence.
Thus, we can write (2.11) alternatively as

sπ =

{
p0 +

r∑
i=1

xπi uπi | 1 > xπi > 0, xπ1 > xπ2 > . . . > xπr

}
(2.14)

where π j = π( j) = i j .
Consider the set sπ . If one starts at p0, and since xπ1 is not bounded by the other

components, the path from p0 to p0+uπ1 = pπ1 is contained in the boundary of sπ .
We will also use the notation (sπ )0 = p0 and (sπ )1 = pπ1 as these are the “origin”
and first point of sπ . Now that xπ1 = 1, one can vary xπ2 from 0 to 1 to obtain the
path from pπ1 to (sπ )2 = p0+ uπ1 + uπ2 = (sπ )1+ uπ2 . Continuing this procedure
r times, one obtains r points (sπ )i , i = 1, . . . , r such that

(sπ )i = p0 +
i∑

j=1

uπ j , uπi = (sπ )i − (sπ )i−1. (2.15)

Clearly, each of these points is located at one of the vertices of the cube.
We will use the notation vπi = (sπ )i − (sπ )0 so that

(sπ )i = p0 + vπi , uπi = vπi − vπi−1 . (2.16)

The set sπ is the simplex determined by the points p0, (sπ )1, (sπ )2, . . . , (sπ )r . To
realize that, and setting v0 = 0 formally, we observe that for 1 > xπi > 0, xπ1 >
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xπ2 > . . . > xπr , one has

p ∈ sπ ⇔ x = p0 +
r∑

i=1

xπi uπi ,

⇔ x = p0 +
r∑

i=1

xπi (vπi − vπi−1),

⇔ x = p0 +
r∑

i=1

xπi vπi −
r∑

i=1

xπi vπi−1,

⇔ x = p0 +
r∑

i=1

xπi vπi −
r−1∑
i=0

xπi+1vπi ,

⇔ x = p0 +
r−1∑
i=1

(xπi − xπi+1)vπi + xπr vπr ,

⇔ x = p0 +
r∑

i=1

yπi vπi , yπi > 0,

r∑
i=1

yπi 6 1

(2.17)

where the yπi are related to the xπ j by yπi = xπi − xπi+1 , i = 1, . . . , r −1, yπr = xπr ,
so that yπi > 0,

∑r
i=1 yπi = xπ1 6 1. Conversely, given yπi > 0 with

∑r
i=1 yπi 6 1,

then, xπi =
∑r

j=i yπ j 6 1 with xπi > xπi+1 > 0.
The simplices sπ , for the various permutations π ∈ Πr , cover the cube. They

intersect one another on their boundaries where equality signs hold in (2.14) so
that their interiors are disjoint. Since there are r ! permutations of r symbols, there
are r ! simplexes of this form in the cube.
Given the prism Pi j , there are r !/2 such simplexes that will fit in it—those cor-

responding to permutations π such that π−1(i) < π−1( j).

2.4. Orientation. An orientation of an affine hyperplane in an affine space gives
meanings to notions such as “inside” and “outside” as pertain to to objects such as
cubes, simplices, andprisms in that hyperplane. Anorientation in an r-dimensional
hyperplane is determinedby a collection of r linearly independent vectors v1, . . . , vr
in the translation space of the hyperplane. As these vectors may be used as a basis,
any other collection of r linearly independent vectors, e.g., u1, . . . , ur may be rep-
resented by a matrix A such that ui =

∑r
j=1 A j

i v j . If det(A j
i ) > 0 one says that the

collection of vectors u1, . . . , ur has the same orientation as v1, . . . , vr , alternatively, one
says that the basis u1, . . . , ur has positive orientation relative to the basis v1, . . . , vr . Thus,
any other basis of the translation space of the hyperplanemay be either of a positive
orientation or a negative orientation relative to v1, . . . , vr . Using the elementary
properties of determinants, it follows that switching the position of two vectors in
a list, reverses the orientation of the collection.
Given a permutation π , we use the notation |π | for the number of swaps or

transpositions required to transform 1, . . . , r into π1, . . . , πr . Clearly,
∣∣π−1

∣∣ = |π |
and we write

(−1)|π | = signπ = ε
π1...πr
1......r , (2.18)
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where επ1...πr
1......r is the Levi-Civita permutation symbol. One can also show that as

expected,
(−1)|π ′◦π| = (−1)|π ′|+|π | = (−1)|π ′|(−1)|π |, (2.19)

for the composition of the permutation π ′ with the permutation π .
The ordered collection of vectors v1, . . . , vr , vi = pi − p0, defining a simplex,

induces an orientation on the hyperplane containing it. It is easy to see that the
collection of vectors u1, . . . , ur , ui = pi − pi−1 = vi − vi−1, where we use the
convention that v0 = 0, has the same orientation. The orientation of the simplex is the
orientation of either of these collections of vectors.
Transposing any twopoints pi and p j , i, j > 0, in the simplex s = [p0, p1, . . . , pr ]

is equivalent to transposing the vi and v j , hence, a transposition of the points will
reverse the orientation. Similarly, it can be easily verified that a transposition of
any point pi , i > 0 with p0 reverses the orientation. Thus, any transposition of a
pair of points defining a simplex will reverse its orientation.
Given a simplex s, the simplex containing the same set of points but having

the opposite orientation is denoted by −s. Thus, identifying simplices contain-
ing identical vertices and having identical orientations we may write

[pπ0, . . . , pπr ] = (−1)|π |[p0, . . . , pr ]. (2.20)
It is noted that Equation (2.9) still holds as the vectors vi and the vectors ui induce
the same orientation on a simplex.

2.5. Simplices on the Boundaries and their Orientations. Given a simplex
s = [p0, p1, . . . , pr ] of dimension r , a collection of r + 1 simplices of dimension
r − 1 is obtained by omitting each time one of the vertices. Thus, denoting by a
superimposed “hat” an omitted item, for each i = 0, . . . , r , the (r −1)-dimensional
simplex τi is defined by omitting the i-th vertex as

τi = (−1)i [p0, . . . , p̂i , . . . , pr ]. (2.21)
The simplex τi is referred to as the i-th face of the simplex s.
In terms of the vectors vi = pi − p0, we observe that τ0 is the simplex starting

at p1 and determined by vi − v1, so that

τ0 = [v2 − v1, . . . , vr − v1], and τi = (−1)i [v1, . . . , v̂i , . . . , vr ], i = 1, . . . , r.
(2.22)

Using the vectors ui = pi − pi−1, one has

τ0 = [u2, . . . , ur ],

τi = (−1)i [u1, . . . , ui−1, ui + ui+1, ui+2, . . . , ur ], i = 1, . . . , r − 1

τr = (−1)r [u1, . . . , ur−1].

, (2.23)

The collection of simplices τ0, . . . , τr is referred to as the boundary of the simplex and
it will be denoted by ∂s.
The factor (−1)i indicating the positive orientation of the facemay bemotivated

as follows. Consider the r-simplex

si = [pi , p0, . . . , p̂i , . . . , pr ] = (−1)i [p0, . . . , pr ].
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It follows that [p0, . . . , pr ] is positively oriented if and only if si is. Note that the
vector p0 − pi pointing from the vertex pi to the set containing the points of τi
is directed “outwards” relative to the simplex s. If we add to p0 − pi an arbitrary
vector in the plane of τi the same observation still holds. Hence, the orientation
of the (r − 1)-simplex [p0, . . . , p̂i , . . . , pr ], which is determined by the orienta-
tion of [u1, . . . , ui−1, ui + ui+1, ui+2, . . . , ur ], is positive if [v, u1, . . . , ui−1, ui +

ui+1, ui+2, . . . , ur ] is a positively oriented r-simplex relative to s for a vector v that
points in the outwards direction from the points of τi . The orientation of τi is de-
fined as to provide a consistent sense of “outwards” to points on the boundary of
s. The same also applies to an arbitrary collection of r − 1 vectors w1, . . . , wr−1 on
the plane of τi .

2.6. Subdivisions. Simplices may be subdivided into simplices. A subdivision of
an r-simplex s is a collection of r-simplices s1, . . . , sA having the same orientation
that cover s whose interiors are disjoint and any two simplices intersect on faces
(see [Kur72, p. 261]). If s1, . . . , sA is a subdivision of s, wewill write s = s1+· · ·+sA
The following examplewill be used below. Consider the simplex s = [p0, . . . , pr ]

and let
q = 1

2 (p0 + p1) = p0 + 1
2 (p1 − p0)

be themidpoint between p0 and p1. Onemaydefine the simplices s1 = [p0, q, p2, . . . , pr ]

and s2 = [q, p1, . . . , pr ]. Thus, each point y in s1 is of the form

y = y0 p0 + 1
2 y1(p0 + p1) + y2 p2 + · · · + yr pr , yi > 0,

r∑
i=1

yi = 1.

However, rearranging the terms we have

y = (y0 + 1
2 y1)p0 + 1

2 y1 p1 + y2 p2 + · · · + yr pr ,

and setting x0 = y0 + 1
2 y1, x1 = 1

2 y1, x2 = y2, . . . , xr = yr , we observe that∑
x i = 1, x i > 0, x0 > x1 and y =

∑r
i=0 x i pi . Thus, each point in s1belongs also

to s. Similarly, any z ∈ s2 is of the form

z = 1
2 z0(p0 + p1) + z1 p1 + z2 p2 + · · · + zr pr , zi > 0,

r∑
i=1

zi = 1.

Rearranging the terms we have

z = 1
2 z0 p0 + ( 1

2 z0 + z1)p1 + z2 p2 + · · · + zr pr ,

and setting x0 = 1
2 z0, x1 = 1

2 z0+z1, x2 = z2, . . . , xr = zr , we observe that
∑

x i = 1,
x i > 0, x0 6 x1 and z =

∑r
i=0 x i pi . Thus, each point in s2 belongs to s, too.

In addition, any point x =
∑

x i pi in s belongs to s1 if x0 > x1, it belongs
to s2 if x0 < x1, and it belongs to both simplices if x0 = x1. If x0 = x1, then,
y0 = 0, z1 = 0, and so x belongs to the face [q, p2, . . . , pr ] in ∂s1 and to the face
(−1)1[q, p2, . . . , pr ] of ∂s2. We conclude that s = s1 + s2.
It is also noted that if u j = p j − p j−1, j = 1, . . . , r are the vectors determining

s, then

s1 = [ 12u1,
1
2u1 + u2, u3, . . . , ur ], and s2 = [ 12u1, u2, . . . , ur ]. (2.24)
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Clearly, the orientation of s1 and s2 are positive relative to s.
Using Equation (2.23) and denoting the faces of s1 and s2 by τ1i and τ

2
i , respec-

tively, we have

τ10 = [ 12u1 + u2, u3, . . . , ur ],

τ11 = (−1)1[u1 + u2, u3, . . . , ur ],

τ12 = (−1)2[ 12u1, 1
2u1 + u2 + u3, u4, . . . , ur ],

τ1i = (−1)i [ 12u1,
1
2u1 + u2, u3, . . . , ui + ui+1, ui+2, . . . , ur ], 2 < i < r,

τ1r = (−1)r [ 12u1,
1
2u1 + u2, u3, . . . , ur−1],

(2.25)

and
τ20 = [u2, u3, . . . , ur ],

τ21 = (−1)1[ 12u1 + u2, u3, . . . , ur ],

τ22 = (−1)2[ 12u1, u2 + u3, u4, . . . , ur ],

τ2i = (−1)i [ 12u1, u2, u3, . . . , ui + ui+1, ui+2, . . . , ur ], 2 < i < r,

τ2r = (−1)r [ 12u1, u2, u3, . . . , ur−1].

(2.26)

Using Equation (2.23) again, we finally arrive at

τ10 = −τ21 ,
τ11 = τ1,

τ20 = τ0,

τ12 + τ22 = τ2,

τ1i + τ2i = τi , i > 2.

(2.27)

3. UIC@KOH FGTW?Q CI A@@CI? SL;=?Q

3.1. Basic Assumptions. We now lay down the basic postulates regarding uni-
form fluxes in affine spaces. By a uniform flux we mean a real valued function de-
fined on the collection of all (r − 1)-simplices in the n-dimensional affine spaceA.
For a uniform flux T and an (r −1)-simplex τ , the value T (τ ) is may be interpreted
as the total flux of a certain property that flows through the simplex τ .
Temporarily, we suspend the convention exhibited by Equation (2.9) whereby a

simplex s = [p0, . . . , pr ] may be written as s = [v1, . . . , vr ] or s = [u1, . . . , ur ] and
for the flux through the simplex s we will write T ([p0, . . . , pr ]).

Assumption 1: Translation Invariance. Consider τ = [p0, . . . , pr−1], then, T (τ ) is invari-
ant under translation, i.e.,

T ([p0, . . . , pr−1]) = T ([p0 + w, . . . , pr−1 + w]) (3.1)

for any vector w ∈ V.
It is observed that τ = [p0, . . . , pr−1] and τ +w = [p0 +w, . . . , pr−1 +w] share

the same vectors ui = pi − pi−1 and vi = pi − p0. Thus, given a function T̂ of r −1
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vectors, one may define T ([p0, . . . , pr−1]) = T̂ (p1 − p0, p2 − p1, . . . , pr−1 − pr−2)

which is clearly invariant under translation. Conversely, we may write

T ([p0, . . . , pr−1]) = T
([

p0, p0 + u1, . . . , p0 +
∑

ui

])
= T

([
p0 + w, p0 + w + u1, . . . , p0 + w +

∑
ui

])
and since the last expression is independent of w, T ([p0, . . . , pr−1]) depends only
on u1, . . . , ur−1 and may be represented by a function T̂ as above. In the sequel we
will omit the “hat” and will use T (u1, . . . , ur−1) to denote the corresponding value
of the flux mapping.

Assumption 2: Homogeneity. Werecall (see section 2.3) that one can fit (r−1)! simplices
into an (r − 1)-cube. Thus, if we multiply one of the vectors ui that determine the
simplex by a positive number a, one side of the cube will be multiplied by the same
number. It is natural therefore to assume that the flux will be multiplied by a also,
formally, that for all i = 1, . . . , r − 1,

T (u1, . . . , ui−1, aui , ui+1, . . . , ur−1) = aT (u1, . . . , ui−1, ui , ui+1, . . . , ur−1).

(3.2)
We extend this assumption to the case a = 0: if ui = 0, one does not have any
longer an (r − 1)-simplex.
Let s be an r-simplex in A whose boundary consists of the (r − 1)-simplices τi ,

i = 0, . . . , r . Basic properties of uniform fluxes are concerned with the total flux
out of the various faces on the boundary of s, i.e.,

T (∂s) :=
r∑

i=0

T (τi ). (3.3)

Assumption 3: Additivity under subdivision. Let τ be an (r − 1)-simplex and τ1, . . . , τA be
a subdivision of τ . We assume that

T (τ ) =

A∑
a=1

T (τa). (3.4)

Let s be an r-simplex and let s1, . . . , sB be a subdivision of s. It is assumed that

T (∂s) =
B∑

b=1

T (∂sb). (3.5)

This assumption, associated with the locality of the flux operator, states that the
total flux out of s is the sum of the fluxes out of its various parts.
We now apply the additivity property for r-simplices (3.5) to the subdivision

s1, s2 of a simplex s as in the example presented in Section 2.6. Using Equation
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(2.27) we obtain

T (τ0) + T (τ1) +

r∑
i=2

T (τr ) = T (τ10 ) + T (τ11 ) +

r∑
i=2

T (τ1r )

+ T (τ20 ) + T (τ21 ) +

r∑
i=2

T (τ2r ),

= T (−τ21 ) + T (τ1) + T (τ0) + T (τ21 ) +

r∑
i=2

T (τr ),

(3.6)

where we used the additivity property (3.4) to obtain the last line above. It follows
immediately that

T (τ21 ) = −T (−τ21 ). (3.7)

Since the construction above may be used for any (r − 1)-simplex τ with τ21 = τ ,
we conclude that for any (r − 1)-simplex τ ,

T (τ ) = −T (−τ ), . (3.8)

Next, we make use of the additivity assumption of Equation (3.4) for (r − 1)-
simplices and apply it to a subdivision τ = τ1 + τ2, τ = [p0, . . . , pr−1], τ1 =

[p0, q, p2, . . . , pr−1], τ2 = [q, p1, . . . , pr−1], as in Section 2.6 but pertaining to
(r − 1)-simplices. Keeping the same notation, the simplices are determined by
the vectors ui , i = 1, . . . , r − 1. Thus, T (τ ) = T (τ1) + T (τ2) implies that

T (u1, . . . , ur−1) = 2T ( 1
2u1, u2, . . . , ur−1)

= T ( 1
2u1,

1
2u1 + u2, u3, . . . , ur−1) + T ( 1

2u1, u2, . . . , ur−1), (3.9)

where in the first line we used the homogeneity property and in the second line we
used the subdivision (2.24) and the additivity property. Since u1 is arbitrary, we
obtain

T (u1, u1 + u2, u3, . . . , ur−1) = T (u1, u2, u3, . . . , ur−1). (3.10)

Since we can re-enumerate the points on the simplex, or equivalently, we can make
a subdivision along a different vector, we conclude that

T (u1, . . . , ui−1, ui−1 + ui , ui+1, . . . , ur−1) = T (u1, . . . , ui−1, ui , ui+1, . . . , ur−1).

(3.11)
In particular,

T (u1, . . . , ui , ui , ui+2, . . . , ur−1) = 0. (3.12)

Using homogeneity, we also have

T (u1, . . . , ui−1, aui−1 + ui , ui+1, . . . , ur−1) =
1

a
T (u1, . . . , aui−1, aui−1 + ui , ui+1, . . . , ur−1),

=
1

a
T (u1, . . . , aui−1, ui , ui+1, . . . , ur−1),

(3.13)
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and it follows that

T (u1, . . . , ui−1, aui−1 + ui , ui+1, . . . , ur−1) = T (u1, . . . , ui−1, ui , ui+1, . . . , ur−1).

(3.14)
Next, consider the vectors vi = pi − p0 =

∑i
j=1 u j , i = 1, . . . , r − 1. Using

Equation (3.11) repeatedly

T (v1, . . . , vr−1) = T

u1, u1 + u2, . . . ,

r−2∑
j=1

u j ,

r−1∑
j=1

u j

 ,
= T

u1, u1 + u2, . . . ,

r−3∑
j=1

u j ,

r−2∑
j=1

u j , ur−1

 ,
= T

u1, u1 + u2, . . . ,

r−3∑
j=1

u j , ur−2, ur−1


(3.15)

etc., and one concludes that

T (v1, . . . , vr−1) = T (u1, . . . , ur−1). (3.16)

Since τπ = [p0, p0 + vπ1, . . . , p0 + vπr−1 ] = (−1)|π |[p0, p0 + v1, . . . , p0 + vr−1],
Equations (3.8) and (3.16) give

T (vπ1, . . . , vπr−1) = (−1)|π |T (v1, . . . , vr−1),

T (uπ1, . . . , uπr−1) = (−1)|π |T (u1, . . . , ur−1),
(3.17)

which makes the flux an alternating function of its arguments. It is noted that Equa-
tions (3.12) and (3.17) imply that the total flux vanishes if some of the vectors are
recurring.

Remark 3.1. For the case where r − 1 = n, the assumptions above are sufficient to
prove that the action of the fluxmapping is additive. Consider for example the n+1

vectors v′
1, v1, . . . , vn where we assume that v1, . . . , vn are linearly independent so

that we may write v′
1 =

∑
i aivi . Using Equation (3.14) repeatedly, one has

T (v′
1, v2, . . . , vn) = T

(∑
i

aivi , v2, . . . , vn

)
,

= T
(

a1v1, v2, . . . , vn

)
,

= a1T (v1, v2, . . . , vn)

(3.18)

T (v1 + v
′
1, v2, . . . , vn) = T

(
v1 +

∑
i

aivi , v2, . . . , vn

)
,

= T
(
v1 + a1v1, v2, . . . , vn

)
,

= (1 + a1)T (v1, v2, . . . , vn) ,

(3.19)
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and so

T (v1 + v
′
1, v2, . . . , vn) = T (v1, v2, . . . , vn) + T (v′

1, v2, . . . , vn). (3.20)

Assumption 4: Balance. Let s be an r-simplex in A whose boundary consists of the
(r − 1)-simplices τi , i = 0, . . . , r . It is assumed that

T (∂s) :=
r∑

i=0

T (τi ) = 0. (3.21)

Thus, we assume that the sumof all fluxes on the various faces of a simplex vanishes.

Remark 3.2. It is noted that the assumption of balance as in Equation (3.21) im-
plies the additivity property of Equation (3.5). Thus, once balance is assumed, the
additivity assumption of Equation (3.5) is redundant.

3.2. Balance and Linearity. In this section we prove the second basic property
of uniform fluxes: the assumption of balance implies multi-linearity. The nota-
tion Π′ will be used for the collection of all permutations π of r-symbols such that
π−1(1) < π−1(2), i.e., u1 precedes u2 in the list of vectors. For each π ∈ Π′, let
sπ = (−1)|π |[uπ1, . . . , uπr ] so that all the simplices sπ are of the same orientation
and their union is the prism x1 > x2 as in Section 2.3. The assumption of balance
implies using Equations (2.23) that

0 = T (∂sπ ) = (−1)|π |
[

T (uπ2, . . . , uπr )

+

r−1∑
i=1

(−1)i T (uπ1, . . . , uπi−1, uπi + uπr+1, uπi+2, . . . , uπr ) + (−1)r T (uπ1, . . . , uπr−1)

]
.

(3.22)

The sum of the equation above over all π ∈ Π′ gives

0 =
∑
π∈Π′

(−1)|π |T (uπ2, . . . , uπr ) +
∑
π∈Π′

(−1)|π |(−1)r T (uπ1, . . . , uπr−1)

+
∑
π∈Π′

r−1∑
i=1

(−1)|π |(−1)i T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ). (3.23)

Denoting the three terms on the right-hand side of the last equation by ta , tb, and
tc, respectively, it may be written in the form

0 = ta + tb + tc. (3.24)

Consider first the terms in the sum of ta for which π1 = 1. Using the fact that T is
alternating, i.e., Equation (3.17), one has∑

π∈Π′, π1=1

(−1)|π |T (uπ2, . . . , uπr ) =
∑

π∈Π′, π1=1

(−1)2|π |T (u2, . . . , ur ),

= (r − 1)!T (u2, . . . , ur )

(3.25)
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as the positions of u2, . . . , ur are not constrained by the requirement that π−1(1) <

π−1(2).
Similarly, consider the terms in tb such that πr = 2. One has∑
π∈Π′, πr=2

(−1)|π |(−1)r T (uπ1, . . . , uπr−1)

=
∑

π∈Π′, πr=2

(−1)|π |+r (−1)

∣∣π(2)
∣∣
T (u1, u3, . . . , ur ),

=
∑

π∈Π′, πr=2

(−1)2
∣∣π(2)

∣∣+2r−2T (u1, u3, . . . , ur ),

= (r − 1)!T (u1, u3, . . . , ur ).

(3.26)

Here, we used the fact that any permutation π for which π(r) = 2may be factored
in the form π = π (2) ◦ π (1), where π (1) : (1, 2, . . . , r) 7→ (1, 3, . . . , r, 2), so that∣∣π (1)

∣∣ = r − 2, and π (2) : {1, 2, . . . , r − 1, r} → {π1, π2, . . . , πr−1, r}, keeping the
last term invariant. Hence, |π | = ∣∣π (2)

∣∣ + ∣∣π (1)
∣∣ = ∣∣π (2)

∣∣ + r − 2. Again, the fact
that u2 is in the last position implies that there is no restriction on the positions of
the other vectors.
Let Π1 ⊂ Π′ be the collection of permutations not included in (3.25), i.e., per-

mutations π for which π−1(1) < π−1(2) and π1 ̸= 1. Similarly, let Π2 ⊂ Π′ be the
collection of permutations not included in (3.26), i.e., permutations π for which
π−1(1) < π−1(2) and πr ̸= 2. We now consider the sum of terms

t ′a + t ′b :=
∑
π∈Π1

(−1)|π |T (uπ2, . . . , uπr ) +
∑
π ′∈Π2

(−1)|π ′|+r T (uπ ′
1
, . . . , uπ ′

r−1
) (3.27)

in ta and tb not included above. Since π1 ̸= 1, both u1 and u2 must appear in each
element of Π1 and as πr ̸= 2 the two vectors must appear in each element of Π2.
Consider the permutation ρ : (1, . . . , r) 7→ (2, . . . , r, 1). For each permutation
π = {π1, . . . , πr }, set π ′ = ρ ◦ π : (1, . . . , r) 7→ (π2, . . . , πr , π1), such that

∣∣π ′∣∣ =
|ρ ◦ π | = |π | + r − 1. It is noted that π ′ = ρ ◦ π satisfies the condition π ′−1(1) <

π ′−1(2) and so composition with ρ on the left, π 7→ ρ ◦ π , is a bijection of Π1 onto
Π2. Hence,

t ′a + t ′b =
∑
π∈Π1

[
(−1)|π |T (uπ2, . . . , uπr ) + (−1)|ρ◦π |+r T (u(ρ◦π)1, . . . , u(ρ◦π)r−1

)
]
,

=
∑
π∈Π1

[
(−1)|π |T (uπ2, . . . , uπr ) + (−1)|π |+2r−1T (uπ2, . . . , uπr )

]
,

= 0.

(3.28)

As a result

ta + tb = (r − 1)! [T (u2, . . . , ur ) + T (u1, u3, . . . , ur )] . (3.29)
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Next, we compute

tc =
∑
π∈Π′

r−1∑
i=1

(−1)|π |(−1)i T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ),

=

r−1∑
i=1

(−1)i tci ,

(3.30)

where,

tci =
∑
π∈Π′

(−1)|π |T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ). (3.31)

For a fixed value of i , let

ρi : (1, . . . , i −1, i, i +1, i +2, . . . , r) 7−→ (1, . . . , i −1, i +1, i, i +2, . . . , r) (3.32)

be the permutation that swaps the positions of i and i + 1. The permutation ρi
acts on Π′ by composition π 7→ ρi ◦ π with (−1)|ρi ◦π | = (−1)|π |+1. In addition,
ρi acts as an automorphism on the subset of permutations Π3i ⊂ Π′ containing
permutations for which we exclude πi = 1 and πi+1 = 2 at the same time. That is,
let Π4i =

{
π ∈ Π′ | πi = 1, πi+1 = 2

}
, then, Π3i = Π′ \ Π4i . Setting

t ′ci =
∑
π∈Π3i

(−1)|π |T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ), (3.33)

one obtains

t ′ci =
∑
π∈Π3i

(−1)|π |T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ),

=
1

2

 ∑
π∈Π3i

(−1)|π |T (uπ1, . . . , uπi + uπi+1, . . . , uπr )

+
∑
π∈Π3i

(−1)|ρi ◦π |T (u(ρi ◦π)1, . . . , u(ρi ◦π)i + u(ρi ◦π)i+1
, . . . , u(ρi ◦π)r )

 ,
=

1

2

 ∑
π∈Π3i

(−1)|π |T (uπ1, . . . , uπi + uπi+1, . . . , uπr )

+
∑
π∈Π3i

(−1)|π |+1T (uπ1, . . . , uπi + uπi+1, . . . , uπr )

 ,
= 0.

(3.34)
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Thus,

tci =
∑
π∈Π4i

(−1)|π |T (uπ1, . . . , uπi−1, uπi + uπi+1, uπi+2, . . . , uπr ),

=
∑
π∈Π4i

(−1)|π |+i−1T (u1 + u2, uπ1, . . . , uπi−1, uπi+2, . . . , uπr ),

=
∑
π∈Π4i

(−1)|π |+i−1+|ρ|T (u1 + u2, u3, . . . , ur ),

(3.35)

where ρ is a permutation of the form

ρ : (1, 2, 3, . . . , r) 7−→ (1, 2, ρ3, . . . , ρr ).

Let ηi be the permutation

ηi : (1, 2, 3, . . . , r) 7−→ (3, 4, . . . , i − 1, 1, 2, i + 2, . . . , r) (3.36)

so that for each π there is a unique ρ with π = ηi ◦ ρ. Since |ηi | is even, (−1)|ρ| =
(−1)|π |. We conclude that

tci =
∑
π∈Π4i

(−1)2|π |+i−1T (u1 + u2, u3, . . . , ur ) (3.37)

and

tc =

r−1∑
i=1

(−1)i tci ,

=

r−1∑
i=1

(−1)i

 ∑
π∈Π4i

(−1)2|π |+i−1T (u1 + u2, u3, . . . , ur )


= −

r−1∑
i=1

 ∑
π∈Π4i

T (u1 + u2, u3, . . . , ur )

 .
, (3.38)

Using the fact that there are (r −2)! permutations inΠ4i for each of the r −1 values
of i we obtain

tc = −(r − 1)!T (u1 + u2, u3, . . . , ur ). (3.39)

Combining Equations (3.29), (3.39) into the balance (3.24), one arrives at

T (u1 + u2, u3, . . . , ur ) = T (u1, u3, . . . , ur ) + T (u2, u3, . . . , ur ). (3.40)

since T is alternating by Equation (3.17), for each i = 1, . . . , r ,

T (u1, . . . , ui + u′
i , . . . , ur−1) = T (u1, . . . , ui , . . . , ur−1) + T (u1, . . . , u′

i , . . . , ur−1).

(3.41)
It is noted that originally, each of the terms in the equations above was multiplied
by (r − 1)! the reason being the fact that we computed the total flux for the cubes
on the faces of the prism and there are (r − 1)! simplices in each such (r − 1)-cube.
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3.3. Implications of Skew Symmetry and Multi-Linearity. Equations (3.41)
and (3.2) imply immediately

T (u1, . . . , ui , . . . , ur−1) + T (u1, . . . ,−ui , . . . , ur−1) = T (u1, . . . , 0, . . . , ur−1) = 0

(3.42)
and so we obtain

T (u1, . . . ,−ui , . . . , ur−1) = −T (u1, . . . , ui , . . . , ur−1). (3.43)

It follows that the homogeneity property (3.2) applies also to the case a < 0. We
have obtained that the flux operator is both additive and homogeneous in each of
its arguments and we conclude that

T : Vr−1 −→ R (3.44)

is an alternating multilinear mapping.
Next, we show that the propertieswe obtained above imply that the flux vanishes

in the case where the vectors u1, . . . , ur−1 are linearly dependent. This is of course
expected as linear dependence implies that the simplex collapses to a hyperplane of
a lower dimension. If the vectors are not linearly independent, one of the vectors,
say uk may be represented as a linear combination of the others in the form uk =∑

j a j u j where j = 1, . . . , k̂, . . . , r − 1. Thus,

T (u1, . . . , ur−1) = T (u1, . . . , uk−1,
∑

j

a j u j , uk+1, . . . , ur−1),

=
∑

j

a j T (u1, . . . , uk−1, u j , uk+1, . . . , ur−1),

= 0

(3.45)

because each term in the sum contains u j twice (see Equation (3.12)). Conversely,
a multilinear map that vanishes for recurring vectors is necessarily alternating;

0 = T (u1, . . . , ui + u′
i , . . . , ui + u′

i , . . . ur−1),

= T (u1, . . . , ui , . . . , ui , . . . ur−1) + T (u1, . . . , u′
i , . . . , u′

i , . . . ur−1)

+ T (u1, . . . , ui , . . . , u′
i , . . . ur−1) + T (u1, . . . , u′

i , . . . , ui , . . . ur−1),

(3.46)

implies

T (u1, . . . , u′
i , . . . , ui , . . . ur−1) = −T (u1, . . . , ui , . . . , u′

i , . . . ur−1). (3.47)

3.4. Algebraic Cauchy Theorem. The results of the foregoing sections may be
summarized as follows. Let T be a function of (r −1)-simplices satisfying Assump-
tions 1–4 of Section 3.1, then, T (τ )depends on the vectors (v1, . . . , vr−1)determin-
ing τ multi-linearly and skew-symmetrically. Thus, there is an alternating (r − 1)-
tensor J ∈ ⊗r−1(V∗), where V is the translation space of the affine space A, such
that

T (τ ) = J (v1, . . . , vr−1). (3.48)
We will refer to this conclusion as the algebraic Cauchy theorem.
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The classical algebraic Cauchy theorem applies in the case where the space A is
a 3-dimensional Euclidean space so that the vector space V has an inner product
structure. It states that if τ is determined by the vectors v and u, then,

T (τ ) = (J · n)A, (3.49)

where J is a vector, n is the unit normal to the simplex pointing in a direction so
that (n, v, u) are positively oriented (i.e., generate a right-handed triad), and A is
the area of the simplex. Thus, one has nA = 1

2v × u where × denotes the vector-
product of the two vectors in the 3-dimensional Euclidean space. Thus,

T (τ ) = 1
2 J · (v × u), (3.50)

which is clearly bi-linear, and alternating in the arguments v and u. Formore details
on the comparison of the classical Cauchy formula and the metric independent
version described above, see Example 4.4.

4. EWR?OCKO AGA?<O;

Once fluxes are shown to be representable by alternating multilinear mappings,
we present some of their properties. In addition, we study the properties of sim-
plices that influence the total fluxes through them—their extents. These are rep-
resented mathematically by multivectors. While somewhat disguised below, mul-
tivectors are introduced as elements of the dual space to the space of fluxes—the
space of multilinear mappings. Since the space of multilinear mappings is finite
dimensional, this is equivalent to the introduction of multilinear mappings as ele-
ments of the dual to the space of multivectors.

4.1. Multivectors. We will roughly refer to the collection of properties of an r-
simplex s that determine the total flux through it, for an arbitrary flux, as the extent
of the simplex. Mathematically, the extent of a simplex is represented by the multi-
vector associated with with s and is denoted by {s}. Thus, for two simplices s and s′
we write {s} = {s′} if T (s) = T (s′) for every flux T . It is natural therefore to extend
the notation, and write T ({s}) for the total flux associated with the multivector.
Formally, a multivector may be introduced as an equivalence class of simplices un-
der the equivalence relation s ∼ s′ if T (s) = T (s′) for every flux T .
From the assumption of translation invariance, T (s) depends only on the vectors

vi = pi − p0 or equivalently, see (3.16), on the vectors ui = pi − pi−1, i = 1, . . . r . It
follows that {s} is determined uniquely by these vectors. Given vectors vi (or ui) as
above, we denote the resultingmultivector by v1∧· · ·∧vr (respectively, u1∧· · ·∧ur).
Thus, {s} = v1 ∧ · · · ∧ vr and

T (v1, . . . , vr ) = T {s} = T (v1 ∧ · · · ∧ vr ). (4.1)

From the properties of fluxes, one immediately obtains

u1∧· · ·∧aui∧· · ·∧u j∧· · ·∧ur = u1∧· · ·∧ui∧· · ·∧au j∧· · ·∧ur , for all i, j = 1, . . . , r.

Thus, we write any of the expressions above as a(u1 ∧ · · · ∧ ur ) so that

a(u1∧· · ·∧ur ) = u1∧· · ·∧aui ∧· · ·∧u j ∧· · ·∧ur = u1∧· · ·∧ui ∧· · ·∧au j ∧· · ·∧ur ,

(4.2)
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and clearly,

a(u1 ∧ · · · ∧ ur ) + b(u1 ∧ · · · ∧ ur ) = (a + b)(u1 ∧ · · · ∧ ur ). (4.3)

Furthermore, it follows form the fact that the flux mapping is alternating, i.e.,
Equation (3.17), that

uπ1 ∧ · · · ∧ uπr = (−1)|π |u1 ∧ · · · ∧ ur = επ1...πr u1 ∧ · · · ∧ ur . (4.4)

One can define naturally the zero multivector to be the multivector for which
T (0) = 0 for every flux T . From (3.45) it follows that for r nonvanishing vec-
tors v1, . . . , vr , v1 ∧ · · · ∧ vr ̸= 0 implies that the vectors are linearly independent.
Conversely, using component representation, one can show that if the vectors are
linearly independent, a flux T may be constructed such that T (v1 ∧ · · · ∧ vr ) ̸= 0.
Thus,

v1 ∧ · · · ∧ vr ̸= 0 (4.5)
if and only if the vectors are linearly independent.
In an analogous manner, we set

w1 ∧ · · · ∧ wr = u1 ∧ · · · ∧ ur + v1 ∧ · · · ∧ vr (4.6)

if
T (w1 ∧ · · · ∧ wr ) = T (u1 ∧ · · · ∧ ur ) + T (v1 ∧ · · · ∧ vr ) (4.7)

for every flux T . In particular, the additivity property (3.41) implies that

u1∧· · ·∧(ui+u′
i )∧· · ·∧ur−1 = u1∧· · ·∧ui ∧· · ·∧ur−1+u1∧· · ·∧u′

i ∧· · ·∧ur−1. (4.8)

Next, we wish to extend the definition of a multivector so that it represents the
extent of geometrical objects more general than simplices.

4.2. Chains. A polyhedral r-chain in the affine space A is a formal linear combi-
nation of r-simplices, that is, an expression of the form

B =

q∑
i=1

ai si , (4.9)

where q is some finite integer. Chains may be thought of as simple functions de-
fined over r-dimensional domains in A. Choose a specific orientation for each of
the planes containing simplices belonging to the collection s1, . . . , sq . Assume first
that the interior of the simplices si are disjoint. Then, on the domain consisting of
the union of the various simplices, the function B is defined by B(x) = ai if x ∈ si
and si is positively oriented; B(x) = −ai if x ∈ si and si is negatively oriented
relative to the orientation given to the plane of si ; B(x) vanishes otherwise. From
this point of view, and ignoring incompatibilities on the faces of the r-simplices, it
is clear that further subdivision of the simplices will not change the function and
hence it results in the same r-chain. If the interiors of the simplices in (4.9) are
not disjoint, by further subdivision one can obtain a linear combination in which
the various simplices have disjoint interiors. (More formally, e.g., [Mun84], a chain
may be defined as a function on the space of simplices that vanishes on all but a fi-
nite number of simplices.) Polyhedral chains may be added and may be multiplied
by real numbers by performing these operations on the corresponding functions.
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Thus for example, if A = B + B′, then, A(x) = B(x) + B′(x) for all x in the affine
spaceA. In Sections 3.1-3.2 we used examples of chains in the proofs. In particular,
the boundary of an r-simplex may be regarded as a chain

∂s =

r∑
i=0

τi . (4.10)

4.3. Chains and Multivectors. Extending the representation of the extent of a
simplex s by the multivector {s}, one can now represent the extent of an r-chain
B =

∑
i ai si by an r-multivector written formally as {B} =∑

i ai {si }. Naturally, the
action of a flux T is now extended to chains by

T (B) = T ({B}) = T
(∑

i

ai {si }
)
=
∑

i

ai T ({si }). (4.11)

By the balance assumption (3.21),

T ({∂s}) =
r∑

i=0

T {τi } = 0 (4.12)

for any flux T . Hence, as an r-multivector,
{∂s} = 0. (4.13)

It is noted that the chain ∂s is not the zero chain but the multivector associated
with is vanishes. This is the metric free analog of the identity

∑3
i=0 Aini = 0 for a

tetrahedron in the 3-dimensional Euclidean space, where Ai is the area of the i-th
face and ni is the unit normal to the i-th face.
Together with (3.2), we conclude that T , which is an alternating multilinear

functions of vectors may be regarded as a linear function of multivectors. (Strictly
speaking, one should make a distinction between the multilinear function of vec-
tors and the linear function of multivectors.) The algebraic Cauchy theorem as
presented here may be viewed as an analog to Whitney’s theorem on an algebraic
criterion for amultivector (see [Whi57, pp. 165–167]). Here, we used only elemen-
tary notions and arguments in order to motivate the use of alternating tensors.

4.4. Component Representation. Let {ei }n
i=1 be a basis of V and let {ei }n

i=1 be
the corresponding dual basis of the dual space, defined by the condition ei (e j ) = δi

j ,
where δi

j is the Kronecker symbol. One has ei (v) = ei (∑
j v

j e j
)
= vi , and given

a covector ϕ ∈ V∗, the components of ϕ relative to {ei } are given by ϕi = ϕ(ei ).
The array of a multilinear function T : Vr → R is given by Ti1...ir = T (ei1, . . . , eir ).
With

ei1 ⊗ · · · ⊗ eir (v1, . . . , vr ) = ei1 ⊗ · · · ⊗ eir
(∑

k1

v
k1
1 ek1, . . . ,

∑
kr

vkr
r ekr

)
,

= v
i1
1 · · · vir

r ,

(4.14)

one has T =
∑

i1,...,ir
Ti1...ir ei1⊗· · ·⊗eir and T (v1, . . . , vr ) =

∑
i1,...,ir

Ti1...ir v
i1
1 · · · vir

r .
One can write the equations above using multi-indices. For a multi-index I =

(i1, . . . , ir ), with |I | = r , we write TI = Ti1...ir , so that T =
∑

I TI ei1 ⊗ · · · ⊗ eir .
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(We do not write eI = ei1 ⊗· · ·⊗eir because we reserve the notation eI for another
object.)
Next, we consider the consequences of the fact that a flux is an alternating mul-

tilinear function. Since T vanishes on a collection of linearly dependent vectors, in
case an index j appears twice,

Ti1... j ... j ...ir = T (ei1, . . . , e j , . . . , e j , . . . eir ) = 0. (4.15)

In addition, for any permutation π : {1, . . . , r} → {1, . . . , r},
T(I◦π)1...(I◦π)r = T (e(I◦π)1, . . . , e(I◦π)r ),

= (−1)|π |T (ei1, . . . , eir )

= (−1)|π |Ti1...ir ,

, (4.16)

so,
TI◦π = (−1)|π |TI . (4.17)

Let γ : {1, . . . , r} → {1, . . . , n} be a monotone increasing injection regarded as
a multi-index, i.e., γi = γ (i) > γ j = γ ( j) if i > j . When we want to indicate
that a multi-index γ is increasing we will write (γ ). It follows that the array of
T is completely determined by the components for the increasing multi-indices.
Since for any I there is a unique increasing γ containing the same elements, the
multilinear mapping can now be expressed by

T =
∑

I

TI ei1 ⊗ · · · ⊗ eir ,

=
∑
I,(γ )

ε
γ
I Tγ ei1 ⊗ · · · ⊗ eir ,

(4.18)

and we obtain

T =
∑
(γ )

Tγ eγ , where eγ =
∑

I

ε
γ
I ei1 ⊗ · · · ⊗ eir . (4.19)

It is observed that
eγ (ei1, . . . , eir ) = eγ (ei1 ∧ · · · ∧ eir ) =

∑
J

ε
γ
J e j1 ⊗ · · · ⊗ e jr (ei1, . . . , eir ),

=
∑

J

ε
γ
J δ

j1
i1 · · · δ jr

ir
,

= ε
γ
I ,

(4.20)

so that eγ is an alternating tensor which we also denote by

eγ = eγ1 ∧ · · · ∧ eγr . (4.21)

Note that the definition of eγ in (4.19) applies also for the case where the multi-
index is not increasing and that it implies that

eγ ◦π = (−1)|π |eγ , e(γ ◦π)1 ∧ · · · ∧ e(γ ◦π)r = (−1)|π |eγ1 ∧ · · · ∧ eγr . (4.22)

In fact, we may also consider eI where the multi-index I need not even be an in-
jection. We just set formally eI = 0 if I contains two or more identical indices.
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In view of the skew symmetry property as in Equation (4.22), and observing that
an injective multi-index I may be written in the form I = γ ◦ π for an increasing
multi-index γ : {1, . . . , r} → {1, . . . , n} and a permutation π of r symbols, we have
eI =

∑
(γ ) ε

i1...ir
γ1...γr eγ , where the sum contains only one nonvanishing term. Thus,∑

I

TI eI =
∑
I,(γ )

TI ε
i1...ir
γ1...γr

eγ ,

=
∑
(γ )

(∑
I

TI ε
i1...ir
γ1...γr

)
eγ ,

=
∑
(γ )

r !Tγ eγ ,

(4.23)

where in the last line we used the fact that both the Levi-Civita symbol and the
array TI are skew symmetric (as in (4.17)). Thus, Equation (4.19) may be rewritten
in the form

T =
1

r !

∑
I

TI ei1 ∧ · · · ∧ eir . (4.24)

To show that the collection of mappings {eγ }, for increasing multi-indices γ ,
forms a basis for the space of r-multilinear mappings it remains to prove that they
are linearly independent. If

∑
(γ ) Tγ eγ = 0, then for every multi-index I ,

0 =
∑
(γ )

Tγ eγ (ei1, . . . , eir ),

=
∑
(γ )

Tγ ε
γ
I .

(4.25)

Since I is arbitrary in the equation above, for each increasing γ0 we may choose
I = γ0 so that εγ0I = 1 and εγI = 0 for γ ̸= γ0. It follows that Tγ0 = 0.
With the representation of alternating tensors as in (4.19) the action of a flux

may be represented as

T (v1, . . . , vr ) =
∑
(γ )

Tγ eγ1 ∧ · · · ∧ eγr

∑
i1

v
i1
1 ei1, . . . ,

∑
ir

vir
r eir

 ,
=
∑
(γ ),I

Tγ v
i1
1 · · · vir

r eγ1 ∧ · · · ∧ eγr (ei1, . . . , eir ) ,

(4.26)

and so, as expected,

T (v1, . . . , vr ) =
∑
(γ ),I

Tγ v
i1
1 · · · vir

r ε
γ
I =

∑
I

TI v
i1
1 · · · vir

r . (4.27)

4.5. Simple Multivectors. Writing , eβ = eβ1 ∧ · · · ∧ eβr for an increasing multi-
index β , one has by (4.1) and (4.20)

eγ (eβ) = ε
γ
β . (4.28)

Since both multi-indices are increasing, this expression equals either 1 or 0.
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Amultivector of the form v = v1 ∧ · · · ∧ vr will be referred to as a simple multivec-
tor. Similarly, an alternating multilinear map of the form T = ϕ1 ∧ · · · ∧ ϕr , for a
collection of linearly independent covectors ϕ1, . . . , ϕr , will be referred to as a sim-
ple multicovector. By the linearity property of the flux operation, (4.2,4.8), it follows
that for a simple multivector

v = v1 ∧ · · · ∧ vr ,

=
(∑

i1

v
i1
1 ei1

)
∧ · · · ∧

(∑
ir

vir
r eir

)
,

=
∑

i1,...,ir

v
i1
1 · · · vir

r ei1 ∧ · · · ∧ eir .

(4.29)

Adding up simple multivectors to obtain a general multivector will not alter the
form of this representation so that any multivector v may be represented in the
form

v =
∑

i1,...,ir

vi1...ir ei1 ∧ · · · ∧ eir . (4.30)

Using Equation (3.12), ei1 ∧ · · · ∧ eir = 0 if two or more indices are equal and
it follows that the values for the multi-index I for non-vanishing terms may be
written as a composition I = γ ◦ π where π is a permutation of r symbols and
γ : {1, . . . , r} → {1, . . . , n} is increasing. Thus, for a nonvanishing term

ei1 ∧ · · · ∧ eir = (−1)|π |eγ1 ∧ · · · ∧ eγr , (4.31)

and
v =

∑
π,γ

(−1)|π |v(γ ◦π)1...(γ ◦π)r eγ1 ∧ · · · ∧ eγr . (4.32)

Set

vγ1...γr =
∑
π

(−1)|π |v(γ ◦π)1...(γ ◦π)r =
∑
π

επ1...πr v
(γ ◦π)1...(γ ◦π)r , (4.33)

then, a multivector may be represented in the form

v =
∑
(γ )

vγ eγ , γi = 1, . . . , n. (4.34)

In particular, it follows from (4.28) that

eγ (v) = vγ . (4.35)

The multivectors {eγ }, for an increasing γ , are linearly independent and it follows
that they form a basis for the space of multivectors.

4.6. Alternation. Alternation is the action of extracting an alternating r-tensor
from an arbitrary r-tensor T . It is desirable that the alternation action will be a
projection, i.e., when applied to an alternating tensor, it will not change it. The
alternation operator is defined by

A(T )(v1, . . . , vr ) =
1

r !

∑
π

(−1)|π |T (vπ1, . . . , vπr ). (4.36)
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To show that A(T ) is indeed alternating, we observe that (4.36) implies that for
a permutation ρ,

A(T )(vρ1, . . . , vρr ) =
1

r !

∑
π

(−1)|π |T (v(π◦ρ)1, . . . , v(π◦ρ)r ),

=
1

r !

∑
µ

(−1)|µ|−|ρ|T (vµ1, . . . , vµr ),

=
1

r !
(−1)|ρ|∑

µ

(−1)|µ|T (vµ1, . . . , vµr ),

= (−1)|ρ|A(T )(v1, . . . , vr ),

(4.37)

where in the second line we used µ = π ◦ ρ, |µ| = |π | + |ρ|.
In case T is alternating

A(T )(v1, . . . , vr ) =
1

r !

∑
π

(−1)|π |T (vπ1, . . . , vπr ),

=
1

r !

∑
π

(−1)|π |(−1)|π |T (v1, . . . , vr ),

= T (v1, . . . , vr ),

(4.38)

so A leaves alternating tensors invariant.
For an r-tensor T =

∑
I Ti1...ir ei1 ⊗ · · · ⊗ eir , one has

A(T )(v1, . . . , vr ) =
1

r !

∑
π,I

(−1)|π |Ti1...ir ei1 ⊗ · · · ⊗ eir (vπ1, . . . , vπr ),

=
1

r !

∑
π,I

(−1)|π |Ti1...ir ei1(vπ1) · · · eir (vπr ),

=
1

r !

∑
π,I

(−1)|π |Ti1...ir e(I◦π−1)1(v1) · · · e(I◦π−1)r (vr ),

=
1

r !

∑
π,I

(−1)|π |Ti1...ir e(I◦π−1)1 ⊗ · · · ⊗ e(I◦π−1)r (v1, . . . , vr ),

(4.39)

from which

A(T ) =
1

r !

∑
π,I

(−1)|π |Ti1...ir e(I◦π−1)1 ⊗ · · · ⊗ e(I◦π−1)r . (4.40)

In particular, setting Ti1...ir = δ
j1
i1 · · · δ jr

ir
, for some multi-index J ,

A(e j1 ⊗ · · · ⊗ e jr ) =
1

r !

∑
π

(−1)|π |e(J◦π−1)1 ⊗ · · · ⊗ e(J◦π−1)r ,

=
1

r !

∑
I

ε
j1... jr
i1...ir

ei1 ⊗ · · · ⊗ eir ,

(4.41)
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where in the last equality we set I = J ◦ π−1 and used |I | = |J | + |π |, (−1)|π | =
(−1)|I |−|J | = ε

j1... jr
i1...ir

for each nonvanishing term. It follows thatA(e j1 ⊗· · ·⊗e jr ) =

0 if two or more of the indices are identical. In addition, using the definitions of
eI = ei1 ∧ · · · ∧ eir in (4.19), we record that

eI = ei1 ∧ · · · ∧ eir = r !A(e j1 ⊗ · · · ⊗ e jr ) =
∑

I

ε
j1... jr
i1...ir

ei1 ⊗ · · · ⊗ eir . (4.42)

Theprevious equations are not limited to elements of the dual basis. Ifϕ1, . . . , ϕr ∈
V∗ are r covectors, then, for j1, . . . , jr ∈ {1, . . . , r}

A(ϕ j1 ⊗ · · · ⊗ ϕ jr ) =
1

r !

∑
π

(−1)|π |ϕ(J◦π−1)1 ⊗ · · · ⊗ ϕ(J◦π−1)r ,

=
1

r !

∑
I

ε
j1... jr
i1...ir

ϕi1 ⊗ · · · ⊗ ϕir .

(4.43)

The last equation implies that for any permutation π ,

A(ϕπ1 ⊗ · · · ⊗ ϕπr ) = (−1)|π |A(ϕ1 ⊗ · · · ⊗ ϕr ). (4.44)

It is observed that by (4.40) the alternation operator is linear and in particular,

A(T ) =
∑

I

Ti1...irA
(

ei1 ⊗ · · · ⊗ eir
)
. (4.45)

We conclude that A is indeed a linear projection of the vector space of r-tensors
on the space of r-alternating tensors

4.7. Exterior Products. The notation eγ1 ∧ · · · ∧ eγr was introduced formally
by (4.19,4.21) without an explanation or motivation. In this section we present
the exterior product of alternating tensors, denoted by ∧ for which the expression
above is a special case.
We observe first that Equations (4.19,4.21) need not be restricted only to ele-

ments of the dual basis. In fact, if ϕ1, . . . , ϕr ∈ V∗ are r covectors, one may set

ϕ1 ∧ · · · ∧ ϕr = r !A(ϕ1 ⊗ · · · ⊗ ϕr ) =
∑
π

(−1)|π |ϕπ1 ⊗ · · · ⊗ ϕπr . (4.46)

From Equation (4.44), it follows that

ϕπ1 ∧ · · · ∧ ϕπr = (−1)|π |ϕ1 ∧ · · · ∧ ϕr ,

ϕ(π◦ρ)1 ∧ · · · ∧ ϕ(π◦ρ)r = (−1)|π |ϕρ1 ∧ · · · ∧ ϕρr .
(4.47)
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For a collection of r linearly independent vectors v1, . . . , vr one has

ϕ1 ∧ · · · ∧ ϕr (v1, . . . , vr ) =
∑
π

(−1)|π |ϕπ1 ⊗ · · · ⊗ ϕπr (v1, . . . , vr ),

=
∑
π

(−1)|π |ϕπ1(v1) · · ·ϕπr (vr ),

=
1

r !

∑
I,J

ε I
Jϕ

j1(vi1) · · ·ϕ jr (vir ),

= det
[
ϕi (v j )

]
.

(4.48)

In particular, the tensors eI satisfy

ei1 ∧ · · · ∧ eir (v1, . . . , vr ) = det
[
(v j )

ik
]
, k = 1, . . . , r. (4.49)

The action of the alternation operator may be represented now using (4.45) and
(4.42) as

A(T ) =
1

r !

∑
I

TI ei1 ∧ · · · ∧ eir =
1

r !

∑
I

TI eI =
∑
(γ )

A(T )γ eγ , (4.50)

where,

A(T )γ = A(T )(eγ1, . . . , eγr ),

=
1

r !

∑
I

TI eI (eγ1, . . . , eγr ),

=
1

r !

∑
I

TI ε
I
γ .

(4.51)

For the covectors ϕ1, . . . , ϕr+p , let T = ϕ1 ∧ · · · ∧ϕr and S = ϕr+1 ∧ · · · ∧ϕr+p .
We set (see [Whi57, p. 41])

T ∧ S = ϕ1 ∧ · · · ∧ ϕr ∧ ϕr+1 ∧ · · · ∧ ϕr+p (4.52)

and consider A(T ⊗ S). One has,

T ⊗ S =

∑
β

(−1)|β|ϕβ1 ⊗ · · · ⊗ ϕβr

⊗
∑

γ

(−1)|γ |ϕγr+1 ⊗ · · · ⊗ ϕγr+p

 ,
=
∑
β,γ

(−1)|β|(−1)|γ |ϕβ1 ⊗ · · · ⊗ ϕβr ⊗ ϕγr+1 ⊗ · · · ⊗ ϕγr+p ,

(4.53)
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where β is a permutation of {1, . . . , r} and γ is a permutation of {r + 1, . . . , r + p}.
Thus, letting π denote a permutation of {1, . . . , r + p}, (4.43) yields

(r + p)!A(T ⊗ S)

=
∑
π,β,γ

(−1)|π |(−1)|β|(−1)|γ |ϕ(π◦β)1 ⊗ · · · ⊗ ϕ(π◦β)r ⊗ ϕ(π◦γ )r+1 ⊗ · · · ⊗ ϕ(π◦γ )r+p ,

=
∑
β,γ

(−1)|β|(−1)|γ |
(∑

π

(−1)|π |ϕ(π◦β)1 ⊗ · · · ⊗ ϕ(π◦β)r ⊗ ϕ(π◦γ )r+1 ⊗ · · · ⊗ ϕ(π◦γ )r+p

)
,

=
∑
β,γ

(−1)|β|(−1)|γ |ϕβ1 ∧ · · · ∧ ϕβr ∧ ϕγr+1 ∧ · · · ∧ ϕγr+p ,

=
∑
β,γ

(−1)|β|(−1)|γ |(−1)|β|(−1)|γ |ϕ1 ∧ · · · ∧ ϕr ∧ ϕr+1 ∧ · · · ∧ ϕr+p,

= r !p!ϕ1 ∧ · · · ∧ ϕr ∧ ϕr+1 ∧ · · · ∧ ϕr+p,

(4.54)

where we used (4.47) in the fifth line. We conclude that

T ∧ S =
(r + p)!

r !p!
A(T ⊗ S). (4.55)

The exterior product of simple alternating tensors, as defined above, may be
extended to exterior product of any two tensors, particularly, two alternating ten-
sors. For any two tensors T and S, one may define the exterior product T ∧ S by
using Equation (4.55). Since the alternation operator is linear, it follows that this
definition is compatible with the definition of the exterior product of two simple
alternating tensors. and with the representations of alternating tensors in terms of
the simple multi-covectors {eγ1 ∧ · · ·∧ eγr }. Specifically, for an r-alternating tensor
T and a p-alternating tensor S, one has

T ∧ S =
(r + p)!

r !p!
A(T ⊗ S)

=
(r + p)!

r !p!
A

[(
1

r !

∑
I

TI ei1 ∧ · · · ∧ eir

)
⊗
(

1

p!

∑
J

SJ e jr+1 ∧ · · · ∧ e jr+p

)]
,

=
(r + p)!

r !p!

∑
I,J

1

r !p!
TI SJA

[(
ei1 ∧ · · · ∧ eir

)
⊗
(

e jr+1 ∧ · · · ∧ e jr+p
)]
,

=
(r + p)!

r !p!

∑
I,J

1

(r + p)!
TI SJ ei1 ∧ · · · ∧ eir ∧ e jr+1 ∧ · · · ∧ e jr+p ,

=
1

r !p!

∑
I,J

TI SJ ei1 ∧ · · · ∧ eir ∧ e jr+1 ∧ · · · ∧ e jr+p ,

(4.56)

where I : {1, . . . , r} → {1, . . . , n}, J : {r + 1, . . . , r + p} → {1, . . . , n}. (It is
noted that one could write j1, . . . , jp for jr+1, . . . , jr+p so that J : {1, . . . , p} →



NOTES ON METRIC INDEPENDENT ANALYSIS OF CLASSICAL FIELDS 28

{1, . . . , n}.) Each nonvanishing term above may be represented by a multi-index
K : {1, . . . , r + p} → {1, . . . , n} such that K |{1,...,r} = I , K |{r+1,...,r+p} = J , and

T ∧ S =
1

r !p!

∑
K

Tk1...kr Skr+1...kr+p ek1 ∧ · · · ∧ ekr+p . (4.57)

Returning to the last line of (4.56), we may write I = α ◦π ′, J = β ◦π”, where α
and β are increasing and π ′, π” are permutations of {1, . . . , r} and {r +1, . . . , r + p},
respectively. The decomposition is obviously unique. Thus,

T ∧ S =
1

r !p!

∑
(α),(β)

∑
π ′,π”

Tα◦π ′ Sβ◦π”e(α◦π ′)1 ∧ · · · ∧ e(α◦π ′)r ∧ e(β◦π”)r+1 ∧ · · · ∧ e(β◦π”)r+p

 ,
=

1

r !p!

∑
(α),(β)

∑
π ′,π”

(−1)2(|π ′|+|π”|)TαSβeα1 ∧ · · · ∧ eαr ∧ eβr+1 ∧ · · · ∧ eβr+p

 ,
=

∑
(α),(β)

TαSβeα1 ∧ · · · ∧ eαr ∧ eβr+1 ∧ · · · ∧ eβr+p ,

=
∑
µ

Tµ1...µr Sµr+1...µr+p eµ1 ∧ · · · ∧ eµr+p ,

(4.58)

where the multi-indices µ are injections {1, . . . , r + p} → {1, . . . , n} such that the
restrictions µ|{1,...,r} and µ|{r+1,...,r+p} are increasing. Each such multi-index µ
may be represented uniquely in the form µ = γ ◦ ρ, where γ is increasing and ρ is
a permutation of {1, . . . , r + p} such that ρ|{1,...,r} and ρ|{r+1,...,r+p} are increasing.
(See [dR84, p. 18] and [Whi57, p. 41].) A permutation such as ρ is referred to as
an (r, p)-shuffle (e.g., [AMR88, p. 394]). Using this representation in (4.58) we have

T ∧ S =
∑
(γ )

(∑
ρ

T(γ ◦ρ)1...(γ ◦ρ)r S(γ ◦ρ)r+1...(γ ◦ρ)r+p e(γ ◦ρ)1 ∧ · · · ∧ e(γ ◦ρ)r+p

)
,

=
∑
(γ )

(∑
ρ

(−1)|ρ|T(γ ◦ρ)1...(γ ◦ρ)r S(γ ◦ρ)r+1...(γ ◦ρ)r+p eγ1 ∧ · · · ∧ eγr+p

)
,

(4.59)

and so

(T ∧ S)γ =
∑
ρ

(−1)|ρ|T(γ ◦ρ)1...(γ ◦ρ)r S(γ ◦ρ)r+1...(γ ◦ρ)r+p ,

=
∑
µ

ε
µ1...µr+p
γ1...,γr+p Tµ1...µr Sµr+1...µr+p .

(4.60)

where the sums are taken over shuffles ρ and µ = γ ◦ ρ. Clearly, one could obtain
the last equation by starting with the representations of T and S in terms of the
multivectors eγ1 ∧ · · · ∧ eγr and eγr+1 ∧ · · · ∧ eγr+p as in Equation (4.19).
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Using Equations (4.36), (4.55) and (4.56), the action of the exterior productmay
be written as

T ∧ S(v1, . . . , vr+p) =
1

r !p!

∑
π

(−1)|π |T (vπ1, . . . , vπr )S(vπr+1, . . . , vπr+p ) (4.61)

Here, π is not a shuffle so that for example π1, . . . , πr need not be increasing.
However, we can write each such permutation as follows. For i = 1, . . . , r , set
πi = (α ◦ µ)i , where µ is an (r, p)-shuffle and α is a permutation of {1, . . . , r}. For
i = r + 1, . . . , r + p, set πi = (β ◦ µ)i , where β is a permutation of p symbols.
Hence, with |π | = |µ| + |α| + |β|,

T ∧ S(v1, . . . , vr+p)

=
1

r !p!

∑
µ,α,β

(−1)|µ|+|α|+|β|T (v(α◦µ)1, . . . , v(α◦µ)r )S(v(β◦µ)r+1
, . . . , v(β◦µ)r+p ),

=
1

r !p!

∑
µ,α,β

(−1)|µ|+|α|+|β|(−1)|α|(−1)|β|T (vµ1, . . . , vµr )S(vµr+1, . . . , vµr+p )

=
1

r !p!

∑
µ,α,β

(−1)|µ|T (vµ1, . . . , vµr )S(vµr+1, . . . , vµr+p ),

,

(4.62)

so taking account of the number of permutations α and β we have

T ∧ S(v1, . . . , vr+p) =
∑
µ

(−1)|µ|T (vµ1, . . . , vµr )S(vµr+1, . . . , vµr+p ), (4.63)

where the sum is taken over all (r, p)-shuffles µ.

Remark 4.1. There are other conventions for the definition of the exterior product.
See for example [War83, p. 60], [Whi57] and [AMR88]. From the point of view
of fluxes as presented here, one may think of the other conventions as pertaining
to the interpretation of v1 ∧ · · · ∧ vr as the extent of the parallelepiped generated
by the vectors rather than the extent of the simplex.

Example 4.2. Consider the case where T is a 1-alternating tensor, i.e., an element
of the dual spaceV∗. Thus, if we have the component representations T =

∑
i Ti ei ,

S =
∑

(β) Sβeβ1 ∧ · · · ∧ eβp , Equation (4.52) and linearity imply that

T ∧ S =
∑
(β),i

Ti Sβei ∧ eβ1 ∧ · · · ∧ eβp . (4.64)

Alternatively, wemay useEquation (4.60) noting that for the case r = 1 considered,
any (1, p) shuffle ρ is of the form (1, . . . , i, . . . , p + 1) 7→ (i, 1, . . . , î, . . . , p + 1) so
that |ρ| = i − 1. It follows that

(T ∧ S)γ =
∑

i

(−1)i−1Tγi Sγ1...γ̂i ...γp+1, (4.65)
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and
T ∧ S =

∑
(γ ),i

(−1)i−1Tγi Sγ1...γ̂i ...γp+1eγ1 ∧ · · · ∧ eγp+1,

=
∑
(γ ),i

Tγi Sγ1...γ̂i ...γp+1eγi ∧ eγ1 ∧ · · · ∧ êγi ∧ · · · ∧ eγp+1 .
(4.66)

Example 4.3. Consider the relation between S ∧ T and T ∧ S for an r-alternating
tensor T and a p-alternating tensor S. From Equation (4.56) and counting the
number of permutations needed in order to arrive from ei1 ∧· · ·∧eir ∧e j1 ∧· · ·∧e jp

to e j1 ∧ · · · ∧ e jp ∧ ei1 ∧ · · · ∧ eir , it follows that

S ∧ T = (−1)rpT ∧ S. (4.67)

In particular, if either r or p are even, S ∧ T = T ∧ S.

4.8. The spaces of Multivectors and Multicovectors. The space of alternating
r-tensors on the space V will be denoted by

∧r (V∗). We have seen how the col-
lection of multicovectors {eγ1 ∧ · · · ∧ eγr }, for all increasing multi-indices γ , form
a basis for

∧r (V∗). It follows that the dimension of
∧r (V∗) is the number of ways

one can choose r numbers out of n, i.e.,

dim
r∧

(V∗) =
n!

r !(n − r)!
. (4.68)

Inparticular, dim
∧0 (V∗) = dim

∧n (V∗) = 1, and dim
∧1 (V∗) = dim

∧n−1 (V∗) =
n. The basis of

∧0 (V∗) contains no elements of the basis ofV∗ and so
∧0 (V∗)may

be identified with the real numbers. For r > n, the vector space
∧r (V∗) is trivial.

The space of r-multivectors inV will be denoted by
∧r (V). By the representa-

tions of multivectors and multicovectors in terms of base vectors as in Section 4.4
and Equation (4.34),

dim
r∧
(V) = dim

r∧
(V∗) . (4.69)

The alternatingmultilinear action of a flux T on vectors was represented in (4.7)
by a linear action of T on simple multivectors and extended by (4.11) to a linear
action on non-simple multivectors. We conclude that

r∧
(V∗) =

( r∧
(V)

)∗
. (4.70)

Example 4.4. Algebraic Cauchy Formula with Components. Consider the
case where r = n and let {e1, . . . , en} be a basis forV. We want to compute the total
flux through the (n −1)-simplex τ determined by the vectors v1, . . . , vn−1 for a flux
T represented as inEquation (3.45) by an alternating tensor J =

∑
(α) Jα1...αn−1eα1∧

· · ·∧ eαn−1 . Since α is increasing and contains n − 1 out of the n numbers {1, . . . , n},
there is a unique k ∈ {1, . . . , n} such that (α1, . . . , αn−1) = (1, . . . , k̂, . . . , n}. It
follows that any (n − 1)-alternating tensor J is of the form

J =
∑

k

J1...̂k...ne1 ∧ · · · ∧ êk ∧ · · · ∧ en . (4.71)
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Thus,
T (τ ) = J (v1, . . . , vn−1),

=
∑

k

J1...̂k...ne1 ∧ · · · ∧ êk ∧ · · · ∧ en
(∑

i1

v
i1
1 ei1, . . . ,

∑
in−1

v
in−1

n−1ein−1

)
,

=
∑
k,I

J1...̂k...mv
i1
1 · · · vin−1

n−1e1 ∧ · · · ∧ êk ∧ · · · ∧ en
(

ei1, . . . , ein−1

)
,

=
∑
k,I

J1...̂k...nv
i1
1 · · · vin−1

n−1ε
1...̂k...n
i1... ...in−1

.

(4.72)

Since
ε1...̂k...ni1... ...in−1

= εk1...̂k...n
k i1... ...in−1

= (−1)k−1ε1... ...nk i1...in−1
, (4.73)

we have

T (τ ) = J (v1, . . . , vn−1) =
∑
k,I

[
(−1)k−1 J1...̂k...n

]
v

i1
1 · · · vin−1

n−1ε
1... ...n
k i1...in−1

,

= det
([

(−1)k−1 J1...̂k...n
]
; vi1

1 ; · · · ; v
in−1

n−1

)
,

(4.74)

where the determinant is evaluated for the column vectors indicated by the indices
k, i1, . . . , in−1.
Consider the expression for the flux in a 3-dimensional Euclidean space using

the traditional Cauchy formula (3.50) relative to some orthonormal basis,

T (τ ) = 1
2 J · (v × u) = 1

2 det

 J1 v1 u1

J2 v2 u2

J3 v3 u3

 = 1
2

∑
i, j,k

εi jkJiv j uk . (4.75)

Comparing the last equality with Equation (4.74) we see that the two equations
are equivalent if we make the identification Jk = 2(−1)k−1 J1...̂k...r . (The

1
2 factor is

due to the fact that the vector product evaluates the area of the parallelogramwhile
the alternating tensors compute the fluxes through simplexes. It is also noted that
v × u is the analog of the 2-vector v ∧ u.

Example 4.5. Consider the space L
(∧r (V∗),

∧n(V∗)
)
, r < n, n = dimV, of

linear mapping
∧r (V∗) → ∧n(V∗). Set

ι∧ :

n−r∧
(V∗) −→ L

( r∧
(V∗),

n∧
(V∗)

)
by ι∧(T )(S) = T ∧ S. (4.76)

Clearly, ι∧(T ) is linear and ι∧ is a well defined linear mapping. We also note that
ι∧ is injective. For if ι∧(T ) = 0, then ι∧(T )(S) = T ∧ S = 0, for any r-alternating
mapping S. It follows that T = 0, or otherwise, using components one could write
a form S such that T ∧ S ̸= 0. Thus, Kernel(ι∧) = {0}.
Since

∧n V∗ is 1-dimensional,

dim L
( r∧

(V∗),
n∧
(V∗)

)
= dim

r∧
(V∗) = dim

n−r∧
(V∗). (4.77)
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It follows that ι∧ is an isomorphism and for any element f ∈ L
(∧r (V∗),

∧n(V∗)
)

there is an (n − r)-alternating tensor T = ι−1∧ ( f ) such that f (S) = T ∧ S, for all
r-alternating tensors S.

4.9. Contraction. The contraction vy T of an alternating r-tensor T and a vector v
is an (r − 1)-alternating tensor defined by

vy T (v2, . . . , vr ) = T (v, v2, . . . , vr ). (4.78)

Clearly, the contraction operation vy T is linear in both v and T .
Using (4.27) and (4.49) one has

vy T (v2, . . . , vr ) =
∑
(γ ),I

Tγ v
i1v

i2
2 · · · vir

r ε
γ
I

=
∑

(γ ),I,J

Tγ vi1 1

(r − 1)!
ε
γ1...γr
i1 j1... jr−1

ε
j1... jr−1

i2...,ir
v

i2
2 · · · vir

r ,

=
∑

(γ ),I,J

Tγ vi1 1

(r − 1)!
ε
γ1...γr
i1 j1... jr−1

e j1 ∧ · · · ∧ e jr−1(v2, . . . , vr ),

=
∑

(γ ),i,(β)

Tγ viε
γ1...γr
iβ1...βr−1

eβ2 ∧ · · · ∧ eβr−1(v2, . . . , vr ).

(4.79)

where, I is an r-multi-index, J is an (r − 1)-multi-index and β is an (r − 1)-
increasing multi-index. It follows that

vy T =
∑

(γ ),i,(β)

Tγ viε
γ1...γr
iβ1...βr−1

eβ2 ∧ · · · ∧ eβr−1, (4.80)

so that
(vy T )β1...βr−1 =

∑
(γ ),i

Tγ viε
γ1...γr
iβ1...βr−1

. (4.81)

It is noted that in (4.81), for a given value of β and any increasing multi-index γ ,
there is a unique value i = γ \ β for which the Levi-Civita symbol does not vanish.
Thus, the sum over i in that equation is superfluous. Its location in the sequence
γ1 . . . , γr is γ−1(γ \ β) and as (β1, . . . , βr−1) = (γ1, . . . , γ̂ \ β, . . . , γr ), one has

(vy T )β1...βr−1 =
∑
(γ )

Tγ viε
γ1...γr
iβ1...βr−1

,

=
∑
(γ )

Tγ1...γ \β...γr v
γ \βεγ1...γ \β...γr

γ \β β1...βr−1
,

=
∑
(γ )

Tγ1...γ \β...γr v
γ \β(−1)γ

−1(γ \β)−1.

(4.82)

We conclude that

(vy T )β1...βr−1 =
∑
(γ )

T
γ \β γ1...̂γ \β...γr

vγ \β . (4.83)
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Example 4.6. In the special case where r = n, an alternating tensor T is repre-
sented by a single component T1...n as T = T1...ne1 ∧ · · · ∧ en . As in Example 4.4,
any (n − 1)-alternating tensor S is of the form S =

∑
k S1...̂k...ne1 ∧ · · · ∧ êk ∧ . . . en .

For an alternating n-tensor T and a vector v, we consider vy T . Using the third line
of Equation (4.82) with β = {1, . . . , k̂, . . . , n}, γ \ β = k, γ−1(γ \ β) = k,

(vy T )1...̂k...n =
∑

k

(−1)k−1T1...nvk, vy T =
∑

k

(−1)k−1T1...nvke1∧· · ·∧êk ∧. . . en .

(4.84)

We conclude that any nonzero n-alternating tensor T induces an isomorphism

ιT :

n−1∧
(V) −→ V (4.85)

defined by the condition that

ιT (ω)y T = ω. (4.86)

Equation (4.84) implies that in terms of components

ιT (S)k = (−1)k−1 S1...̂k...n
T1...n

. (4.87)

Example 4.7. Consider Equation (4.61). One may represent any permutation π
of r + p symbols in the form π = ρi ◦µ where µ is a permutation of {1, . . . , r + p}
with µ1 = 1, and ρi is the permutation of r + p symbols given by

(1, 2, . . . , i, . . . , r + p) 7−→ (2, . . . , i, 1, i + 1, . . . , r + p).
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Clearly, |π | = |ρi | + |µ| = i − 1 + |µ| so that Equation (4.61) may be rewritten as
T ∧ S(v1, . . . , vr+p)

=
1

r !p!

∑
µ,ρi

(−1)|µ|(−1)i−1T (v(ρi ◦µ)1, . . . , v(ρi ◦µ)r )S(v(ρi ◦µ)r+1
, . . . , v(ρi ◦µ)r+p ),

=
1

r !p!

∑
µ,ρi ,i6r

(−1)|µ|(−1)i−1T (v(ρi ◦µ)1, . . . , v(ρi ◦µ)r )S(v(ρi ◦µ)r+1
, . . . , v(ρi ◦µ)r+p )

+
1

r !p!

∑
µ,ρi ,i>r

(−1)|µ|(−1)i−1T (v(ρi ◦µ)1, . . . , v(ρi ◦µ)r )S(v(ρi ◦µ)r+1
, . . . , v(ρi ◦µ)r+p ),

=
1

r !p!

∑
µ,ρi ,i6r

(−1)|µ|(−1)2(i−1)T (v1, vµ2 . . . , vµr )S(vµr+1, . . . , vµr+p )

+
1

r !p!

∑
µ,ρi ,i>r

(−1)|µ|(−1)i−1T (vµ2, . . . , vµr+1)(−1)i−r−1S(v1, vµr+2, . . . , vµr+p ),

=
1

r !p!

∑
µ,ρi ,i6r

(−1)|µ|(v1y T )(vµ2 . . . , vµr )S(vµr+1, . . . , vµr+p )

+
(−1)r

r !p!

∑
µ,ρi ,i>r

(−1)|µ|T (vµ2, . . . , vµr+1)(v1y S)(vµr+2, . . . , vµr+p ),

=
r

r !p!

∑
µ

(−1)|µ|(v1y T )(vµ2 . . . , vµr )S(vµr+1, . . . , vµr+p )

+
(−1)r p

r !p!

∑
µ

(−1)|µ|T (vµ2, . . . , vµr+1)(v1y S)(vµr+2, . . . , vµr+p ),

= (v1y T ) ∧ S(v2, . . . , vr+p) + (−1)r T ∧ (v1y S)(v2, . . . , vr+p).

(4.88)

It is concluded therefore that

vy (T ∧ S) = (vy T ) ∧ S + (−1)r T ∧ (vy S). (4.89)

Example 4.8. Consider the expression ei py (ei p ∧ ei1 ∧ · · · ∧ êi p ∧ · · · ∧ eir ) where
the indices i1, . . . , ir are all distinct so that the exterior product does not vanish.
Then, using the last equation

ei py (ei p ∧ ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir ) = ei py (ei p ∧ (ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir )),

= (ei py ei p ) ∧ (ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir )

− ei p ∧ (ei py (ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir )),

= ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir ,

(4.90)

where the term in the third line vanishes because the indices are distinct. Using
the skew-symmetry of the exterior product we conclude that

ei py (ei1 ∧ · · · ∧ ei p ∧ · · · ∧ eir ) = (−1)p−1ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir , (4.91)
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and

e jy (ei1 ∧ · · · ∧ eir ) =
∑

p
δ

i p
j (−1)p−1ei1 ∧ · · · ∧ êı p ∧ · · · ∧ eir . (4.92)

Clearly, there can be no more than one non-vanishing term in the last sum.

The following examples will be used in the last section concerning metric free
properties of electromagnetism.

Example 4.9. Consider the contraction vyω for an (n−1)-formω =
∑

k ω1...̂k...ne1∧
· · · ∧ êk ∧ . . . en . Writing v =

∑
i v

i ei one has

vyω =
(∑

i

vi ei

)
y
(∑

k

ω1...̂k...ne1 ∧ · · · ∧ êk ∧ . . . en
)
,

=
∑
i,k

viω1...̂k...neiy
(
e1 ∧ · · · ∧ êk ∧ . . . en). (4.93)

Note that for i < k,

eiy
(
e1 ∧ · · · ∧ êk ∧ . . . en) = (−1)i−1e1 ∧ · · · ∧ êı ∧ · · · ∧ êk ∧ · · · ∧ en, (4.94)

and for i > k

eiy
(
e1 ∧ · · · ∧ êk ∧ . . . en) = (−1)i−2e1 ∧ · · · ∧ êk ∧ · · · ∧ êı ∧ · · · ∧ en . (4.95)

Thus, one has

vyω =
∑
i<k

viω1...̂k...n(−1)i−1e1 ∧ · · · ∧ êı ∧ · · · ∧ êk ∧ · · · ∧ en

−
∑
i>k

viω1...̂k...n(−1)i−1e1 ∧ · · · ∧ êk ∧ · · · ∧ êı ∧ · · · ∧ en,
(4.96)

Switching the names of the indices in the preceding line we arrive at

vyω =
∑
i<k

(
(−1)i−1viω1...̂k...n − (−1)k−1vkω1...̂ı ...n

)
e1 ∧ · · ·∧ êı ∧ · · ·∧ êk ∧ · · ·∧ en .

(4.97)

Example 4.10. Using the notation of the preceding example, let φ =
∑

i< j φi j ei ∧
ei be a 2-form. Using Equation (4.89) and noting that φ ∧ ω as an (n + 1)-form in
an n-dimensional space,

0 = vy (φ ∧ ω) = (vyφ) ∧ ω + (−1)2φ ∧ (vyω), (4.98)

and so

(vyφ) ∧ ω = −φ ∧ (vyω). (4.99)
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We will also demonstrate this equation by components computation. We have
computed the components of vyω above and so we may write

φ ∧ (vyω) =
(∑

i< j

φi j ei ∧ e j
)

∧
[∑

p<q

(
(−1)p−1v pω1...̂q...n − (−1)q−1vqω1... p̂...n

)

· e1 ∧ · · · ∧ êp ∧ · · · ∧ êq ∧ · · · ∧ en
)]
,

=
∑

i< j, p<q

φi j

(
(−1)p−1v pω1...̂q...n − (−1)q−1vqω1... p̂...n

)
· (ei ∧ e j ) ∧ e1 ∧ · · · ∧ êp ∧ · · · ∧ êq ∧ · · · ∧ en,

=
∑

i< j, p<q

φi j

(
(−1)p−1v pω1...̂q...n − (−1)q−1vqω1... p̂...n

)
· (−1) j−2δ jq(−1)i−1δi pe1 ∧ · · · ∧ en,

= −
∑
i< j

φi j (−1) j−1viω1...ȷ̂ ...ne1 ∧ · · · ∧ en

+
∑
i< j

φi j (−1)i−1v jω1...̂ı ...ne1 ∧ · · · ∧ en .

(4.100)

Now, switching the names of the indices in the first sum of the last equality above
one has

∑
i< j

φi j (−1) j−1viω1...ȷ̂ ...n =
∑
j<i

φ j i (−1)i−1v jω1...̂ı ...n,

= −
∑
j<i

φi j (−1)i−1v jω1...̂ı ...n,
(4.101)

where for j < i we set φi j = −φ j i . (Recall that φi j was defined originally only for
i < j .) It follows that

φ ∧ (vyω) =
(∑

j<i

φi j (−1)i−1v jω1...̂ı ...n +
∑
i< j

φi j (−1)i−1v jω1...̂ı ...n

)
e1 ∧ · · · ∧ en,

(4.102)
and we conclude that

φ ∧ (vyω) =
(∑

i, j

φi j (−1)i−1v jω1...̂ı ...n

)
e1 ∧ · · · ∧ en . (4.103)
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We now compute the components of (vyφ) ∧ ω. Firstly,
vyφ =

(∑
i

vi ei

)
y
(∑

p<q
φpqep ∧ eq

)
,

=
∑

i,p<q

φpqv
i eiy

(
ep ∧ eq

)
,

=
∑

i,p<q

φpqv
i (δ

p
i eq − δ

q
i ep),

=
∑
p<q

φpqv
peq −

∑
p<q

φpqv
qep,

=
∑
p<q

φpqv
peq +

∑
q<p

φpqv
peq ,

(4.104)

where in the second sum of the last line we switched the names of the indices and
for p > q , we set φpq = −φqp . Thus,

vyφ =
∑
p,q
φpqv

peq = −
∑
p,q
φqpv

peq . (4.105)

Continuing we obtain

(vyφ) ∧ ω =

(∑
p,q
φpqv

peq
)

∧
(∑

k

ω1...̂k...ne1 ∧ · · · ∧ êk ∧ · · · ∧ en
)
,

=
∑
p,q,k

φpqv
pω1...̂k...neq ∧ e1 ∧ · · · ∧ êk ∧ · · · ∧ en,

=
∑
p,q,k

φpqv
pω1...̂k...nδ

qk(−1)k−1e1 ∧ · · · ∧ en,

=
∑
p,q
φpqv

pω1...̂q...n(−1)q−1e1 ∧ · · · ∧ en,

(4.106)

which confirms Equation (4.99).

Example 4.11. Continuing with the notation scheme of the previous examples,
let T = T1...ne1 ∧· · ·∧ en be an n-form and consider the n-form (ιT (ω)yφ)∧ ι−1

T (v)

where ιT is the isomorphism defined in Example 4.6. Using Equations (4.87) and
(4.106),

(ιT (ω)yφ) ∧ ι−1
T (v) =

∑
p,q
φpq ιT (ω)

pι−1
T (v)1...̂q...n(−1)q−1e1 ∧ · · · ∧ en,

=
∑
p,q
φpq(−1)p−1ω1... p̂...n(−1)q−1vq(−1)q−1e1 ∧ · · · ∧ en,

=
∑
p,q
φpq(−1)p−1ω1... p̂...nv

qe1 ∧ · · · ∧ en .

(4.107)

We conclude that
(ιT (ω)yφ) ∧ ι−1

T (v) = −(vyφ) ∧ ω (4.108)
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which is evidently independent of the n-form T .

4.10. Pullback of Alternating Tensors. Let A : W → V be a linearmapping be-
tween vector spaces and T ∈ ∧r (V∗) an alternating r-tensor defined on V. Then,
T induces an alternating r-tensor A∗(T ) ∈ ∧r (W∗) by

A∗(T )(w1, . . . , wr ) = T (A(w1), . . . , A(wr )). (4.109)

Let {ei } and { f p) be bases inW andV, respectively, so that A(ei ) =
∑

p Ap
i f p , where

Ap
i is the matrix of A. Then,

A∗(T )γ = A∗(eγ1, . . . , eγr ),

= T
(

A(eγ1), . . . , A(eγr )
)
,

= T
(∑
µ1

Aµ1
γ1

fµ1, . . . ,
∑
µr

Aµr
γr

fµr

)
,

=
∑
µ

Aµ1
γ1

· · · Aµr
γr

T
(

fµ1, . . . , fµr

)
,

=
∑
µ

Aµ1
γ1

· · · Aµr
γr

Tµ1...µr ,

=
∑
µ,(β)

ε
β1...βr
µ1...µr Aµ1

γ1
· · · Aµr

γr
Tβ1...βr .

(4.110)

Using Equation (4.61)

A∗(T ∧ S)(w1, . . . , wr+p)

= T ∧ S(A(w1), . . . , A(wr+p)),

=
1

r !p!

∑
π

(−1)|π |T (A(wπ1), . . . , A(wπr ))S(A(wπr+1), . . . , A(wπr+p )),

=
1

r !p!

∑
π

(−1)|π | A∗(T )(wπ1, . . . , wπr )A∗(S)(wπr+1, . . . , wπr+p ),

= A∗(T ) ∧ A∗(S)(w1, . . . , wr+p),

(4.111)

and one obtains
A∗(T ∧ S) = A∗(T ) ∧ A∗(S). (4.112)

4.11. Abstract Algebraic Cauchy Formula. Considering classical Cauchy for-
mula as in Section 3.4, Equation (3.49) may be written in the standard form

ϕ =
T (τ )

A
= J · n, (4.113)

where ϕ is the flux density induced by the flux vector J on the planeH determined
by the normal unit vector n. The metric independent version of (4.113) may be
written as follows.
LetH be an r-dimensional affine subspace of the affine space A whose transla-

tion space is U, an r-dimensional subspace of V. Let ιU : U → V be the natural
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inclusion. Then, the pullback ι∗U :
∧r V∗ → ∧r U∗ given by

ι∗U(T )(v1, . . . , vr ) = T (ιU(v1), . . . , ιU(vr )) = T (v1, . . . , vr ) (4.114)

is simply the restriction of the tensor T to vectors in U. We will use the notation
ρU = ι∗U for the restriction. Consider the case where T is an (n − 1)-alternating
tensor and H is an (n − 1)-dimensional hyperplane. Then, T induces an (n − 1)-
alternating tensor S onU given by

S = ρU(T ) = ι∗U(T ), (4.115)

the abstract Cauchy formula.

5. M;IC@KG>Q ;I> TB?CO B;QC= SROT=RTO?

5.1. Atlases and Differentiable Manifolds. Let S be a Hausdorff topological
space. A chart or a coordinate system in S is a mapping φ : U ⊂ S → Rn , U open in
S , such that φ is a homeomorphism onto an open subset V ⊂ Rn . In other words,
φ is an injective continuous mapping such that φ−1, defined on V = ImageU , is
also continuous. If φ(x) = (x1, . . . , xn), we say that (x1, . . . , xn) are the coordinates
of x under the chart φ or that they represent x . We will often express this shortly
by stating that (x1, . . . , xn) is a chart in S . We will also denote a chart by (φ,U).
Such a chart does not necessarily exist for a general topological space.
An atlas is a collection {(φa,Ua)}a∈A of charts that coverS . Assuming the collec-

tion is finite for simplicity, the atlas consists of {φa : Ua → Rn}, where a = 1, . . . , A,
and Ua are open in S . Since the atlas covers S , for every x ∈ S , there is some
φa such that x is contained in Ua . In case Ua ∩ Ub ̸= ∅, then, φb ◦ φ−1

a defined
on φa {Ua ∩ Ub} is the transformation of coordinates for the intersection Ua ∩ Ub.
Thus, an atlas, if one exists, endows S with an n-dimensional local Euclidean struc-
ture. An atlas {φa : Ua → Rn} providesS with a structure of a differentiable manifold if
the transformations of coordinates are smooth mappings. Thus, for x ∈ Ua ∩ Ub,
let (x1, . . . , xn) = φa(x) and (x1

′
, . . . , xn′

) = φb(x) be the coordinates under the
two charts. Then, the transformation of coordinates is of the form x i ′

= x i ′(x i ).
For a differentiable structure, all such transformations and their inverses are thus
required to be smooth. We will refer to this condition as the compatibility con-
dition for the charts. In particular, it implies that the Jacobian matrices ∂x i ′

/∂x j

should be invertible. The atlas that induces the structure of a manifold need not
be unique. In particular, an equivalent atlas may be obtained by adding a chart to
an atlas provided it satisfies the compatibility condition with the existing charts.
A subsetA ⊂ S is referred to as anm-dimensional submanifold ofS ,m 6 n, if for

every y ∈ A there is a chartφ : U → Rn such that y ∈ U , and for each x ∈ U∩A , the
last n−m coordinates of x , vanish, i.e., φ(x) = (x1, . . . , xm, 0, . . . , 0). The collection
of charts satisfying this condition induce and atlas and anm-dimensional manifold
structure on A .
The notion of a manifold may be extended to manifolds with boundaries. For a

manifold with a boundary the co-domain of a chart is allowed to be in Rn− = {x ∈
Rn | xn 6 0}. For a manifoldS , a point y ∈ S is a boundary point if there is a chart φ
in a neighborhoodU of y such that the n-th coordinate of y vanishes, i.e., φ(y)n = 0.
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The fact thatS as a given topology and the compatibility of charts imply that this
definition is independent of the particular chart chosen. The collection of bound-
ary points is the boundary ∂S of the manifold. By the definition of a submanifold,
∂S is a submanifold ofS (see [Hir76, p. 29]).

Example 5.1. Bodies in Continuum Mechanics as Manifolds. As early as 1957, W. Noll
[Nol59] has defined a body in continuum mechanics as a differentiable manifold
that may be covered by a single chart. The various configurations of the body in
a Euclidean physical space are viewed as charts on the abstract body object. The
central point is that no preferred reference configuration is available in general and
the differentiable structure of the body is exhibited through its configurations in
space. In particular, on the abstract body manifold, notions such as straight lines,
angles, and lengths are meaningless.

Example 5.2. Configuration spaces of mechanisms. The configuration spaces of various
mechanisms andmechanical manipulators are differentiable manifolds. If only the
kinematics of the mechanism is under consideration, there is no natural Riemann-
ian metric on the configuration space. For example, the configuration space of a
pendulum in the plane may be represented by the unit circle S1. Equivalently, this
configuration space may be represented by a circle of any radius, an ellipse, etc. For
a mechanism having m links connected in series by m revolute joints, the configu-
ration space may be represented by the m-torus T m = (S1)m .

5.2. Mappings between Manifolds. Similarly to the way charts allow us to rep-
resent points on a manifold by real valued variables, local representatives of map-
pings provide the means for representing mappings between manifolds in terms of
multi-variable mappings. Let f : S → M be a mapping between two manifolds.
For a chart ψ : V → RdimM onM one can intersect the open set f −1{V } with the
domains of charts inS and obtain a chart φ : U → RdimS inS such that

ψ ◦ f ◦ φ−1 : φ(U) −→ ψ(V ) (5.1)

which is of course a mapping between an open subset of RdimS and RdimM . As
such, the differentiability properties of f are well defined. Themappingψ ◦ f ◦φ−1

is referred to as a local representative of f relative to the charts under considera-
tion. If x i and y j are the local coordinates under φ and ψ , respectively, then the
local representative is of the form y j = y j (x i ).
Amapping f : S → M is said to be smooth if its local representatives are smooth.

By the compatibility conditions, this property is independent of the local represen-
tatives chosen. A smoothmapping between twomanifolds is an immersion if for each
local representative ψ ◦ f ◦ φ−1, the derivative D(ψ ◦ f ◦ φ−1) is an injective lin-
ear mapping at each point in the domain. Thus, in terms of local coordinates, the
matrix [∂y j/∂x i ] is of rank dimS . The mapping is a submersion if the derivatives of
local representatives are surjective so that [∂y j/∂x i ] is of rank dimM .
An embedding is an immersion whose image is homeomorphic to S . It can be

shown that the image of an embedding is a submanifold of M . A diffeomorphism is
an invertible mapping f : S → M which is smooth and whose inverse f −1 :

M → S is also smooth. In case there is a diffeomorphism between S and M
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one says that the two manifolds are diffeomorphic. This means that S and M are
equivalent in the category of differentiable manifolds. For example, if g : S → M

is an embedding,S is diffeomorphic with its image.

Example 5.3. Configurations of bodies. In a general geometric setting of continuum
mechanics, e.g., [Seg86], both a body B and the physical space S are represented
by differentiable manifolds. Traditionally, one assumes in continuum mechanics
that the principle of material impenetrability holds. This implies that the defor-
mation gradient is injective at each point and that the configuration mapping is
injective. In the framework of mechanics on differentiable manifolds, the impen-
etrability principle together with the requirement for differentiability imply that a
configuration should be an embedding of the bodymanifold in the space manifold.

Example 5.4. In the continuum mechanics of generalized media2 in addition to
the variable specifying the location in space of the various material points, the con-
figuration of a body is described by additional degrees of freedom (sometimes re-
ferred also as order parameters) describing the micro-configuration of a material
point (see [Cap89, CM02]). These variables usually assume values on manifolds
different than the space manifold so that even in the case where the physical space
is modeled as a Euclidean space, the micro configuration of a point is valued on a
manifold devoid of a natural metric structure. As a simple example, the void frac-
tion of a porous material may be described by a real number so that the space of
micro configuration M may be modeled by the segment [0, 1] ∈ R. Clearly, this
parametrization is arbitrarily chosen and other charts on M may be given. Thus,
in general, the micro-configuration of a body B is given by a mapping m : B → M .

5.3. Tangent Vectors and the Tangent Bundle. For the example where a man-
ifold models the configuration space of a mechanical system, a tangent vector is
the mathematical object that represents a virtual velocity. In particular, let a man-
ifoldS model the physical space so thatS is the configuration space of a particle
moving in space. Then, a tangent vector represents the velocity of the particle. For
the example where a manifold models a body in continuum mechanics, a tangent
vector originating from X ∈ S may be thought of as the mathematical object that
represents a point infinitesimally close to X . The interpretation of a tangent vector
as a virtual velocity fits the formal definition below.
A curve in the manifoldS is a smooth mapping c : (−ϵ, ϵ) → S , where (−ϵ, ϵ)

is some interval in R containing zero. For the interpretation of a manifold as a con-
figuration space of a mechanical system, a curve represents a motion of the system
where the variable inR represents time. We say that c is a curve at x ∈ S if c(0) = x .
The local representative of a curve is of the form x i = x i (t).
Let c1 and c2 be two curves at x ∈ S . We say that the two curves are tangent at x

if their local representatives x i
1(t) and x i

2(t) under some chart φ : U → Rn defined

2This includes media referred to by various authors as bodies with microstructure, bodies with
substructure, Cosserat media, multi-polar media, etc.
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in a neighborhood of x satisfy

d
dt

x i
1(t)|t=0 =

d
dt

x i
2(t)|t=0, i = 1, . . . , n. (5.2)

Thus, the two curves are tangent at x if their local representatives are tangent as
curves in Rn . (Note that tangency implies that the derivatives are equal and not
merely belong to the same one dimensional space.) While the values of the deriva-
tives depend on the chart chosen, the property of tangency is independent of the
chart. If φ′ is another chart in a neighborhood of x such that the local representa-
tive of a curve c under φ′ is given by x i ′ = x i ′

(t), then,

d
dt

x i ′
1 (t)|t=0 =

∂x i ′

∂x i (x
i (0))

d
dt

x i
1(t)|t=0 =

d
dt

x i ′
2 (t)|t=0. (5.3)

While one cannot associate naturally a unique element of Rn with the derivative
of a curve at x , we identify the derivative with the collection of all curves that are
tangent to one another at x . In more precise terms, the derivative—a tangent vector
at x—is an equivalence class of curves under the equivalence relation of tangency
of curves at x . In other words, for a tangent vector v at x , any curve c in this class
may represent v. Any other curve that is tangent to c at x is equally qualified to
represent v. In the sequel, we will use a superimposed dot to denote the deriv-
ative of a curve in Rn so that the tangency condition may be written in the form
ẋ i
1(0) = ẋ i

2(0). For a given tangent vector v at x and a chart φ in a neighborhood
of x , (ẋ1(0), . . . , ẋn(0)) ∈ Rn represents v. The vector (ẋ1(0), . . . , ẋn(0)) ∈ Rn de-
pends on the chart φ but is independent of the particular curve used to represent
the tangent vector to the manifold at x . The foregoing procedure enables one to
generalize the notion of a velocity of a particle traveling in a Euclidean space to the
case of a motion in some abstract space manifold and to mechanical systems whose
motions take place in configuration manifolds.
The tangent space TxS to the manifold S at x is the collection of the various

tangent vectors at x . Given a chart φ in a neighborhood U of x ∈ S , consider the
mapping

Txφ : TxS −→ Rn, Txφ(v) =
d
dt

c(t)|t=0 = (ẋ1(0), . . . , ẋn(0)), (5.4)

where c is any curve that represents the tangent vector v. This mapping is a bijec-
tion since for a given vector (v1, . . . , vn) ∈ Rn , any curve at x whose restriction to a
small neighborhood of x is of the form c(t) = φ−1(φ(x)+ t(v1, . . . , vn))will repre-
sent a tangent vector v ∈ TxS such that Txφ(v) = (v1, . . . , vn). The bijection Txφ

induces an n-dimensional vector space structure on TxS by which Txφ becomes a
vector space isomorphism. That is, for v, v′ ∈ TxS and a, b ∈ R, we define

av + bv′ = (Txφ)
−1(aTxφ(v) + bTxφ(v

′)). (5.5)

Let ei be the i-th natural base vector of Rn for which all the components are zero
except for the i-th component which is equal to one. Then, the isomorphism Txφ

induces a chart dependent basis {ei }n
i=1 for TxS by ei = (Txφ)

−1(ei ). It is also
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customary to use the notation (without justification at this point)
∂

∂x i := ei . (5.6)

Thus,
v =

∑
i

vi ei =
∑

i

vi ∂

∂x i , (5.7)

where by the definition of Txφ, vi are the components of Txφ(v). It is emphasized
again that the components vi and base vectors depend on the choice of chart and
are not “invariant” quantities.
It is noted that for two distinct points x, x ′ ∈ S , the two tangent spaces TxS

and Tx ′S are both isomorphic with Rn but there is no natural, chart independent,
isomorphism between them.
If φ and φ′ are charts in a neighborhood of x ∈ S and the local representatives

of a curve c relative to the two charts are given in the form (x1(t), . . . , xn(t)), and
(x1

′
(t), . . . , xn′

(t)), then, the transformation rule for the components of tangent
vectors is

Txφ
′ ◦ (Txφ)

−1 : Rn −→ Rn (5.8)
given by

ẋ i ′
=
∂x i ′

∂x i ẋ i . (5.9)

In other words, denoting the derivative of the transformation of coordinates by
D(φ′ ◦ φ−1) one has

Txφ
′ ◦ (Txφ)

−1 = D(φ′ ◦ φ−1)(φ(x)). (5.10)

The tangent bundle T S is the union of the tangent spaces at the various points of
the manifold, i.e.,

T S =
∪

x∈S

TxS . (5.11)

There is a natural mapping

τ : T S −→ S , τ (v) = x , if x ∈ TxS . (5.12)

Clearly, τ is a surjection. In particular, τ−1{x} = TxS .
We now observe that an atlas {φa : Ua → Rn} on S , induces naturally a 2n-

dimensional atlas on T S . For each a, consider the mapping

Φa : τ−1{Ua} −→ R2n, Φa(v) = (φa(τ (v)), Tτ(v)φa(v)). (5.13)

Evidently, the sets τ−1{Ua} cover T S . For the two charts (φa,Ua) and (φb,Ub),
Ua ∩ Ub ̸= ∅, the transformation of coordinates Φb ◦ Φ−1

a : R2n → R2n is given by

Φb ◦ Φ−1
a (x1, . . . , xn, v1, . . . , vn) = (x1

′
, . . . , xn′

, v1
′
, . . . , vn′

), (5.14)

where by (5.9)

(x1
′
, . . . , xn′

) = (φb ◦ φ−1
a )(x1, . . . , xn), vi ′ =

∑
i

∂x i ′

∂x i v
i . (5.15)
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It is noted that the transformation rule for the components vi—the principal compo-
nents of the element v ∈ T S—is linear. In addition, we observe that if an affine
space A with a translation vector space V is regarded as a manifold, the tangent
space at each point may be identified withV and the tangent bundle may be iden-
tified withA×V. In particular, the tangent bundle of a vector spaceV is identified
with V × V.

5.4. Fiber bundles and Vector Bundles. A chart Φ on the tangent bundle T S

determined by a chart φ on an open setU ⊂ S induces on τ−1{U } a local structure
of a Cartesian product U × Rn . A different chart on that neighborhood will also
induce such a product structure that will preserve the vector space structure of each
tangent space. Such a structure on a manifold occurs in various examples. The
local structure of a Cartesian product is the property that makes a manifold a fiber
bundle, where T S is the only example we have so far. Roughly, a fiber bundle may
be thought of as the manifold obtained by smoothly attaching a copy of a manifold
F called the typical fiber of the bundle, to each point of a manifold S called the
base manifold.

5.4.1. Fiber bundles. A fiber bundle structure on a manifold M having a base manifold
S consists of a projection mapping π : M → S and a fiber bundle atlas that
have the following properties. For all x ∈ S , π−1{x} are diffeomorphic to a d-
dimensionalmanifoldF , called the typical fiberof the fiber bundle. The fiber bundle
atlas consists of a collection {(Φa, φa,Ua)} such that {(φa,Ua)} is an atlas ofS and
each Φa : π−1{Ua} → Ua × F , called a local trivialization, is a diffeomorphism such
that

pr1 ◦ Φa(m) = π(m), for every m ∈ π−1{Ua}. (5.16)

Here and in the sequel, pr1 and pr2denote the natural projections on the factors of
a Cartesian product. We will refer toM is the total space of the fiber bundle and will
denote the fiber bundle by π : M → S . Sometimes we will also refer to eitherM

or π as the fiber bundle for short. We will also use π to denote the projection of a
generic fiber bundle. The manifoldMx := π−1{x} is usually referred to as the fiber
of the bundle at x .
For a nonempty intersection Ua ∩ Ub one has the transformation

Φb ◦ Φ−1
a : (Ua ∩ Ub) × F −→ (Ua ∩ Ub) × F (5.17)

where by (5.16) Φb ◦ Φ−1
a (x, f ) = (x, f ′). It follows that for any x ∈ Ua ∩ Ub

there is a diffeomorphism Φab(x) : F → F such that f ′ = Φab(x)( f ). Thus,
Φb ◦ Φ−1

a (x, f ) = (x,Φab(x)( f )).
Let {(ψl , Vl)}L

l=1 be an atlas onF . Then, given a point m ∈ M , there is a chart
φa : Ua → Rn such that pr1(Φ(m)) = π(m) ∈ Ua and a chart ψl : Vl → Rd

such that pr2(Φ(m)) ∈ Vl . Let Ua = Imageφa , V l = Imageψl . Then on Ral =

Φ−1
a {φ−1

a {Ua} × ψ−1{V l}} ⊂ M , an open neighborhood of m, one has the chart

Ψal := (φa ◦ pr1, ψl ◦ pr2) ◦ Φa : Ral −→ Rn × Rd . (5.18)
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Let (z1, . . . , zd) be the local coordinates in Rd , then, under the chart (Ψal , Ral), ele-
ments in the neighborhoodofm will be represented in the form (x1, . . . , xn, z1, . . . , zd)

and π is represented locally by (x1, . . . , xn, z1, . . . , zd) 7→ (x1, . . . , xn).

A fiber bundle is trivial if it has a global structure of a Cartesian product, i.e.,
M = S × F .

5.4.2. Sections of Fiber Bundles and Fiber Bundle Morphisms. A section of a fiber bundle is a
smooth mapping w : S → M satisfying π(w(x)) = x . Thus, a section assigns to
each point x an element of the fiberMx—a generalization of the notion of a field.
A section w of the fiber bundle is represented locally by

(x1, . . . , xn) 7−→ (x1, . . . , xn, z1(x i ), . . . , zd(x i )) = (x1, . . . , xn, w1(x i ), . . . , wd(x i )),

(5.19)
where w1, . . . , wd are d real valued functions defined on Rn representing the prin-
cipal components of the mapping w.
A fiber bundle morphism is a mapping between two fiber bundles that preserves

the bundle structure. More precisely, a fiber bundle morphism ( f, f0) between the fiber
bundles π1 : M1 → S1 and π2 : M2 → S2 consists of a smooth map f : M1 →
M2 and a smooth map f0 : S1 → S2, called the base mapping, such that π2 ◦ f =

f0◦π1. Thus, ifm andm′ belong to the samefiber, sayM1x , i.e., π1(m) = π1(m′) = x ,
then, π2( f (m)) = π2( f (m′)) = f0(x) so that both f (m) and f (m′) belong to the
same fiber M2 f0(x) = π−1

2 { f0(x)}. In other words, the restriction fx of f to the
fiberM1x maps it into the fiberM2 f0(x).

Example 5.5. In Galilean mechanics, time is an absolute property of an event
while the location in space depends on the framewhere the event is observed. Thus,
while the copies of space at distinct time instances are diffeomorphic, there is no
natural way to specify a fixed location in space in distinct time instances. The ge-
ometrical structure suitable for the description of Galilean spacetime is that of a
fiber bundle π : M → T . The base manifold T is the time manifold and the
fiber bundle projection assigns to each event e ∈ M a unique time. The typical
fiber is some manifoldS and at each time t ∈ T , π−1(t) is diffeomorphic toS . A
physical frame is a (global) trivialization Φ : M → T × S (see Section 9).

In various examples of fiber bundles, the typical fiber has additional structure
that is preserved by the local trivializations. A typical example is a vector bundle
for which the typical fiber is a vector space.

5.4.3. Vector Bundles. A vector bundle π : W → S is a fiber bundle for which the typ-
ical fiber is a d-dimensional vector space V. Consider the nonempty intersection
Ua ∩ Ub of the domain of charts and the transformation Φab(x) defined above by
(x,Φab(x)(v)) = Φb ◦Φ−1

a (x, v) for v ∈ V. It is required that for every x ∈ Ua ∩Ub,
Φab(x) be a linear transformation of V. As a result of the definition, the mapping

Φax := Φa |Wx : Wx −→ V. (5.20)

is an isomorphism of the fiber π−1{x} = Wx with V. Thus, Φax induces a vector
bundle structure on Wx . The requirement that the various Φab are linear implies
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that this vector space structure is independent of the choice of a chart. It is noted
that no natural isomorphism between the two spaces is available in general.
A basis {g1, . . . ,gd} of V, induces at each x ∈ Ua a basis {g1, . . . , gd} of Wx by

gk = Φ−1
ax (gk). Thus, an element w of the vector bundle may be represented in the

forms (x1, . . . , xn, w1, . . . , wd) and w =
∑

k w
k gk .

The only example of a vector bundle we have so far is the tangent bundle. Natu-
rally, a section of a vector bundle, and in particular, a section of the tangent bundle
is referred to as a vector field. Since a coordinate system induces locally the bases
ei = ∂/∂x i in the various spaces TxS , a vector field w in T S is represented locally
in the form ∑

i

wi (x j )
∂

∂x i . (5.21)

A vector bundlemorphism between the vector bundles π1 : W1 → S1 and π2 : W2 →
S2 is a fiber bundle morphism ( f, f0) such that for each x ∈ S1 the restriction
fx = f |x is a linear mapping of W1x into W2 f0(x).
Consider the sections of a vector bundle. Using the vector space structure of

each fiber, linear combinations of sections of a vector bundle are defined by

(aw + a′w′)(x) = aw(x) + a′w′(x). (5.22)

This definition endows the collection of sections of a vector bundle with the struc-
ture of a vector space. The infinite dimensional space of smooth sections of a fiber
bundle π : M → S is denoted byC∞(π) orC∞(M ). Thus, for the case of a vector
bundle, C∞(π) is a vector space.

5.4.4. Tangent mappings. The notion of the derivative of a mapping between two
multi-variable spaces can be generalized to manifolds. Given a smooth mapping
f : S1 → S2, dimS1 = n, dimS2 = n′, the tangent mapping is a vector bundle mor-
phism T f : T S1 → T S2, defined as follows. Let v be a tangent vector at x ∈ S1

and let the curve c : R → S1 be a curve representing v. Then, f ◦ c : R → S2

is a curve at f (x) and T f (v) ∈ T f (x)S2 is defined to be the tangent vector that
f ◦c induces. To see the sense in which the tangent mapping generalizes the deriv-
ative of a multi-variable mapping, consider local coordinates x i in a neighborhood
of x and the local coordinates yk in a neighborhood of f (x). Then, the vector v is
represented by (v1, . . . , vn) = (ẋ1(0), . . . , ẋn(0)), where x i (t) represent the curve
c. Let a local representative of f be given by the functions yk = f k(x i ) so that
f ◦ c is represented by yk(t) = f k(x i (t)). It follows that T f (v) is represented by
(u1, . . . , un′

) = (ẏ1(0), . . . , ẏn′
(0)), given as

uk =
∑

i

∂ f k

∂x i v
i , (5.23)

where we omitted the indication of location where the derivatives are evaluated.
Thus, the restriction Tx f of the tangent mapping to the tangent space TxS1, is
represented by the Jacobian matrix of the partial derivatives of the local represen-
tatives of f . We conclude that the tangent mapping is represented locally in the
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form

(x1, . . . , xn, v1, . . . , vn) 7−→
(

f 1(x i ), . . . , f n′
(x i ),

∑
i

∂ f 1

∂x i v
i , . . . ,

∑
i

∂ f n′

∂x i v
i
)
.

(5.24)
Let f1 : S1 → S2 and f2 : S2 → S3 be smooth mappings. From the local
representation of the a tangent mapping above and using the chain rule of multi-
variable calculus, it follows that

Tx ( f2 ◦ f1) = T f1(x) f2 ◦ Tx f1, T ( f2 ◦ f1) = T f2 ◦ T f1. (5.25)

Example 5.6. For a formulation of continuummechanics in which both the body
and space are modeled as general differentiable manifolds, as in Example 5.3, the
traditional deformation gradient should be replaced by the tangent to the config-
uration mapping between the body and space manifolds. Thus, it can no longer
be represented as a tensor. The fact that the deformation gradient is a “two point
tensor” is indicative of the fact that it is a vector bundle morphism between the
tangent bundles of two different manifolds. Even in the case where a body is an
abstract manifold and space is a Euclidean 3-dimensional space, the derivative of a
configuration should be represented by the tangent mapping rather than a tensor.

5.4.5. Pullback of vector bundles. Let π : W → S be a vector bundle whose typical fiber
is V, and for a manifoldM , let f : M → S be a smooth mapping. The mapping
f determines a vector bundle

f ∗(π) : f ∗(W ) −→ M (5.26)

overM called the pullback of the vector bundle π by f . It is defined as follows. For
each m ∈ M

f ∗(π)−1{m} = f ∗(W )m = π−1{ f (m)} = W f (m), (5.27)

i.e., the fiber over m ∈ M of the pullback fiber bundle is identified with the fiber
at f (m). Thus, the typical fiber of f ∗(π) is also V. In addition, one has a natural
vector bundle morphism (π∗( f ), f ), where the mapping π∗( f ) : π∗(W ) → W is
defined by the requirement that for u ∈ f ∗(W )m , i.e., m = f ∗(π)(u), π∗( f )(u) is
the unique element in W f (m) which is identified with u under the construction of
the pullback vector bundle.
If w : S → W is a section of the vector bundle π , one has an induced section

f ∗
π (w) : M → f ∗(π) of the pullback bundle defined by f ∗

π (w)(x) = w( f (x)).

Example 5.7. Virtual velocity fields. Again we consider continuum mechanics on
manifolds. Let the embedding κ : B → S be a configuration of a body in space. A
virtual velocityfield (or a virtual displacement field)w assigns to eachmaterial point X ∈ B
a tangent vector at κ(X), i.e., it is a mapping w : B → T S such that τ ◦ w = κ (τ :

T S → S being the tangent bundle bundle projection). Since κ is an embedding,
its inverse κ−1 : Image κ → B is well defined and the virtual displacement field
induces a section w ◦ κ−1 : Image κ → T S . Clearly, τ ◦ w ◦ κ−1(x) = x for
all x ∈ Image κ . The section w ◦ κ−1 is traditionally referred to as the Eulerian
version of the velocity field.
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Alternatively, consider the pullback of the tangent bundle κ∗(τ ) : κ∗(T S ) → B
over the body. The velocity field w induces a section u : B → κ∗(T S ) by setting
u(X) to be the unique element of κ∗(T S )X which is equal tow(X) ∈ Tκ(X)S by the
construction of the pullback bundle. It is noted that while the section u is defined
whether κ is invertible or not, the Eulerian vector field cannot be defined if κ is not
invertible. Thus, it is convenient to regard a virtual velocity field as a section of the
pullback κ∗(T S ).
In the case of bodies with microstructure described in Example 5.4, a virtual

velocity field at themicro configurationm : B → M will be a sectionw ofm∗(T M )

or equivalently, a mapping w : B → T M with τM ◦ w = m . It is noted that as
a micro-configuration is not expected to be an embedding, there is no Eulerian
version of micro virtual velocity field. Thus, for all the situations described above,
a virtual velocity field at a given configuration of a bodymay bemodeled as a section
of a vector bundle.

5.5. Dual Vector Bundles and the Cotangent Bundle. Given a vector bundle
π : W → S with typical fiberV, a vector bundle π : W ∗ → S , whose typical fiber
is the dual V∗ is defined naturally. Note that we use the same generic notation, π ,
for the dual bundle projection mapping unless a clear distinction has to be made.
Clearly, the mapping

(Φ∗
ax )

−1 : W ∗
x −→ V∗ (5.28)

(see Equation (5.20)) determines the required isomorphism for each x ∈ Ua . As
the basis {g1, . . . ,gd} of V induces a dual basis {g1, . . . ,gd} of V∗, a dual basis
{g1, . . . , gd}, gk = Φ∗

ax (g
k) will be defined in W ∗

x . An element ϕ ∈ W ∗
x will be

represented in the form (x1, . . . , xn, ϕ1, . . . , ϕd) or ϕ =
∑

k ϕk gk .
Let π1 : W1 → S1 and π2 : W2 → S2 be two vector bundles and let ( f, f0) be

a vector bundle morphism so that f : W1 → W2 and f0 : S1 → S2. Then, for
each x ∈ S1, one has the dual linear mapping f ∗

x : W ∗
2 f0(x) → W ∗

1x , f ∗
x (ϕ2)(w1) =

ϕ2( fx (w1)). If ϕ : S2 → W ∗
2 is a section, then a section f ∗(ϕ) : S1 → W ∗

1 is
induced by

f ∗(ϕ)(x) = f ∗
x (ϕ( f0(x))). (5.29)

The most common example for a dual bundle is the cotangent bundle π : T ∗S →
S—the dual to the tangent bundle. Elements of the cotangent bundle are referred
to as covectors. The local dual basis is denoted by ei = dx i , so that by the definition
of the dual basis

dx i
(
∂

∂x j

)
= δi

j .

The action of the covector ϕ =
∑

i ϕidx i on the tangent vector v =
∑

i v
i∂/∂x i is

computed by ϕ(v) =
∑

i ϕiv
i . Using Equation (5.15), the transformation rules for

the base vectors and for components of elements of the cotangent bundle are

dx i ′
=
∑

i

∂x i ′

∂x i dx i , ϕi ′ =
∑

i

∂x i

∂x i ′ ϕi , (5.30)

i.e., the components of a covector transform using the transpose of the Jacobian.
The equation on the left abovemotivates the notation dx i for the dual base vectors.
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A section of the cotangent bundle is referred to as a 1-form. As a special case
of the definition in Equation (5.29), if f : S1 → S2 is a smooth mapping and
ϕ : S2 → T ∗S2 is a 1-form, then, T f ∗(ϕ) : S1 → T ∗S1 is the 1-form over S1

induced by the dual of the tangent mapping Tx f : TxS1 → T f (x)S2 so that

(T f ∗(ϕ))(x)(v) = ϕ( f (x))(Tx f (v)), x ∈ S1, v ∈ TxS1. (5.31)

Thematrix representing (Tx f )∗ is clearly the transpose of the Jacobian matrix cor-
responding to the local representative of f . In caseS1 is a submanifold ofS2 and
ι : S1 → S2 is the inclusion embedding with T ι(v) = v, then, for a 1-form ϕ over
S2, T ι∗(ϕ)(v) = ϕ(T ι(v)) = ϕ(v) so that T ι∗(ϕ) is simply the restriction of the
form to vectors tangent to S1. We will refer to T f ∗(ϕ) as the pullback of the form ϕ
by f .

Example 5.8. In a general framework of kinematics and statics of a mechanical
system, one considers the configuration space—a manifold Q—of the system. A
virtual velocity is an element of the tangent bundle T Q and a generalized force is an
element of the cotangent bundle T ∗Q. The action of a generalized force F ∈ Tq Q
on a virtual velocity v ∈ Tq Q, q ∈ Q, the real number F(v), is interpreted as the
virtual power expended by the force on the virtual velocity. This is evidently a
generalization of the expression for the virtual power in classical mechanics. This
general framework may be extended to continuum mechanics, in which case the
configuration space is an infinite dimensional manifold. An analysis of the struc-
ture of T ∗Q for the infinite dimensional case leads to a distinct approach to the
theory of existence of stresses which is different from that presented in the follow-
ing sections (see [Seg86]).

5.6. Tensor Bundles and Differential Forms. Let π1 : W1 → S and π2 :

W2 → S be two vector bundles over the same manifold S having typical fibers
V1 and V2, respectively. Clearly, local trivializations of these vector bundles allow
one to consider local trivializations that are common to both. These will induce
local trivializations for vector bundles overS with typical fibers such as V1 × V2,
V1⊗V2, L

(
V1,V2

)
—the vector space of linear transformationsV1 → V2, etc. The

corresponding vector bundles will be denoted respectively by π1×π2 : W1× W2 →
S , π1 ⊗ π2 : W1 ⊗ W2 → S , L

(
π1, π2

)
: L
(
W1,W2

) → S , etc.
In particular, such constructions may be applied to the tangent and cotangent

bundles of themanifoldS . The constructions of Section 4will produceπ :
∧r (T S ) →

S—the bundle whose fiber at x ∈ S is
∧r (TxS ), the space of r-multivectors, and

π :
∧r (T ∗S ) → S—the bundle whose fiber at x ∈ S is

∧r (T ∗
x S ), the space of

r-alternating tensors. A section of π :
∧r (T ∗S ) → S is referred to as a differential

r -form.
Let ξ : W → S be a vector bundle overS . At each x ∈ S onemay consider the

vector space
∧r (TxS ,Wx ) of alternating r-linear mappings of the tangent space

TxS into Wx . Clearly,
∧r (TxS ,Wx ) = Wx ⊗∧r (T ∗

x S ). This induces the vector
bundle π :

∧r (T ∗S ,W ) → S . A section of
∧r (T ∗S ,W ) will be referred to as a

vector valued (W-valued in this case) differential r-form.
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Using the properties of alternating tensors we studied in Section 4, an r-form ω

may be represented locally as

ω =
∑
(γ )

ωγ (x i )dxγ1 ∧ · · · ∧ dxγr =
∑

I

1

r !
ωIdx i1 ∧ · · · ∧ dx ir . (5.32)

If {g1, . . . ,gd} is a basis of the typical fiberWof the vector bundleW and {g1, . . . , gd}
are the induced local base vectors for a chart inW , then, aW-valued r-form is rep-
resented locally by

ω(x) =
∑
(γ ),k

ωk
γ (x

i )gk ⊗dxγ1∧· · ·∧dxγr =
∑

I

1

r !
ωk

I (x
i )gk ⊗dx i1∧· · ·∧dx ir . (5.33)

The operations available for alternating tensors, e.g., exterior products and contrac-
tions, apply by pointwise computations to differential forms. Thus for example, for
two forms ω and θ , one has the form ω ∧ θ given by (ω ∧ θ)(x) = ω(x) ∧ θ(x). For
the local expressions, the base vectors dx1, . . . ,dxn , should be substituted in the
expressions obtained in Section 4 for e1, . . . , en .
The transformation rules for elements of the cotangent bundle in (5.30) give

the transformation rules for elements of
∧r (T ∗S ). One has

dxγ
′
1 ∧ · · · ∧ dxγ

′
r =

∑
I

(
∂xγ

′
1

∂x i1
dx i1

)
∧ · · · ∧

(
∂xγ

′
r

∂x ir
dx ir

)
,

=
∑

I

∂xγ
′
1

∂x i1
· · · ∂xγ

′
r

∂x ir
dx i1 ∧ · · · ∧ dx ir

=
∑
I,(γ )

∂xγ
′
1

∂x i1
· · · ∂xγ

′
r

∂x ir
εi1...ir
γ1...γr

dxγ1 ∧ · · · ∧ dxγr ,

(5.34)

and using ω =
∑

(γ ′) ωγ ′dxγ
′
1 ∧ · · · ∧ dxγ

′
r =

∑
(γ ) ωγ dxγ 1 ∧ · · · ∧ dxγr ,

ωγ ′
1...γ

′
r
=
∑

I ′,(γ )

ε
i ′
1...i

′
r

γ ′
1...γ

′
r

∂xγ1

∂x i ′
1

· · · ∂xγr

∂x i ′
r
ωγ1...γr . (5.35)

Aparticularly simple expression is obtained for the transformation rule in
∧n(T ∗S ).

Since the only increasing multi-index is (γ1, . . . , γn) = (1, . . . , n),

ω1′...n′ =
∑

I

ε
i ′
1...i

′
r

1′...n′
∂x1

∂x i ′
1

· · · ∂xn

∂x i ′
r
ω1...n = det

(
∂x i

∂x i ′

)
ω1...n . (5.36)

As 0-alternating tensors may be regarded as real numbers (see Section 4.8), 0-
differential forms are real valued functions on the manifold. In particular, for any
coordinate neighborhood Ua ⊂ S , the coordinate functions x i (x) induced by the
chart φa may be regarded as local 0-forms. A 1-alternating tensormay be identified
with an element of the dual vector space so that a 1-form may be identified with
a section of the cotangent bundle. We will use the notation Ωr (S ) for the vector
space of r-forms on S , that is, sections of

∧r (T ∗S ). Similarly Ωr (T S ,W ) is the
space of W-valued differential forms, i.e., sections of

∧r (T ∗S ,W ).
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The definition of the pullback of a 1-form can be naturally extended to all dif-
ferential forms. Let f : S1 → S2 be a smooth mapping. For a 0-form—a real
valued function ϕ : S2 → R—T f ∗(ϕ)(x) = ϕ( f (x)). For 0 < r 6 n,

(T f ∗(ϕ))(x)(v1, . . . , vr ) = ϕ( f (x))(Tx f (v1), . . . , Tx f (vr )), (5.37)

for all x ∈ S1, v1, . . . , vr ∈ TxS1.

5.7. Jet Bundles Associated with Vector Bundles. The geometrical construc-
tion of a jet is a generalization of the notion of a derivative of a field and the jet
bundle is the object where possible values of the derivatives belong.
Let ξ : W → S be a vector bundle. We recall that a section w : S → W of ξ is

represented locally in the form

(x1, . . . , xn) 7−→ (x1, . . . , xn, w1(x i ), . . . , wd(x i )) (5.38)

where a local basis {g1, . . . , gd} was used for the fibers of W . The tangent to the
section mapping is Tw : T S → T W which is represented locally in the form

(x1, . . . , xn, v1, . . . , vn) 7−→(
x1, . . . , xn, w1(x i ), . . . , wd(x i ), v1, . . . , vn,

∑
i

∂w1

∂x i v
i , . . . ,

∑
i

∂wd

∂x i v
i

)
. (5.39)

In a somewhat analogous way to the definition of a tangent vector, we say that two
sections w and w′ have the same jet at x0 ∈ S if their tangent mappings are equal
at x0, i.e., if Tx0w = Tx0w

′. Evidently, this definition is equivalent the condition

wk(x i
0) = w′k(x i

0),
∂wk

∂x j (x
i
0) =

∂w′k

∂x j (x
i
0), for all k = 1, . . . , d. (5.40)

A collection of sections all having the same jet at x0 is a jet at x0. Given a section
w, the jet it induces at x0—the jet of w at x0—will be denoted as j(w)(x0). The
collection of all jets of sections at x0 ∈ S is the jet space of the vector bundle at
x and is denoted as J (W )x . Given a point x0 ∈ S and an element w0 ∈ Wx0 ,
the collection of all jets at x0 such that each jet is represented by a section w with
w(x0) = w0 will be referred to as the jet space at w0 and will be denoted by J (W )w0 .
Evidently,

J (W )x0 =
∪

w0∈Wx0

J (W )w0 . (5.41)

The (first) jet bundle J (W ) is the collection of all jets at the various points in S so
that

J (W ) =
∪

x∈S

J (W )x =
∪
w∈W

J (W )w. (5.42)

The jet bundle has two vector bundle structures

π1
0 : J (W ) −→ W, and π1 : J (W ) −→ S , (5.43)

where π1
0 (A) = w0 if A ∈ J (W )w0 , and π1(A) = x if A ∈ J (W )x .
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Given w0 ∈ W , the vector space J (W )w0 = (π1
0 )

−1{w0}, may be identified
with the space L

(
Tξ(w0)S ,Wx

)
of linear mappings Tξ(w0)S to Wx . It follows that

J (W )w0 is isomorphic to L
(
Rn,V

)
. The vector space J (W )x = (π1)−1{x} may be

identified with Wx × L
(
Tξ(w0)S ,Wx

)
.

Let w : S → W be a section. At each point x0 ∈ S , one has the jet j(w)(x0) of
w at x0. Thus, w induces a unique section j(w) : S → J (W ), x 7→ j(w)(x), of the
jet bundle π1 : J (W ) −→ S . The section j(w) is referred to as the (first) jet of w.
The mapping j taking a section of ξ and giving a section of the jet bundle is called
the jet extension mapping.
Using the local coordinates and base vectors as above, an element ofW is repre-

sented in the form (x i , uk) = (x1, . . . , xn, u1, . . . , ud). An element of the jet bundle
is therefore represented in the form (x i , uk, Al

j ), i, j = 1, . . . , n, and k, l = 1, . . . , d .
Here, the components Al

j are possible values of derivatives of the local components
of a section of W . In other words, if a section w : S → W is represented locally as
in (5.38), the jet of w at x0 is represented by (x i

0, w
k(x i

0), w
l
, j (x

i
0)) where a comma

indicates partial differentiation. The jet of w, j(w) : S → J (W ), is the section
represented locally by the mapping (x i ) 7→ (x i , wk(x i ), wl

, j (x
i )), or equivalently,

by the fields ∑
k

wk(x i )gk,
∑
k, j

wk
, j (x

i )gk ⊗ dx j

 . (5.44)

5.8. Integral Curves and the Flow of a Vector Field. A vector field w : S →
T S on an n-dimensionalmanifold induces a systemof n ordinary differential equa-
tions . We first note that a curve c : R → S induces a curve ċ : R → T S , by
requiring that for each t0 ∈ R, ċ(t0) is the tangent vector to the curve c at the point
c(t0). Clearly, ċ is a liĠ of c in the sense that c = τ ◦ ċ, where τ is the tangent bundle
projection. A curve c in S is an integral line of the vector field w if for each t0 ∈ R,
ċ(t0) = w(c(t0)). An integral line is the mathematical term corresponding to the
notion of a field line in physics. If the vector field is represented locally in the form∑

i w
i∂/∂x i and the integral line is represented locally by xk(t), then the tangency

condition is represented locally by

dx i

dt
(t) = wi (xk(t)), (5.45)

a system of n, first order, ordinary differential equations. An initial condition for
the problem is a point x0 ∈ S and thus the integral curve at x0 is the integral curve c
such that c(0) = x0.
It is noted that for a given smooth vector field and an initial condition x0, the

integral curve at x0 need not necessarily be defined for all t ∈ R. However, the
existence theorem for ordinary differential equations implies that there is an open
interval a < t < b containing zero for which the solution exists and on which it is
unique, i.e., any two solutions defined on that open set have to agree. The interval
(a, b) depends on the initial condition and may tend to zero for some sequence of
initial conditions. If this is not the case, the integral lines for all points in S may
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be defined for all values t ∈ R and the vector field is said to be complete. Even if the
vector field is not complete, for each x0 ∈ S there is a neighborhood Ux0 contain-
ing x0 and an interval (a, b) such that the integral curves for all initial conditions
x ∈ Ux0 are defined for all t ∈ (a, b). Let D ⊂ S × R be the collection of points
(x0, t0) such that the integral line starting at x0 is defined for t = t0. One can define
the flow of the vector field as by

Φ : D −→ S , Φ(x, t) = c(t), (5.46)

where c is the integral curvewith c(0) = x . Since for a smooth vector field, the solu-
tion of a differential equation depends smoothly on the initial condition, the flow
is a smooth mapping. Clearly, for a complete vector field, D = S × R. A sufficient
condition for a vector field w to be complete is that the support of w is compact
(see for example [AMR88, p. 249]). In particular, every vector field on a compact
manifold without boundary, such a the sphere or the torus, is complete. Further-
more, it can be shown (e.g., [BC70, pp. 139–142], [War83, pp. 40–41], [AMR88,
pp. 247–248]) that if w(x0) ̸= 0, then, there is a chart in an open neighborhood of
x0 such that locally w is represented by ∂/∂x1.

5.9. Exterior Derivatives. The exterior derivative of a differential r-form may
be regarded as the alternation of the derivative. Unlike the case of a vector field,
this operation gives invariantly an (r + 1)-form.
We start with a zero form ω—a real valued function on the manifold. The exte-

rior derivative dω of the zero form ω is defined to be the 1-form, a covector field,
given by

dω(x)(v) =
d
dt
ω(c(t))|t=0, (5.47)

where c is any curve at x representing the tangent vector v. The linear dependence
of the result on v and its independence of the choice of curve c follows immediately
from the local expression

dω(x)(v) =
d
dt
ω̃(x i (t))|t=0,

=
∑

i

∂ω̃

∂x i ẋ i (0),
(5.48)

where ω̃ is the local representative of the real function ω. It follows from the local
expression above that dω is represented locally by∑

i

ω̃,idx i . (5.49)

If ω̃ = xk locally, then, dω is represented by dxk .
The exterior derivative of higher order forms may be defined as follows. Since,

at least locally, any r-form may be represented as a sum of expressions such as

ω = θdθ1 ∧ · · · ∧ dθr , (5.50)

where θ, θ1, . . . , θr are real valued functions, we need to define the exterior deriva-
tive only for expressions of this form assuming it depends only on the local behavior
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of ω. Thus, one sets

d(θdθ1 ∧ · · · ∧ dθr ) = dθ ∧ dθ1 ∧ · · · ∧ dθr , (5.51)

an (r+1)-form. Hence, if locallyω =
∑

(γ ) ωγ dxγ1 ∧· · ·∧dxγr , the local expression
for the exterior derivative is

dω =
∑
(γ ),i

ωγ,idx i ∧ dxγ1 ∧ · · · ∧ dxγr . (5.52)

Comparing this expression with Example 4.2, we note that the exterior deriva-
tive may be regarded as exterior product on the left with a differential operator∑

i ∂idx i . Similarly to that example, the local expression for the exterior derivative
may be written as

dω =
∑
(γ ),i

(−1)i−1ωγ1...γ̂i ...γr+1,γidxγ1 ∧ · · · ∧ dxγr+1,

=
∑
(γ ),i

ωγ1...γ̂i ...γr+1,γidxγi ∧ dxγ1 ∧ · · · ∧ d̂xγi ∧ · · · ∧ dxγr+1 .
(5.53)

Equation (5.52) implies that the exterior derivative is linear, i.e., d(aω + a′ω′) =

adω + a′dω. In addition

d(dω) =
∑
(γ ),i

ωγ,ikdxk ∧ dx i ∧ dxγ1 ∧ · · · ∧ dxγr = 0 (5.54)

since the second derivative is symmetric in the i, k indices, while the exterior prod-
uct is anti-symmetric. By (5.52),

dω(v1, . . . , vr+1) =
∑

(γ ),i,K

ωγ1...γr ,iε
iγ1...γr
k1...kr+1

v
k1
1 · · · vkr+1

r+1 . (5.55)

Writing in the previous equation

ε
iγ1...γr
k1...kr+1

=

r+1∑
l=1

δi
kl
(−1)l−1ε

γ1... ...γr

k1...̂kl ...kr+1
, (5.56)

one has

dω(v1, . . . , vr+1) =
∑

(γ ),i,K ,l

ωγ1...γr ,iδ
i
kl
(−1)l−1ε

γ1... ...γr

k1...̂kl ...kr+1
v

k1
1 · · · vkr+1

r+1 , (5.57)

which implies

dω(v1, . . . , vr+1) =
∑
l,i,K

(−1)l−1ωk1...̂kl ...kr+1,iv
i
l v

k1
1 · · · v̂kl

l · · · vkr+1

r+1 ,

=
∑
l,i

(−1)l−1Dω̃(ṽl)(ṽ1, . . . ,̂̃vl , . . . , ṽr+1),
(5.58)

where in the last line the superimposed tildes, indicate local representatives, Dω̃
is the derivative of the tensor field so that the directional derivative Dω̃(ṽl) is re-
garded as an alternating r-tensor.
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Example 5.9. The Generalization of the Divergence Operator. Let ω be an (n − 1)-form.
Locally, ω is of the form∑

(β)

ωβ1...βn−1(x
i )dxβ1 ∧ · · · ∧ dxβn−1 . (5.59)

As in Example 4.6, ω may be represented alternatively in the form∑
k

ω1...̂k...n(x
i )dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn . (5.60)

Evidently, ω has n components and given a Riemannian metric, ω defines a unique
vector. In the general non-Riemannian case, many physical objects that are mod-
eled in the Riemannian case by vectors, are modeled as (n − 1)-forms. This holds
in particular for fluxes, e.g., fluxes of mass and heat, and for the electric current
density. When a flux is modeled as an (n − 1)-form, the divergence of the flux, is
not a scalar as in the Riemannian situation but an n-form determined by a single
component. The divergence operator in this setting is the exterior derivative of ω
represented locally as∑

k

ω1...̂k...n,k(x
i )dxk ∧ dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn

=
∑

k

(−1)k−1ω1...̂k...n,k(x
i )dx1 ∧ · · · ∧ dxk ∧ · · · ∧ dxn, (5.61)

where we used the fact that in Equation (5.53) for each k there is only one term that
does not vanish—the term that does not contain dxk . We conclude that the single
component of dω is given by

∑
k(−1)k−1ω1...̂k...n,k .

We show next that for an r-form ω and a p-form τ ,

d(ω ∧ τ ) = dω ∧ τ + (−1)rω ∧ dτ. (5.62)

Using (4.58) in (5.52) one has

d(ω ∧ τ )

= d

 ∑
(α),(β)

ωα1...αr τβ1...βpdxα1 ∧ · · · ∧ dxαr ∧ dxβ1 ∧ · · · ∧ dxβp

 ,
=

∑
(α),(β),i

ωα1...αr ,iτβ1...βpdx i ∧ dxα1 ∧ · · · ∧ dxαr ∧ dxβ1 ∧ · · · ∧ dxβp

+
∑

(α),(β),i

ωα1...αr τβ1...βp,idx i ∧ dxα1 ∧ · · · ∧ dxαr ∧ dxβ1 ∧ · · · ∧ dxβp ,

=
∑

(α),(β),i

ωα1...αr ,iτβ1...βpdx i ∧ dxα1 ∧ · · · ∧ dxαr ∧ dxβ1 ∧ · · · ∧ dxβp

+ (−1)r
∑

(α),(β),i

ωα1...αr τβ1...βp,idxα1 ∧ · · · ∧ dxαr ∧ dx i ∧ dxβ1 ∧ · · · ∧ dxβp ,

(5.63)
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from which Equation (5.62) follows.

6. IIR?AO;RCKI K@ FKOHQ KIM;IC@KG>Q

6.1. Partitions of Unity. A partition of unity is a technical tool that enables one
to relate local and global fields.
Let {(φa,Ua)}A

a=1 be an atlas on a manifold S . A partition of unity onS subordinate
to {(φa,Ua)} is a collection {(ub, Vb)} of real-valued functions ub : S → R, and
corresponding open covering Vb of S , b ∈ B, satisfying the following conditions
for all b (B need not be a finite set): a. The support, supp ub, of ub, that is, the
closure of the collection of points for which ub does not vanish, is a subset of Vb and
Vb is a subset of a coordinate neighborhoodUa for some a = 1, . . . , A; b. ub(x) > 0

for all x ∈ S ; c.
∑

b ub(x) = 1 for all x ∈ S ; d. each x ∈ S belongs to a finite
number of sets Vb. It is noted that {(φa |Vb , Vb)}b∈B may serve as an atlas that may
contain an infinite number of charts but each point is covered by a finite number
of coordinate neighborhoods. Thus, in the sequel we will write {(φb, Vb, ub)} for
the partition of unity subordinate to this atlas.
The existence of partitions of unity is a standard result of differential geometry

(see [dR84, pp. 4–7], [AMR88, pp. 377–388], [Lee02, pp. 54–55]). Partitions
of unity have various applications. For example, if ω ∈ Ωr (S ) is an r-form, then
for an atlas and a subordinate partition of unity {(φb, Vb, ub)}, one has ω =

∑
b ωb,

where ωb = ubω, so that each of the forms ωb may be represented locally using
φb. Conversely, let {ωb : Vb → ∧r Vb, b ∈ B} be a collection of local forms. A
local ωb may be defined using the chart (φb, Vb), and a form ω̃b in φb{Vb} so that
ωb(x) = Tφ∗

b (ω̃b)(x) for x ∈ Vb and ωb(x) = 0 outside Vb. Then,
∑

b ubωb is a
smooth r-form onS determined by the local forms ωb and the partition of unity.
(If the local forms ωb agree on the intersections of charts, it may be shown that the
resulting ω does not depend on the partition of unity.

6.2. Orientation on Manifolds. The n-dimensional manifold S is orientable if
there is an n-form θ onS such that θ(x) ̸= 0 for all x ∈ S . IfS is orientable, such
an n-form θ that vanishes nowhere is referred to as a volume element. From the point
of view of continuum mechanics, a volume element may represent a positive (or
negative) density of a positive (negative, respectively) extensive property such as
mass density, energy density, etc. A local representative of a volume element is of
the form θ1...n(x i )dx1 ∧ · · · ∧ dxn for which the smooth function θ1...n(x i ) does not
vanish anywhere. We can assume that the coordinate neighborhoods that make up
an atlas are connected sets for otherwise, we can restrict the charts to connected
components of coordinate neighborhoods. It follows that for such an atlas, the lo-
cal representatives θ1...n(x i ) are either positive everywhere or negative everywhere.
Since by reordering the coordinates we can change the sign of dx1 ∧ · · · ∧ dxn we
can assume that θ1...n(x i ) are positive everywhere for every chart. It follows from
Equation (5.36) that the Jacobian determinants of the coordinate transformations
between all pairs of charts are positive, det(∂x i/∂x i ′

) > 0. In fact, if the Jacobian
determinants are positive, one can use a partition of unity to construct a volume
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element. Hence, orientability is equivalent to the existence of an atlas for which
the Jacobian determinants of coordinate transformations are positive.
Given a volume element θ on an orientable manifold S , any n-form ρ may be

represented as ρ = uθ for a real valued function u defined on S . A typical local
representative ũ of u is given in terms of the local representatives of ρ and θ by
ũ(x i ) = ρ1...n(x i )/θ1...n(x i ), where we use the fact that θ1...n does not vanish.
A volume element induces an orientation on an orientable manifold S . Two

volume elements θ and θ ′ induce the same orientation on S if θ ′ = uθ for a positive
function u. Evidently, there may be only two orientations on a connected mani-
fold, the one induced by θ and the one induced by −θ . An orientable manifoldS

together with a choice of one of the two possible orientations is referred to as an
oriented manifold. Let θ be a volume element that represents the given orientation.
An atlas for which all the local representatives of θ are positive will be referred to
as an oriented atlas.
An orientation of the manifoldS induces an orientation on each of its tangent

spaces. Anoriented collection of n linearly independent tangent vectors (v1, . . . , vn),
vi ∈ TxS is positively oriented if θ(x)(v1, . . . , vn) > 0. For a positively oriented
chart, the collection of base vectors (∂/∂x1, . . . , ∂/∂xn) is positively oriented.
We want to describe now how an orientation on a manifold with a boundary in-

duces an orientation on the boundary. In order to do that, one has to study further
the tangent spaces to the manifold at points on the boundary. LetS be a manifold
with a boundary and y ∈ ∂S . A curve c at y need not be defined on an interval
(−ϵ, ϵ) because such a curve is represented locally by a curve c̃ valued in Rn− with
c̃(0) = (y1, . . . , yn−1, 0) and the manifold does not contain points with yn > 0.
Thus, for defining the tangent space at a boundary point y we admit curves rep-
resented by the restrictions to (−ϵ, 0] or to [0, ε) of curves c̃ : (−ϵ, ϵ) → Rn , for
some ϵ > 0, with c̃(0) = φ(y) = (y1, . . . , yn−1, 0). Tangents to such curves are
well defined since they are induced by the derivatives of the representing curves c̃
at zero. This makes the tangent space at y isomorphic to Rn as expected.
A tangent vector v ∈ TyS , y ∈ ∂S is said to be inward pointing if for an oriented

chart in a neighborhood of y it is represented in the form (v1, . . . , vn)with vn < 0; v
is outward pointing if vn > 0. These properties do not depend on the chart chosen. Let
ι : ∂S → S be the natural embedding of the boundary and denote by τS : T S →
S and τ∂S : T (∂S ) → ∂S the tangent bundle projections for the manifold and
its boundary, respectively. We also have the vector bundle ι∗(τS ) : ι∗(T S ) → ∂S

whose fiber at any point y ∈ ∂S is TyS so that ι∗(T S ) is simply the restriction of
T S to the submanifold ∂S .
AssumingS is oriented, using a partition of unity subordinate to an oriented at-

las, one can construct a nowhere vanishing field of outward pointing vectors. One
has to patch together local representatives of vector fields of the form (0, . . . , 0, 1).
The nowhere vanishing field of outward pointing vectors is a section w : ∂S →
ι∗(T S ). Given a volume element θ onS , a collection of linearly independent vec-
tors (v2, . . . , vn), vi ∈ Ty∂B and anoutward pointing vector v, the vectors (v, v2, . . . , vn)

are linearly independent and so θ(y)(v, v2, . . . , vn) ̸= 0. Thus, for any nowhere
vanishing outward pointing vector field w, wy θ is nowhere vanishing on ∂S . It
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follows that wy θ may serve as a volume element on ∂S . The orientation on S

induced by θ determines an orientation on ∂S for which the vectors (v2, . . . , vn)

are positively oriented if (v, v2, . . . , vn) are positively oriented inS .

Remark 6.1. There is a slight complication that stems from the definition given
above for the positive orientation of the boundary. Given a coordinate neigh-
borhood at the boundary belonging to a positively oriented atlas in S , the form
dx1 ∧· · ·∧dxn is a positive volume element. The vector ∂/∂xn is outward pointing
and so the induced orientation is determined by the form represented locally as
∂/∂xnydx1 ∧ · · · ∧ dxn and using (4.84) one has

∂

∂xn ydx1 ∧ · · · ∧ dxn = (−1)n−1dx1 ∧ · · · ∧ dxn−1. (6.1)

This implies that the formdx1∧· · ·∧dxn−1 and the chartwith coordinates x1, . . . , xn−1

are negatively oriented if the dimension is even.

6.3. Integration on Oriented Manifolds. The natural objects to be integrated
on an n-dimensional oriented manifold S are n-forms. An intuitive motivation
for the role of differential forms as integrands is given below in Section 6.5 on in-
tegration over chains on manifolds.
Let ρ be an n-form defined on the oriented manifoldS . Let

{
(φb, Vb, ub)

}
be a

partition of unity subordinate to an oriented atlas. Expecting that the integral will
be linear in the integrands, we expect that∫

S
ρ =

∫
S

(∑
b

ub

)
ρ =

∑
b

∫
S

ubρ. (6.2)

Thus, it will be sufficient to define the integral for a form that is compactly sup-
ported on the domain of a chart. Let α be an n-form which is compactly supported
in the domain of the oriented chart (φb, Vb) and let the local representation of α
be α1...n(x i )dx1 ∧ · · · ∧ dxn . Then, the integral of α overS is defined by∫

S
α :=

∫
φb{Vb}

α1...n(x i )dx1 · · ·dxn . (6.3)

The integral of a form on a manifold is computed now using Equation (6.2). One
can show, e.g., [Lee02, pp. 353–355], that the definition is independent of the choice
of oriented atlas and partition of unity. A basic element in proving the indepen-
dence of the integral on the choice of atlas is the transformation rule (5.36) for
n-forms and its relation to the transformation rule for integrands of functions de-
fined on Rn .
It follows from the definition of the integral of a form that if one reverses the

choice of orientation on the manifold S , the opposite value will be obtained for
integral of an a form ρ.

6.4. Stokes’s Theorem. LetS be a compact manifold with a boundary and let ι :
∂S → S , ι(x) = x , be the inclusion of the boundary inS . The inclusionmapping
induces the tangent T ι : T (∂S ) → T S , ι(v) = v, the inclusion of vectors tangent
to the boundary in the tangent spaces to the manifold, and T ι∗ : Ωn−1(S ) →
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Ωn−1(∂S ) that restricts (n − 1)-forms defined on the manifold to vectors tangent
to its boundary (cf. the analogous Sections 4.11, 5.5, 6.2).
Consider the local representative

∑
k ω1...̂k...n(x

i )dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn of
an (n − 1)-form ω in a chart for a manifold with a boundary as in Section 5.1. As an
(n − 1)-form on an (n − 1)-manifold, T ι∗(ω) has but one component ι∗(ω)1...n−1

given by

T ι∗(ω)1...n−1 = T ι∗(ω)
(
∂

∂x1
, . . . ,

∂

∂xn−1

)
,

= ω

(
T ι
(
∂

∂x1

)
, . . . , T ι

(
∂

∂xn−1

))
,

= ω

(
∂

∂x1
, . . . ,

∂

∂xn−1

)
,

= ω1...n−1,

(6.4)

i.e., the component for which the omitted term k equals n. (See Section 7.3 for a
more detailed representation of T ι∗.)
Stokes’s theorem in differential geometry is a generalization of theGauss, Green

and Stokes theorems of multi-variable calculus. It does not use a Riemannianmet-
ric and it has a very compact formusing integration of forms on orientedmanifolds.
It states that for an (n − 1)-form ω onS ,∫

S
dω =

∫
∂S

T ι∗(ω), or in short,
∫

S
dω =

∫
∂S

ω. (6.5)

Using a partition of unity to localize the forms to coordinate neighborhoods, it
is sufficient to prove the theorem for a compactly a supported formω defined on an
open subsetU of Rn−, where ∂U = U ∩ ∂Rn− and ∂Rn− = {x ∈ Rn | xn = 0}. Thus,
we consider the integral over ∂U of the (n−1)-form T ι∗(ω), whereω is supported in
a chart in a neighborhoodU of the boundary with oriented coordinates x1, . . . , xn .
By the definition of the integral above, we have to evaluate the integral using a
positively oriented chart on ∂U . However, by Remark 6.1, (−1)n−1dx1∧· · ·∧dxn−1

is positively oriented rather than dx1 ∧ · · · ∧ dxn−1.
Thus, ∫

∂U
T ι∗(ω) =

∫
∂U

(−1)n−1ω1...n−1dx1 ∧ · · · ∧ dxn−1

=

∫
∂U

(−1)n−1ω1...n−1dx1 · · ·dxn−1
(6.6)

Using Example 5.9 and Equation (6.6) the local version of Equation (6.5) be-
comes∫

U

∑
k

(−1)k−1ω1...̂k...n,k(x
i )dx1 · · ·dxn =

∫
∂U

(−1)n−1ω1...n−1(x i )dx1 · · ·dxn−1.

(6.7)
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For the integrals on the left with k < n, we have∫
U
ω1...̂k...n,kdx1 · · ·dxn =

∫
Rn−

ω1...̂k...n,kdx1 · · ·dxn,

=

∫
R(n−1)−

(∫
R

ω1...̂k...n,kdxk
)
dx1 · · · d̂xk . . .dxn,

(6.8)

where for the integral in the parenthesis∫
R

ω1...̂k...n,kdxk = ω1...̂k...n(x)
∣∣xk→∞
xk→−∞ = 0 (6.9)

as ω vanishes outside a compact subset of U . Thus, all integrals in (6.8) vanish for
k < n. If U does not intersect ∂Rn−, the same holds for k = n and in this case, the
right-hand side of (6.7) vanishes too. If ∂U ̸= ∅, then∫

U
ω1...n−1,ndx1 · · ·dxn =

∫
Rn−

ω1...n−1,ndx1 · · ·dxn,

=

∫
R(n−1)

(∫
R−
ω1...n−1,ndxn

)
dx1 . . .dxn−1,

=

∫
R(n−1)

ω1...n−1(x)
∣∣xn=0
xn→−∞ dx1 . . .dxn−1,

=

∫
R(n−1)

ω1...n−1(x)|xn=0dx1 . . .dxn−1.

(6.10)

We conclude for the left-hand side of (6.7),∫
U

∑
k

(−1)k−1ω1...̂k...n,k(x
i )dx1 · · ·dxn =

∫
R(n−1)

(−1)n−1ω1...n−1(x)|xn=0dx1 . . .dxn−1,

(6.11)
and as ω1...n−1(x)|xn=0 vanishes outside U , (6.7) follows.

6.5. Integration over Chains on Manifolds. In order that geometric objects
such as simplices and chains, which do not have smooth boundaries, may serve as
domains of integration, integration theory is extended as described below.
The standard r -simplex ∆r is the simplex in Rr with the first vertex at the origin

such that the vectors to the other vertices are vi = ei , i = 1, . . . , r , where ei is the
i-th standard base vector in Rr . The orientation of ∆r is induced by the standard
orientation of Rr . A singular r -simplex in a manifoldS is a smooth map s : ∆r → S .
As the simplex is not an open set, smoothness means that there is an open set U ∈
Rr containing∆r such that s is the restriction of a smooth map se : U → S to∆r .
We want to regard the faces of singular r-simplices as simplices too. So first

one defines mappings kp :∆r−1 → Rr , p = 0, . . . , r , and presents the faces of the
standard r-simplex as singular (r − 1)-simplices. These mappings are defined as

kp(x1, . . . , xr−1) = (x1, . . . , x p−1, 0, x p, . . . , xr−1), for p = 1, . . . , r, (6.12)

and

k0(x1, . . . , xr−1) =

(
1 −

r−1∑
j=1

x j , x1, . . . , xr−1

)
. (6.13)
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The derivatives of these mappings are clearly uniform and are given in terms of the
standard bases by the matrices

[K p] = [Dkp] =



1 0 0 · · · 0 0

0
. . . 0 · · · 0

0 1 0
...

... 0 0
...

...
...

...
... 1 0

. . . 0

0 0 0 · · · 0 1


⇐ pth row, p = 1, . . . , r

(6.14)
and

[K0] = [Dk0] =


−1 −1 · · · −1

1 0 · · · 0

0 1 0
...

...
. . .

...

0 · · · 0 1

 . (6.15)

One can verify that when applied to the standard basis {e1, . . . er−1}, one obtains
K0(el) = el+1 − e1, K p(el) = el , for l < p, K p(el) = el+1, for l > p

(6.16)
in accordance with Equation (2.22).
An r -singular chain on the manifold S is a formal linear combination

∑
l alsl of

singular r-simplices. The chain 1s is identified with s and (−1)s is identified with
the simplex obtained from s by reversing the orientation of the standard simplex.
Triangulation theory implies that differentiable manifolds may be represented as
chains (see [Whi57, pp. 124–135]).
We now consider the boundary of a singular r-simplex s, the singular (r − 1)-

chain ∂s. In order that the definition of orientations agrees with Equation (2.22),
one defines sp = s ◦ kp, and

∂s =
∑

p
(−1)psp =

∑
p
(−1)ps ◦ kp. (6.17)

The boundary operator is extended to chains by linearity. It is noted that in the
last equation (−1)s is regarded as a multiplication of the simple chain s by−1 thus
reversing its orientation. It does not indicate the multiplication of the mapping s
by −1 even in the case where such a multiplication makes sense, e.g., (−1)pkp .
Let s be a singular r-simplex on an n-dimensional manifold M and let ω be a

smooth r-form defined in a neighborhood of D = s(∆r ). We will refer to ω simply
as a smooth form over s. The integral of ω over s (over D) is defined by∫

s
ω =

∫
D
ω =

∫
∆r

T s∗(ω) =
∫
∆r
ω1...rdx1 · · ·dxr , (6.18)
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where, ω1...rdx1 ∧ · · · ∧ dxr = T s∗(ω) is the pullback of ω to ∆r ⊂ Rr using the
simplex mapping s. The definition of the integral implies that if one reverses the
choice of orientation on the simplex s, the opposite value will be obtained for the
integral of a form ω.
The definition of the integral of a form over a simplex suggests an intuitive mo-

tivation for the role of differential forms as integrands. For a singular simplex s,
and using the mean value theorem for integration in Rr , there is a point P ∈ ∆r

such that ∫
s
ω =

∫
∆r
ω1...rdx1 · · ·dxr ,

= ω1...r (P)

∫
∆r
dx1 · · ·dxr ,

=
1

r !
ω1...r (P).

(6.19)

Letting {e1, . . . , er } be the standard basis of Rr and vi = T s(P)(ei ),

ω1...r (P) = T s∗(ω)(P)(e1, . . . , er ),

= ω(s(P))(v1, . . . , vr ).
(6.20)

We conclude that ∫
s
ω =

1

r !
ω(s(P))(v1, . . . , vr ) (6.21)

so that the integral is approximated by the evaluation of the form on the vectors
tangent to the edges of D.

Remark 6.2. The last equation contradicts our interpretation of the action of an al-
ternating tensor on the r-tuple of vectors (v1, . . . , vr ) as providing the total flux
through the oriented simplex they determine. The division by r ! implies that for
an alternating tensor T , T (v1, . . . , vr ) should be interpreted as the flux correspond-
ing to the r-cube that the vectors determine. This inconsistency follows from the
definition of the integral as in Equations (6.3) and (6.18). The interpretation of
the action as a flux through the simplex would be accurate if the integral would be
defined alternatively as

r !
∫
∆r
ω1...rdx1 · · ·dxr =

∫
∆r

∑
π

(−1)|π |ωπ1...πrdxπ1 · · ·dxπr . (6.22)

Nevertheless, since we rely on the simplex constructions in Section 3, since we do
not want to change the traditional definition of the integral of a form, and since
for simplicity of notation we do not want to write the flux through the simplex as
T (v1, . . . , vr )/r !, we ignore this inconsistency.

Let π : N → M be a fiber bundle and s : ∆r → M a singular simplex. We say
that w is a smooth section of N over s if it is the restriction of a smooth section
of N to Image s. If B =

∑
l alsl is an r-chain on M , a smooth section w of N

over B is a collection of smooth sections over the various simplices that make up
B. (Thus, w is not necessarily extendable to a global smooth section.)
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If B =
∑

l alsl is an r-chain, the integral of a smooth form ω over B is defined
by linearity as ∫

B
ω =

∑
l

al
∫

Dl

ωl =
∑

l

al
∫

sl

ωl , Dl = sl{∆r }, (6.23)

where ωl is the smooth form over sl in the definition of a smooth section over a
chain.
By subdividing an r-chain into small simplices sl and letting Ql ∈ Dl = sl(∆r ),

the integral of a form over a chain may be approximated by a sum in the form

1

r !

∑
l

alω(Ql)(v1l , . . . , vrl), (6.24)

where vpl is the tangent to the p-th edge of Dl .
Using an analogous procedure to the proof of the Stokes theorem for oriented

manifolds, in particular, the fundamental theorem of calculus, Stokes’s theorem for
chains on manifolds may be proved in the form (see for example [War83, AMR88,
Lee02]) ∫

B
dω =

∫
∂B
ω, (6.25)

for any r-chain B.

Remark6.3. It is noted that in addition to allowing non-smooth boundaries and en-
abling integration of forms on regions of dimension lower than dimS , integration
theory over chains does not require that the manifold be orientable. Furthermore,
the term “singular” is used in order to indicate that in general there is no require-
ment that s will be injective. However, integration on chains was presented above
as a tool that allows one to consider the non-smooth boundaries of regular (rather
than singular) simplices on manifolds. Other approaches that allow that are avail-
able (e.g., the standard manifolds of [Whi57, pp. 108–110], or manifolds with corners as
in [Lee02, pp. 363–368]). Integration theory on chains seems to us to have an
appealing geometric flavor. In the sequel, for all chains on manifolds that we will
consider, the mappings se will be non-singular so that their inverses may serve as
charts.

7. B;G;I=? POCI=CLG?Q ;I> FGTW?Q

One of the basic notions of continuum mechanics is that of an extensive prop-
erty. The term extensive property is used to describe a property that may be as-
signed to subsets of a given universe. This includes for example, themass of the var-
ious parts of a material body, the electrical charge enclosed in regions in space, etc.
Thus, an extensive property is a real valued set function p. These notes consider
extensive properties that may be represented by smooth densities. For less regular
extensive properties see, for example, [Sil85, GWZ86, NV88, DMM99, RS03].
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7.1. Densities of Extensive Properties. The setting of the theory of extensive
properties presented here considers a fixedphysical spacemodeled by an n-dimensional
differentiable manifold S . Alternatively, one may wish to interpret S as the ma-
terial manifold so a point x ∈ S is a material point having an invariant meaning.
Since we are going to use integration later on, we will assume thatS is orientable
and that a particular orientation was chosen.
We will refer to “regions” for which we can define the total amount of the prop-

erty p as control regions when we interpret S as the space manifold and as subbodies
when we interpret S as the material manifold. The term “region” will be used
when the particular interpretation is immaterial. Thus, admissible regions are com-
pact n-dimensional submanifolds with boundary of S or chains in S . In accor-
dance with the smooth setting, it is assumed that there is an n-form ρ defined on
S that models the density of the property p. Using integration of forms, one can
now calculate the total amount of the property

p(R) =

∫
R
ρ (7.1)

in any regionR for which the integral is defined.
From a naive point of view, spacetime, or the event space, has the structure of a

Cartesian productS ×R so that any event may be assigned a specific location inS

and a specific time t ∈ R. Our ability to assign a particular pair of time and place to
any event implies that we have a particular global frame on spacetime (cf. Example
5.5). A more general structure of spacetime will be considered later in this section.
Thismeans that in general, the density ρ of a property p should be time dependent.
Since the value ρ(x, t) ∈ ∧n (T ∗

x S )—a fixed vector space, we may differentiate it
with respect to the time variable and obtain the n-form β = ∂ρ/∂t on S . Thus,
for a fixed regionR

dp(R)

dt
=

∫
R
β (7.2)

represents the rate of change of the amount of the property p insideR.
In the classical setting of continuum mechanics it is assumed that the change

of the amount of property within the region R is a result of two phenomena: the
rate at which the property is produced insideR and the rate at which the property
leavesR through its boundaries—the flux of p.
The flux of the property is assumed to be distributed smoothly on the boundary

ofR. Hence, whether the admissible regions are compact n-dimensional subman-
ifolds of S or chains, integration of (n − 1)-forms on their boundaries is well de-
fined. It is assumed that for each region R, there is an (n − 1)-form τR called the
flux density such that the flux of p is given as∫

∂R
τR .

In the sequel when no confusion can occur, we will omit the R subscript and use
only τ .



NOTES ON METRIC INDEPENDENT ANALYSIS OF CLASSICAL FIELDS 65

The production rate of the property insideR is assumed to be represented as∫
R
ς,

where, ς is an n-form onS , the source density, which is independent ofR. Thus, the
classical balance law assumes the form∫

R
β =

∫
R
ς −

∫
∂R
τR (7.3)

for each admissible regionR.
Equation (7.3) implies that

∣∣∣∣∫
∂R
τR

∣∣∣∣ = ∣∣∣∣∫
R
(ς − β),

∣∣∣∣
6
∫

R
|ς − β| ,

(7.4)

where the absolute value of an n-form is defined as follows. Let θ be a volume ele-
ment onS which is compatible with its orientation and let ω be an n-form. Then,
since the space

∧n(T ∗
x S ) is one-dimensional for each x ∈ S , ω(x) = a(x)θ(x).

The sign of ω(x) is identified with the sign of a(x) and |ω| (x) = ∣∣a(x)∣∣ θ(x).
For various results we present later, in particular Cauchy’s theorem on the exis-

tence of flux forms, the balance principle (7.3) is regarded in view of the inequality
above as a boundedness or regularity postulate on the fluxes for the various bod-
ies. The boundedness postulate for the fluxes states that there is a bounded non-
negative n-form ς0 onS such that for any regionR∣∣∣∣∫

∂R
τR

∣∣∣∣ 6 ∫
R
ς0. (7.5)

On the one hand, this form of the balance principle has the essential ingredients
needed later for the proof of Cauchy’s theorem and on the other hand, it does not
require the specification of both β and ς .

7.2. Flux forms and Cauchy’s formula. While the rate of change of the prop-
erty and the production term are specified by fields defined on themanifoldS , the
flux term is specified bymeans of a systemof forces—a set-functionR 7→ τR whose
domain is the collection of all admissible regions. Thus, it is noted that for a fixed
point x ∈ S that is on the boundary of two distinct smooth submanifoldsR andR′
the values of the fluxes densities τR(x) ∈ ∧n−1 (T ∗

x R) and τR ′(x) ∈ ∧n−1 (T ∗
x R′)

belong to different spaces and cannot be compared.
Nevertheless, the integration theories presented above provide a simple means

for specifying the flux densities for the admissible regions. Let J be an (n−1)-form
on S . For every region R, the inclusion ι∂R : ∂R → S induces the restriction
ρ∂R(J ) = T ι∗

∂R(J ), ρ∂R = T ι∗
∂R : Ωn−1(S ) → Ωn−1(∂R), as in Sections 4.11 and

6.4. We will refer to such an (n − 1)-form J as a flux form.
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Thus, a flux form induces a system of flux densities for the boundaries of the
various regions by

τR = T ι∗∂R(J ) = ρ∂R(J ). (7.6)

The last equation will be referred to as the generalized Cauchy formula and we will
often omit the ∂R-index if the particular region under consideration is clear from
the context. The definition of the restriction of forms implies that for a point
x0 ∈ S and any regionR such that x0 ∈ ∂R, we have for any collection v1, . . . , vn−1

of vectors in Tx0∂R,

τR(v1, . . . , vn−1) = J
(
T ι(v1), . . . , T ι(vn−1)

)
,

= J (v1, . . . , vn−1), (7.7)
= J (v1 ∧ · · · ∧ vn−1),

where in the last line we emphasize the point of view that the flux form is applied
to the multi-vector representing the infinitesimal oriented simplex defined by the
vectors. The relation between the current presentation of flux theory in terms
of a flux form and the traditional formulation in terms of a flux vector field was
discussed in Example 4.4.
It is one of the main results of continuummechanics, namely Cauchy’s theorem,

that under rather general assumptions, referred to as Cauchy’s postulates, a system
of flux densities is induced by a unique flux form using Cauchy’s formula. Present-
ing a version of Cauchy’s formula and theorem for the general situation where a
Riemannian metric is not available is one of the main objectives of these notes.

7.3. Extensive Properties and Cauchy Formula—Local Representation. We
now present the coordinate description of the objects and relations given above.
Let x1, . . . , xn be a coordinate system in a neighborhood of a point x0. Then, omit-
ting the dependence on time, the n-forms ρ and β are represented locally using the
scalar functions ρ1...n(x i ) and β1...n(x i ) as ρ(x) = ρ1...n(x i ) dx1 ∧ · · · ∧ dxn and
β(x) = β1...n(x i ) dx1 ∧ · · · ∧ dxn, respectively.
The flux density τR should be represented using a coordinate system on the

(n − 1)-dimensional manifold ∂R, say y1, . . . , yn−1. Thus, in such a coordinate
system, τR is represented in a neighborhood of the boundary point y0 using the
scalar function τR1...n−1 in the form

τR(y) = τR1...n−1(y j ) dy1 ∧ · · · ∧ dyn−1. (7.8)

The local expression for the flux form J ∈ Ωn−1(S ), in a coordinate neighbor-
hood x1, . . . , xn , is (cf. Example 4.4)

J (x) =
∑
(α)

Jα1...αn−1(x)dxα1∧· · ·∧dxαn−1 =
∑

k

J1...̂k...n(x)dx1∧· · ·∧d̂xk∧· · ·∧dxn

(7.9)
and

Jα1...αn−1 = J
(

∂

∂xα1
, . . . ,

∂

∂xαn−1

)
.
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Locally, the inclusion ∂R → S is represented by n functions x i = x i (y1, . . . , yn−1).
Thus we have

T ι
(
∂

∂y p

)
=
∑

i

x i
,p
∂

∂x i , p = 1, . . . , n − 1,

and for a vector v ∈ Tx0∂R represented locally by v =
∑

p v
p ∂/∂y p , we have

T ι(v) =
∑

p,i x i
,pv

p ∂/∂x i which we may write with some abuse of notation as
vi =

∑
p x i

,pv
p .

The evaluation τR(v1, . . . , vn−1) is represented as

τR(v1, . . . , vn−1)

= τR1...n−1 dy1 ∧ · · · ∧ dyn−1

(∑
ρ1

v
ρ1
1

∂

∂yρ1
, . . . ,

∑
ρn−1

v
ρn−1

n−1

∂

∂yρn−1

)
,

=
∑
ρ

τR1...n−1v
ρ1
1 · · · vρn−1

n−1 dy1 ∧ · · · ∧ dyn−1

(
∂

∂yρ1
, . . . ,

∂

∂yρn−1

)
,

=
∑
ρ

τR1...n−1v
ρ1
1 · · · vρn−1

n−1 ερ1...ρn−1
,

= τR1...n−1 det
[
(vp)

q] , p, q, ρp = 1, . . . , n − 1.

(7.10)

The evaluation of the flux form J is represented locally as in Equation (4.74) by

τR(v1, . . . , vn−1) = J (v1, . . . , vn−1)

= det
([

(−1)k−1 J1...̂k...n
]
; vα11 ; · · · · · · ; v

αr−1

n−1

)
, (7.11)

where, i, αi = 1, . . . , n − 1. We use the local representations of Cauchy’s formula
(7.7) to obtain

τR1...n−1 = τ

(
∂

∂y1
, . . . ,

∂

∂yn−1

)
,

= J
(

T ι
(
∂

∂y1

)
, . . . , T ι

(
∂

∂yn−1

))
,

= J
(∑
α1

xα1,1
∂

∂xα1
, . . . , xαn−1

,n−1

∂

∂xαn−1

)
,

= det
([

(−1)k−1 J1...̂k...n
]
; xα1,1 ; · · · · · · ; xαn−1

,n−1

)
.

(7.12)

Thus, the density of the flux through the boundary is obtained by the determinant
of the matrix comprised of the components of the flux form in the first column
and the matrix of the derivatives of x i = x i (y p) representing the embedding of the
boundary ∂R inR.

7.4. Cauchy’s Flux Theorem. We now present sufficient conditions for the ex-
istence of flux forms, i.e., conditions for Cauchy’s formula to hold for some (n −1)-
form J over S . Clearly, if such a form exists, it is unique. The assumptions made
so far may be summarized as follows.
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7.4.1. Assumptions.

Assumption 1: Boundedness. For any admissible regionR there is a smooth (n−1)-form
τR such that the bound (7.5) holds for some non-negative bounded n-form ς (we
omit the subscript 0 for simplicity) defined onS .
The next assumption traditionally known as Cauchy’s postulate is a locality as-

sumption. Beforemaking it, we note that for a point x ∈ S , the evaluation τR(x)(v1, . . . , vn−1)

is well-defined only if v1, . . . , vn−1 ∈ Tx∂R. We interpret τR(x)(v1, . . . , vn−1) as
the infinitesimal flux of the property out of the regionR through the infinitesimal
oriented simplex induced by the positively oriented collection v1, . . . , vn−1. In case
the collection of vectors is negatively oriented, τR(x)(v1, . . . , vn−1) is interpreted
as the infinitesimal flux into the region.

Assumption 2: Cauchy’s Postulate of Locality. Let v1, . . . , vn−1 ∈ TxS , x ∈ S , be a collec-
tion of n − 1 vectors. LetR be any region such that x ∈ ∂R, v1, . . . , vn−1 ∈ Tx∂R,
and the collection of vectors is positively oriented relative to the orientation of ∂R.
Then, τR(x)(v1, . . . , vn−1) is independent ofR.
Cauchy’s postulate implies that for the given point x ∈ S , τR(x) depends onR

only through the tangent space Tx∂R and the orientation induced on it. In other
words, let ι∂R : ∂R → S be the natural embedding, and let T ι∂R : T (∂R) → T S

be its tangent mapping. It follows that if for two regionsR andR′, T ι∂R{Tx∂R} =
T ι∂R ′{Tx∂R

′} and the orientations induced on T ι∂R{Tx∂R} and T ι∂R ′{Tx∂R
′} are

identical, then, τR(x) = τR ′(x). Cauchy’s postulate makes it possible to define a
mapping

tx : (TxS )n−1 −→ R (7.13)

such that for any collection v1, . . . , vn−1 of vectors

tx (v1, . . . , vn−1) = τR(x)(v1, . . . , vn−1) (7.14)

for any region R such that the collection v1, . . . , vn−1 ∈ Tx∂R are positively ori-
ented. Thus, the order in which the collection is written, specifies the orienta-
tion for which tx (v1, . . . , vn−1) applies. We observe that the mapping tx is anal-
ogous to the mapping T for homogeneous fluxes as in Equation (3.16). At this
point, for an odd permutation π , there is no relation between tx (v1, . . . , vn−1) and
tx (vπ1, . . . , vπn−1). It is noted that because of the compatibilitywith τR , tx (v1, . . . , vn−1)

depends only on themulti-vector v = v1∧· · ·∧vn−1. In otherwords, tx (v1, . . . , vn−1)

depends on the arguments multi-linearly as long as the arguments are restricted to
some arbitrary (n − 1)-dimensional hyperplane. Globally, we have a mapping,

t : T n−1S −→ R, such that t|(TxS )n−1 = tx , (7.15)

where T n−1S → S is the vector bundle whose fiber at x ∈ S is (TxS )n−1. We
will refer to t as theCauchy-Whitneymap. Since T n−1S is a vector bundle overS—a
differentiable manifold, the next assumption may be made.
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Assumption 3: Regularity. The mapping t is smooth.
We will refer to the collection {τR} for the various regionsR satisfying the fore-

going assumptions as a system of Cauchy fluxes. To prove the existence of an n-from
J , such that τR(x) = Tx ι

∗
∂R(J (x)), we show that the assumptions of Section 3.1 are

satisfied so that the algebraic Cauchy theorem as in Section 3.4, may be used.
We first note that by its definition in terms of τR , the mapping tx satisfies the

additivity assumption (3.4). The homogeneity assumption in Equation (3.2) also
follows from the homogeneity of τR . It remains to show that the balance assump-
tion of Section 3.1 holds. As mentioned in Remark 3.2, once balance holds, the
additivity assumption of Equation (3.5) is satisfied.

7.4.2. Notation. Let v1, . . . , vn ∈ TxS be an oriented collection of vectors. We use S
to denote the simplex [v1, . . . , vn ] and let Sp , p = 0, . . . , n, be the oriented faces that
make up its boundary, i.e., ∂S =

∑
p Sp . In view of (2.22) S0 = [v2−v1, . . . , vn −v1],

and Sp = (−1)p[v1, . . . , v̂p, . . . , vn ], p > 0. Since the Cauchy mapping tx applies
only to positively oriented collections of vectors, we will represent each Sp , p > 0,
in the form

Sp = [vπ p
1
, . . . , v̂p, . . . , vπ p

n−1
], (7.16)

where each π p , p = 1, . . . , n is a particular permutation of n − 1 symbols cho-
sen such that (−1)|π p| = (−1)p . (For an even value of p, π p will be taken as
the identity.) Consider the increasing injection ν p : {1, . . . , n − 1} → {1, . . . , n},
p /∈ Image ν p , and let µp = ν p ◦ π p , then each face may be represented in the
form Sp = [vµp

1
, . . . , vµp

n−1
], p > 0. The l-th vector defining Sp in this way will be

denoted by Spl , i.e., Spl = vµp
l
for p > 0. We will extend the notation to S0 so that

S0l = vl+1 − v1.Thus, Spl are well defined for all p = 0, . . . , n and l = 1, . . . , n − 1.
Evidently, the simplices S and Sp are viewed as simplices in an affine space as in
Sections 2 and 3. We have to show that

tx (∂S) =
n∑

p=0

tx (Sp) = 0. (7.17)

Consider a chart (φ,U ) in a neighborhood of x . Since we can always adjust the
chart mapping by a composition of a linear mapping and a translation, we may
assume without loss of generality that φ(x) = 0 and Tφ(vi ) = ei , {ei } being the
standard basis of Rn .
We also want to exhibit the oriented faces of the standard simplex as mappings

defining oriented singular simplices (as opposed to the faces kp defined in Section
6.5 that do not specify the correct orientation). We define the maps κp : ∆n−1 →
Rn by

κp(x1, . . . , xn−1) = kp(xπ
p
1 , . . . , xπ

p
n−1) (7.18)

where kp are the faces of the standard simplex defined in (6.12,6.13). For an odd
value of p, Dκp is obtained from Dkp by switching columns of the matrices. Sim-
ilarly to the notation Spl , we will use epl to denote the l-th vector in the p-th ori-
ented face of∆n−1. It follows that

epl = Txφ(Spl) = Dκp(el), p = 0, . . . , n, l = 1, . . . , n − 1. (7.19)
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As V = φ(U) is an openneighborhoodof the origin, there is a positive number a0
such that the n-simplex∆0 generated by the origin and the points a0ei is contained
in V . Thus, ∆̃0 = φ−1(∆0) is an admissible region induced by the singular simplex
s0 := φ−1 ◦ (a0Id) : ∆n → S , where Id : ∆n → Rn is the identity mapping.
Similarly, for am = 2−ma0, let ∆m be the n-simplex generated by the origin and
the points amei , and set ∆̃m = φ−1{∆m} ⊂ S . Let ∆mp be the oriented simplices
that make up ∂∆m and ∆̃mp = φ−1{∆mp}. We observe that ∆̃m is the image of the
singular simplex sm = φ−1 ◦ (amId) : ∆n → S and the faces ∆̃mp are the images of
the singular simplices smp = φ−1 ◦ (amId) ◦ κp : ∆n−1 → S , with ∂sm =

∑
p smp .

7.4.3. Construction. Using the boundedness assumption for ∆̃m , for allm = 0, 1, 2, . . . ,

we have, ∣∣∣∣∑
p

∫
∆̃mp

τ∆̃mp

∣∣∣∣ = ∣∣∣∣∑
p

∫
smp

τ∆̃mp

∣∣∣∣ 6 ∫
∆̃m

ς, (7.20)

where τ∆̃mp
is the restriction of τ∆̃m

to the p-th face. Using integration on singular
simplices ∫

∆̃m

ς =

∫
sm

ς =

∫
∆n

(T sm)∗(ς)1...,ndx1 · · ·dxn . (7.21)

By the mean value theorem for integration, there is a point qm ∈ ∆n such that∫
∆n

(T sm)
∗(ς)1...,ndx1 · · ·dxn =

1

n!
(T sm)

∗(ς)1...,n(qm), (7.22)

where 1/n! is themeasure of the n-simplex. Using xm = sm(qm) = φ−1◦(amId)(qm),
we have

(T sm)
∗(ς)1...,n(qm)

= (T sm)
∗(ς)(qm)(e1, . . . , en),

= ς(xm)
[
Tqm

(φ−1 ◦ (amId))(e1), . . . , Tqm
(φ−1 ◦ (amId))(en)

]
,

= ς(xm)
[
Tamqm

φ−1(ame1), . . . , Tamqm
φ−1(amen)

]
,

= an
mς(xm)

[
Tamqm

φ−1(e1), . . . , Tamqm
φ−1(en)

]
,

= an
m(Tφ

−1)∗(ς)(amqm)(e1, . . . , en),

(7.23)

where we applied

Tqm
(φ−1 ◦ (amId)) = TamId(qm)

φ−1 ◦ Tqm
(amId) = Tamqm

φ−1 ◦ (amId) (7.24)

which follows from Equation (5.25) and the linearity of amId. Thus,∫
∆̃m

ς =
an

m
n!

(Tφ−1)∗(ς)(amqm)(e1, . . . , en). (7.25)
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Similarly, using the mean value theorem for the integrals over ∆̃mp ,∫
∆̃mp

τ∆̃mp
=

∫
∆n−1

(T smp)
∗(τ∆̃mp

)1...,n−1dx1 · · ·dxn−1,

=
1

(n − 1)!
(T smp)

∗(τ∆̃mp
)1...,n−1(qmp),

(7.26)

for some point qmp ∈ ∆n−1.With xmp = smp(qmp) = φ−1 ◦ (amId) ◦ κp(qmp), one
has

(T smp)
∗(τ∆̃mp

)1...,n−1(qmp)

= (T smp)
∗(τ∆̃mp

)(qmp)(e1, . . . , en−1),

= τ∆̃mp
(xmp)

[
Tqmp

(φ−1 ◦ (amId) ◦ κp)(e1), . . .

. . . , Tqmp
(φ−1 ◦ (amId) ◦ κp)(en−1)

]
,

= an−1
m τ∆̃mp

(xmp)
[
Tamκp(qmp)

φ−1(ep1), . . .

. . . , Tamκp(qmp)
φ−1(epn−1)

]
.

(7.27)

To arrive at the third equality above we used

Tqmp
(φ−1 ◦ (amId) ◦ κp)(el) = Tamκp(qmp)

φ−1 ◦ Tκp(qmp)
(amId) ◦ Tqmp

κp(el),

= am Tamκp(qmp)
φ−1 ◦ T κp(el),

= am Tamκp(qmp)
φ−1(epl),

(7.28)

noting that Tqm
κp is independent of the point where it is evaluated and clearly,

Tκp(qmp)
(amId) = amId.

The balance equation (7.20) for the simplices ∆̃m assumes the form∣∣∣∣∣∣
∑

p

an−1
m

(n − 1)!
τ∆̃mp

(xmp)
[
Tamκp(qmp)

φ−1(ep1), . . . , Tamκp(qmp)
φ−1(epn−1)

]∣∣∣∣∣∣
6 an

m(Tφ
−1)∗(ς)(amqm)(e1, . . . , en). (7.29)

Dividing both sides of the inequality above by an−1
m , we take the limit of the equa-

tion asm → ∞. Noting that limm→∞ am = 0, limm→∞ xmp = x , limm→∞ amkp(qmp) =

0, one obtains from τ∆̃mp
(xmp) = txmp and the regularity assumption that∑

p
tx

[
T0φ−1(ep1), . . . , T0φ−1(epn−1)

]
= 0. (7.30)

As Spl = T0(φ−1)(epl), see (7.19), we can finally write∑
p

tx (Sp) = 0. (7.31)
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We conclude that all the assumptionsmade in Section 3.1 are satisfied. It follows
that at each point x ∈ S there is an (n − 1)-alternating tensor J (x) such that
tx (v1, . . . , vn−1) = J (x)(v1, . . . , vn−1). Equations (7.6) and (7.7) follow.

7.5. The Differential Balance Law. By the regularity assumption the Cauchy
mapping t is smooth. In addition, it follows from Cauchy’s theorem that the flux
(n − 1)-form J : S → ∧n−1(T ∗S ) satisfies J (x) = tx , and it follows that J is a
smooth form. For a given region R, using (7.6) in the balance equation (7.3) one
obtains ∫

∂R
T ι∗∂R(J ) +

∫
R
β =

∫
R
ς. (7.32)

We can apply Stokes’s theorem to the boundary integral above so that∫
R
dJ +

∫
R
β =

∫
R
ς. (7.33)

Since the equation above holds for an arbitrary region, we conclude that the balance
equation is equivalent to

dJ + β = ς (7.34)

—the differential balance law.

8. POKL?ORC?Q K@ FGTW?Q

8.1. Notes on Orientation. We collect here some notes regarding the orienta-
tion aspects of the foregoing analysis.

(1) We interpret τR(x)(v1, . . . , vn−1) as the infinitesimal flux of the property
out of the region R through the infinitesimal oriented simplex induced
by the positively oriented collection v1, . . . , vn−1. In case the collection
of vectors is negatively oriented, τR(x)(v1, . . . , vn−1) is interpreted as the
infinitesimal flux into the region.

(2) We defined

tx (v1, . . . , vn−1) = τR(x)(v1, . . . , vn−1) (8.1)

for any regionR such that the collection v1, . . . , vn−1 ∈ Tx∂R are positively
oriented. Thus, the order in which the collection is written, specifies the
orientation for which tx applies. At this point, for an odd permutation π ,
there is no relation between tx (v1, . . . , vn−1) and tx (vπ1, . . . , vπn−1).

(3) Assume thatR andR′ are two regions whose boundaries are tangent at x ∈
S , i.e., H = T ι∂R{Tx∂R} = T ι∂R ′{Tx∂R

′}. Assume also that the regionsR

and R′ induce opposite orientations on the hyperplane H . Consider the
collection of tangent vectors v1, . . . , vn−1 ∈ H which is positively oriented
relative to ∂R and negatively oriented relative to ∂R′. It follows that for
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an odd permutation π
τR(x)(v1, . . . , vn−1) = tx (v1, . . . , vn−1),

= J (x)(v1, . . . , vn−1),

= −J (x)(vπ1, . . . , vπn−1),

= −tx (vπ1, . . . , vπn−1),

= −τR ′(x)(vπ1, . . . , vπn−1),

(8.2)

where in the last line we used the assumption that vπ1, . . . , vπn−1 are pos-
itively oriented relative to ∂R′. This result exhibits the way that balance
implies that the flux density out ofR is the flux density enteringR′. In the
vector valued case this property implies Newton’s law of action and reac-
tion.

(4) The foregoing observationsmotivate the engineering practice, usedmainly
for internal forces) to associate with a hyperplane a pair of opposite fluxes
(τ,−τ ), which apply to the two possible orientations of the hyperplane.

8.2. Kinetic Fluxes and Kinematic Fluxes. Wedescribe here some of the prop-
erties of flux (n − 1)-forms that generalize familiar properties of flux vector fields
in the case where an inner product of vectors is available. First it is shown, how a
volume element, a weaker geometric structure than a Riemannian metric, enables
one to represent the flux form by a vector field.
Let θ be a volume element onS . Locally, for a positively oriented chart inS , θ

is of the form
θ1...n(x i )dx1 ∧ · · · ∧ dxn (8.3)

where θ1...n(x i ) > 0. Let v : S → T S be a vector field in S , represented lo-
cally by

∑
i v

i (x)∂/∂x i , then, using Example 4.6, the (n − 1)-form vy θ , (vy θ)(x) =
v(x)y θ(x) is represented locally by∑

k

(−1)k−1θ1...nv
kdx1 ∧ · · · ∧ d̂xk ∧ . . .dxn . (8.4)

Let J be an (n − 1)-flux form. The condition that J = vy θ may be written for the
local representation

∑
k J1...̂k...ndx1 ∧ · · · ∧ d̂xk ∧ . . .dxn as

J1...̂k...n = (−1)k−1θ1...nv
k . (8.5)

Since θ1...,n > 0, given J , there is a unique vector field v given locally by

vk = (−1)k−1 J1...̂k...n
θ1...n

. (8.6)

In other words, the volume element θ induces a vector bundle isomorphism

ιθ :

n−1∧
(T ∗S ) −→ T S (8.7)

whose inverse is given by ι−1
θ (v) = vy θ .

If a positive extensive property is under consideration, such as mass or entropy,
the density ρ of the property, a positive n-form,may be used as a volume element. It
follows that in such a case the vector field w = ιρ(J ) is physically meaningful. For
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example, for the case of the mass property, J indicates the flux of mass and w =

ιρ(J ), obtained by dividing the components of the mass flux (with the appropriate
sign) by the mass density, models the velocity of the mass particles. Therefore, for
a case where the volume element used is the positive density of the property under
consideration, it is natural to refer to w = ιρ(J ) as the kinematic flux, distinguishing
it from the kinetic flux J .
For a given volume element θ , letw = ιθ (J ) so that J = wy θ . Let v1, . . . , vn−1 be

linearly independent (or else the flux through the simplex [v1, . . . , vn−1]will vanish
independently of J). Since θ(u1, . . . , un) does not vanish if and only if u1, . . . , un
are linearly independent,

J (v1, . . . , vn−1) = θ(w, v1, . . . , vn−1) = 0 (8.8)

if and only if w may be represented as a linear combination of v1, . . . , vn−1. We
conclude that the flux through the simplex [v1, . . . , vn−1] vanishes if and only if the
subspace that the vectors span contains the kinematic flux w = ιθ (J ).

8.3. The Flux Bundle. We observe that the dependence of v = ιθ (J ) on the
choice of volume element θ as exhibited in Equation (8.6) is via multiplication by
a positive constant. It follows that the flux form J induces a 1-dimensional sub-
bundle of the tangent bundle FJ such that

(FJ )x =
{
ιθ(x)(J (x)) | θ(x) ∈

n∧
(TxS )

}
. (8.9)

Using (8.6), we may write locally

(FJ )x =
{

a
∑

k

(−1)k−1 J1...̂k...n
∂

∂xk | a ∈ R

}
. (8.10)

The orientation ofS as reflected in the sign of θ1...n for a positively oriented chart,
induces an orientation in FJ . We will refer to FJ as the flux bundle associated with
J . It is emphasized that the flux bundle is independent of the volume element.
Since for a ∈ R, a ̸= 0, the vector aw belongs to span{v1, . . . , vn−1} if and only

if w ∈ span{v1, . . . , vr }, it follows that the flux through a simplex [v1, . . . , vn−1]

vanishes if and only if (FJ )x is a subspace of span{v1, . . . , vn−1}. Furthermore, ifR
is a region, a collection of linearly independent vectors v1, . . . , vn−1 span Tx∂R. It
follows from the generalized Cauchy formula τR = T ι∗

∂R(J ) that τR(x) vanishes
if and only if the flux space (FJ )x is a subspace of Tx∂R. This is analogous to the
situation in the context of the classical formulation where the flux density though a
surface element vanishes if and only if the flux vector field is tangent to the surface
element.

8.4. Flow Potentials and Stream Functions. For the case where β = ς = 0,
the differential balance law (7.34) assumes the form dJ = 0. A differential form J
for which dJ = 0 is called closed. It follows from d2α = 0 (5.54) that for any (n − 2)-
form α, J = dα satisfies the differential balance equation. In such a case, we will
refer to α as the potential or stream function for the flux field J . This way, the Maxwell
2-form of electrodynamics induces the flux of the electric charge in the spacetime
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formulation (see Section 11). A form J is exact if it is given as J = dα for some form
α. Thus, every exact form is closed. Locally, the Poincarè Lemma (e.g., [AMR88,
pp. 435–437]) states that in some neighborhood of each point, every closed form is
exact. However, the problem of existence of a stream function for J defined on all
ofS is related to the global topological structure of the manifold. If the manifold
may be smoothly deformed into a point, every closed form is exact.
Clearly, the potential form α is not unique, using d2λ = 0, if an r-formω is exact,

i.e., ω = dα for an (r −1)-potential form α, then, for any (r −2)-form λ, α′ = α+dλ
is also a potential.

9. FO;H?Q, BK>X PKCIRQ, ;I> SL;=?RCH? SROT=RTO?

9.1. Frames, Balance and Fluxes in Spacetime. The discussion so far was re-
stricted to the case where the (n+1)-dimensional spacetime manifold E was mod-
eled as a Cartesian product of a time manifold T = R and an n-dimensional space
manifoldS , i.e., E = T ×S . This is a very restrictive assumption that contradicts
even theGalilean point of view of physics. In amore general situation, one assumes
the existence of local frames. A local frame Φ is an embedding

Φ : U ⊂ E −→ T × S , (9.1)

whereU is an open subset of E . A frameΦ is global in caseU = E . In the sequel we
will denote by ΦT and ΦS the two components of the frame and will write (t, x)
forΦ(e), e ∈ E . The domains of the local frames are assumed to cover E . It follows
that the foregoing analysis applies in the image of the a local frame.
In general, a local chart (φ,U) on the spacetime manifold E provides local world

coordinates (z1, . . . , zn+1). For the case where a local frameΦ is given, the local repre-
sentative Φ̃ ofΦ, is of the form (z1, . . . , zn+1) 7→ (t, x1, . . . , xn), where (x1, . . . , xn)

are local coordinates inS . In the sequel, given a frameΦ, wewill refer to (z1, . . . , zn+1)

as the frame coordinates if z1 = t is the time coordinate and for i > 1, zi = x i−1 are
local coordinates in some chart inS .
The tangent mapping TΦ : T E → T T × T S has two components TΦT and

TΦS . For u ∈ TeE , we will write uT = TΦT (u), uS = TΦS (u). As TtT = R,
T ∗

t T ∼= R, the natural base vector of T ∗
t T , t ∈ T , is the number 1, and T ∗

e ΦT (1)

will be denoted by dt . Writing ∂/∂t = (TeΦ)
−1(1, 0) it is noted that dt(∂/∂t) =

1(TeΦT (∂/∂t)) = 1 and dt(T −1
e Φ(0, v)) = 1(TeΦT (T −1

e F(0, v))) = 0, etc. For an
alternating tensor φ ∈ ∧r TxS we set φ˜= T ∗

e ΦS (φ). Note that

∂

∂t
y˜φ(v1, . . . , vr−1) = ˜φ

(
∂

∂t
, v1, . . . , vr−1

)
,

= φ(TeΦS ((TeΦ)
−1(1, 0)), TeΦS (v1), . . . , TeΦS (vr−1)),

= 0.

(9.2)
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Thus, given a global frame Φ, a time-dependent r-form φ, φ(t) ∈ Ωr (S ), induces a
form f = dt ∧φ˜ ∈ Ωr+1(E ). Using Equation (4.89) as well as the previous equation,

∂

∂t
y f = ∂

∂t
y (dt ∧ φ˜) = φ˜. (9.3)

This procedure may now be used to define b = dt ∧ β˜, s = dt ∧ ς˜. In addition,let the spacetime flux be defined by

J = −dt ∧ J˜+ ρ˜, (9.4)

where it is recalled that ρ is the density of the extensive property under consider-
ation. Let J and ρ be represented locally in the forms∑

k

J1...̂k...ndx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn

and ρ1...ndx1 ∧ · · · ∧ dxn , then, by Equation (4.112) J˜ and ρ˜ are represented locallyas ∑
k

J1...̂k...ndx˜1 ∧ · · · ∧ d̂xk˜ ∧ · · · ∧ dx˜n

and ρ1...ndx˜1 ∧ · · · ∧ dx˜n , respectively. It follows that the local representation of J
is of the form

−
∑

k

J1...̂k...ndt ∧ dx˜1 ∧ · · · ∧ d̂xk˜ ∧ · · · ∧ dx˜n + ρ1...ndx˜1 ∧ · · · ∧ dx˜n . (9.5)

In terms of frame coordinates, the local expression (9.5) for J is

−
n+1∑
k=2

J
1...k̂−1...ndz1 ∧ dz2 ∧ · · · ∧ d̂zk ∧ · · · ∧ dzn+1 + ρ1...ndz2 ∧ · · · ∧ dzn+1. (9.6)

so that

J2...n+1 = ρ1...n, and J1...̂k...n+1 = −J
1...k̂−1...n, for k > 1. (9.7)

To compare the role played by J in comparison with that of J , consider a region
R ⊂ E with boundary ∂R. Consider e ∈ ∂R and assume that TΦ{Te∂R} = {t} ×
TxS , i.e., the tangent space to the boundary is “spacelike”. Then, for v1, . . . , vn ∈
Te∂R,

J(v1, . . . , vn) = ∼ρ(v1, . . . , vn) − (dt ∧ ∼J )(v1, . . . , vn),

= ∼ρ(v1, . . . , vn),

= ρ(TΦS (v1), . . . , TΦS (vn)),

(9.8)

where the second term in the first line vanishes because dt(vi ) = 0, for all i =

1, . . . , n. On the other hand, if Te∂R contains ∂/∂t , {TΦS (v1), . . . , TΦS (vn)} can-
not contain n-linearly independent vectors so that ρ˜(v1, . . . , vn) = 0 and

J(v1, . . . , vn) = −(dt ∧ ∼J )(v1, . . . , vn). (9.9)
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In case vi = ∂/∂t ,

J(v1, . . . , vn) = −(−1)i−1(dt ∧ ∼J )(vi , v1, . . . , v̂i , . . . , vn),

= (−1)i ∂

∂t
y (dt ∧ ∼J )(v1, . . . , v̂i , . . . , vn),

= (−1)i
∼J (v1, . . . , v̂i , . . . , vn),

= (−1)i J (TΦS (v1), . . . , ̂TΦS (vi ), . . . , TΦS (vn)).

(9.10)

Thus, the spacetime flux J provides the flux density in accordance with the flux
field J .
Next, we present the way the balance equations are written in term of the space-

time forms. First, it is noted that using Equations (5.62) and (5.54)

dJ = d(−dt ∧ ∼J ) + d∼ρ,

= dt ∧ d∼J + d∼ρ.
(9.11)

Since ρ is represented locally in the form ρ1...ndx1∧· · ·∧dxn , the exterior derivative
dρ is represented by

∂ρ1...n

∂t
dt ∧ dx1 ∧ · · · ∧ dxn, (9.12)

and by the definition of β as the time derivative of ρ we obtain

dρ = dt ∧ β˜= b. (9.13)

Finally, the differential balance equation, (7.34) yields the spacetime version

dJ = s. (9.14)

Integrating the balance equation in spacetime over a region R ⊂ E and using
Stokes’s theorem, the integral version of the balance in spacetime is∫

∂R
ι∗
∂R(J) =

∫
R

s. (9.15)

It is natural therefore to set
tR = ι∗

∂R(J) (9.16)

and rewrite the integral balance equation in spacetime in the form∫
∂R

tR =

∫
R

s. (9.17)

We conclude that for any given frame the equations of balance in spacetime have
the same form as the equations of balance in space, and in fact, they are simpler in
the sense that there is no counterpart to the term containing β . The relations be-
tween the various spacetime forms on E and the corresponding forms onS make
no sense if we do not have a specific frame. However, if one postulates the balance
equation (9.17) in spacetime, the procedure of Section 7.4may be repeated yielding
the existence of the n-form J satisfying Equations (9.16) and (9.14) independently
of any frame. It is also noted that flux fields on E are naturally time-dependent.
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9.2. Worldlines. Let θ be a volume element in spacetime and letJbe a fluxfield on
E . Then, the isomorphism ιθ of Equation (8.7) induces a vector field w on E such
that wy θ = J. We will refer to an integral line of w as a worldline corresponding to
the property p for which J is the flux. Clearly, each worldline is a one-dimensional
submanifold of E . We want to show that as a submanifold, a worldline is indepen-
dent of the choice of volume element. Let θ ′ be another volume element. Then,
if the local representation of θ is of the form θ1...n+1dz1 ∧ · · · ∧ dzn+1, the local
representative of θ ′ is of the form a(zi )θ1...n+1dz1 ∧ · · · ∧ dzn+1, for a unique pos-
itive function a : E → R+. It follows from Equation (8.6) that the vector field
w′ = ιθ ′(J) is related to w = ιθ (J) by aw′ = w. The local systems of differential
equations for the integral lines corresponding to the two vector fields are

ċi (p) = wi (c j (p)) and ċ′i (p) = w′i (c′ j (p)) =
1

a(c′ j (p))
wi (c′ j (p)) (9.18)

where a superimposed dot indicates derivatives relative to the parameter p. Thus,
the equations for the worldlines corresponding to θ ′ are

a(c′ j (p))ċ′i (p) = wi (c′ j (p)). (9.19)

For a solution ci (p)of the equation on the left of (9.18), consider the reparametriza-
tion p′ = p′(p), satisfying the condition

dp′

dp
=

1

a(ci (p))
(9.20)

so that the reparametrization is invertible and dp/dp′(p′(p)) = a(ci (p)). Let ĉ be
the reparametrized curve ĉi (p′(p)) = ci (p) so that

dĉi

dp′ = a
dĉi

dp
. (9.21)

In view of the differential equations this may be written as

dĉi

dp′ (p′) = a(ĉ j (p′))w(ĉ j (p′)). (9.22)

Thus, the reparametrized solution ĉ j is the worldline of (9.19).
We conclude that a different choice of a volume element simply induces a reparametriza-

tion of the integral line. The tangent bundle of the worldline submanifold is clearly
the flux bundle. In terms of the theory of distributions—sub-bundles of the tan-
gent bundle—the one dimensional flux bundle is integrable, i.e., it is the tangent
bundle of a one dimensional manifold.

Example 9.1. Consider the case where a frame is given on E and assume that
J = 0. It follows from (9.5) that J is represented locally by

n+1∑
k=1

J1...̂k...n+1(z
i )dz1 ∧· · ·∧ d̂zk ∧· · ·∧dzn+1 = ρ1...n(zi )dz2 ∧· · ·∧dzn+1. (9.23)
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Thus,

J1...̂k...n+1 =

{
ρ1...n, k = 1,

0, k > 1.
(9.24)

Let θ be a volume element on E . Using Equation (8.6), it follows that, indepen-
dently of the choice of volume element, the last n local differential equations for
the integral lines are

dck

dp
= 0, k > 1, (9.25)

which imply that ck(p) = zk
0, k > 1, where z0 is the initial condition or the event

where the integral line originates.

9.3. Material Points, the Material Universe and Material Frames. The no-
tion of a material point is one of the basic elements of continuum mechanics. The
existence of material points has been motivated by the conservation of mass and
their basic properties are postulated in the principle of material impenetrability
which in its elementary version implies that two distinct material points do not
occupy the same event in spacetime. (See for example [Tru77].)
The foregoing discussion enables one to generalize the notion of a material

point. For a given extensive property whose balance in spacetime is reflected by
the flux n-form J in E , we will identify a material point with an integral line of the
flux bundle induced by J. It is implied that material points may be defined for ex-
tensive properties other than mass and that they may be considered even in cases
where the source term in the balance equation does not vanish. Thus, one could
define material points for the electric charge, for a growing biological body and for
the heat flux field, where the term “material point” is used only figuratively.
The collection ofmaterial points is traditionally referred to as thematerial universe.

It would be desirable if the material universe had a structure of a differentiable
manifold. Let θ be a volume element in E . We first note that it follows from the
result quoted in the last paragraph of Section 5.8 that for any point e0 ∈ E such that
J(e0) ̸= 0 there is a chart (φ,U0) in a neighborhood of e0 such that the vector field
ιθ (J) is represented locally by ∂/∂x1. Thus, theworldlines inU0may be represented
in the form z1(p) = z10 + p, zi (p) = zi

0, for i > 1, where zi
0 are the coordinates of

e0. We can assume without loss of generality that φ{U0} is convex. Consider the
collection F0 of of points in U0 such each e ∈ F0 is of the form (z10, z2, . . . , zn+1).
It follows that two distinct points on a single worldline cannot belong to F0 and
that z2, . . . , zn+1 parametrize the various worldlines. Thus, regarding worldlines
as material points, F0 is a local n-dimensional submanifold of E which contains
the material points in the neighborhood. Each event in U0 may be represented by
(p, X), p ∈ (a, b) , X ∈ F0. We may refer to the mapping Φ : U0 ⊂ E → (a, b)× F0

as a local material frame. Clearly, the choice of volume element does not change the
material frame in any significant way. It may only change the values determining
the interval (a, b).
Considering the material universe from the global point of view, we define the

equivalence relation e1 ∼ e2 if e1 and e2 are on the sameworldline so that an equiv-
alence class is a material point. Thus, the material universe may be defined as the
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quotient set E / ∼. The situation discussed above need not be extendable to a
product of the material universe and the real axis. In other words, global mate-
rial frames do not exist necessarily. For example, consider a vector field on the
two-dimensional torus that winds around the torus an irrational number of times.
In such a case, the flow “mixes” the material points in such a way that a manifold
structure cannot be assigned to the collection of integral lines.

10. SRO?QQ?Q

10.1. Force Fields on ManifLolds. In the traditional formulation of continuum
mechanics, set in a Euclidean space, one integrates the body force field and the
surface force field to obtain their resultants. This is possible because in a Euclidean
space one can transport vectors from one point to another and then add them up in
a natural way. As mentioned in Section 5.3, for the general geometry of differential
manifolds there is no natural way to compare tangent vectors belonging to two
distinct tangent spaces. It follows that the basic definitions of force fields should
be revised. The point of view adopted here is that the value of a force field at a point
in space acts on the value of a generalized velocity field at that point to produce the
power density. In accordance with classical mechanics of mass particles, the power
depends linearly on the velocity. We will show how these general ideas lead to
natural definitions of force fields for general manifolds.
The power density should be integrated over the appropriate manifold in or-

der to yield the total power, a real number. Thus, the theory of integration of
forms over manifolds implies that the power density over a manifold of dimension
d should be represented by a d-form over that manifold. Thus, for a region R in
S , a power density on R should be an n-form defined on R and a power density
on ∂R should be modeled by an (n − 1)-form on ∂R.
LetM be a d-dimensional orientable manifold representing either the physical

space S (assuming a particular frame is given) or the event world (spacetime) E .
As discussed in Example 5.7, we regard generalized velocity fields over M as sections
of some given vector bundle π : W → M . In particular, for the case where M is
either the physical space or spacetime, consider an extensive property for which the
generalized Cauchy’s postulates (Section 7.4) hold. Then, given a volume element,
the kinematic flux, a vector field over the corresponding manifold, may serve as an
example of a generalized velocity—the generalized velocity of the material points
induced by the flux form as in Section 9.3. Furthermore, in order to abandon the
dependence on the choice of volume element, the kinetic flux form itself may be
taken as an example of a section representing a generalized velocity. In this case, a
generalized velocity w is a section of W =

∧n(T ∗E ), where n + 1 is the dimension
of E .
LetR be a compact d-dimensional admissible region (a smooth orientable sub-

manifold or a chain) in M with boundary ∂R. As in Section 5.6, L
(
W,

∧d T ∗R
)

denotes the vector bundle whose fiber at x is the space of linear mappings Wx →∧d T ∗
x R. In analogy with the scalar valued fluxes discussed in Section 7.1 a body force

field onR is a sectionbR : R → L(W,
∧d(T ∗R)) so that the total power expended
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by the body force for a velocity field w : R → W is

P =

∫
R
bR(w). (10.1)

A boundary force field, or a surface force field, on ∂R is a section

tR : ∂R → L
(
W,

d−1∧
(T ∗∂R)

)
, (10.2)

where we wroteW instead ofW |∂R for the sake of simplicity. Thus, for any (d −1)-
dimensional submanifold D of ∂R, the power expended by the surface force for a
velocity field u defined on ∂R is given by

P =

∫
D
tR(u). (10.3)

The total power expended by both the body force and surface force over the region
R and its boundary for the virtual velocity field w is therefore

P = FR(w) =

∫
R
bR(w) +

∫
∂R

tR(w). (10.4)

Using the scheme of notation of Section 5.4.3, an elementw ofW is represented
under a vector bundle chart in the forms (x1, . . . , xd , w1, . . . , wm) and

∑
r w

r gr ,
where m is the dimension of the typical fiber of the vector bundle and gr are the
local base vectors induced by the vector bundle chart. A section ofW is represented
therefore in the forms

(x1, . . . , xd , w1(x i ), . . . , wm(x i ))

and
∑

r w
r (x i )gr . An element b of L(W,

∧d(T ∗R)), is represented by (x i ,b1...dr )

or ∑
r

b1...drdx1 ∧ · · · ∧ dxd ⊗ gr

so that b(w) is represented by (x i ,
∑

r b1...drw
r ) or∑

r
b1...drw

rdx1 ∧ · · · ∧ dxd ,

which gives the representation of body forces and their action. Similarly, for local
coordinates yl on ∂R, a surface force t is represented in the form (yl , t1...(d−1)r (yq)

or ∑
r

t1...(d−1)rdy1 ∧ · · · ∧ dyd−1 ⊗ gr

so that t(u) is represented by (yl ,
∑

r t1...(d−1)r ur ) or∑
r

t1...(d−1)r urdy1 ∧ · · · ∧ dyd−1.
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10.2. Vector-Valued Alternating Tensors and Forms. Wenowextend the dis-
cussion in Section 5.6 concerning vector valued forms. Wewill denote by

∧r (V∗,W)

the vector space of alternating r-multilinear mappings from the vector space V to
the vector spaceW. In particular,

∧r V∗ =
∧r (V∗,R). Thus, if {gp}, p = 1, . . . ,m

is a basis of W, so that each element of W is of the form w =
∑

p w
pgp , then,

T ∈ ∧r (V∗,W), is represented by the collection of alternating real valued tensors{
T p ∈ ∧r V∗} as

T (v1, . . . , vr ) =

m∑
p=1

T p(v1, . . . , vr )gp. (10.5)

If {ei }n
i=1 is a basis of V, the real valued tensor T p is represented as

T p =
∑
(α)

T p
α1...αr eα1 ∧ · · · ∧ eαr (10.6)

so that using Equation (4.27)

T p(v1, . . . , vr ) =
∑
(α),I

T p
α1...αr v

i1
1 · · · vir

r ε
α
I (10.7)

and
T (v1, . . . , vr ) =

∑
p,(α),I

T p
α1...αr v

i1
1 · · · vir

r ε
α
I gp. (10.8)

If one considers T ∈ ∧r (V∗,W∗) instead of
∧r (V∗,W) so the dual basis {g p}

is used, Equation (10.8) is replaced by

T (v1, . . . , vr ) =
∑

p,(α),I

Tα1...αr pv
i1
1 · · · vir

r ε
α
I g p. (10.9)

Let T ∈ ∧r (V∗,W∗), and w ∈ W so that for v1, . . . , vr ∈ V, T (v1, . . . , vr )(w) ∈ R

is given by
T (v1, . . . , vr )(w) =

∑
p,(α),I

Tα1...αr pv
i1
1 · · · vir

r ε
α
I w

p. (10.10)

One may consider the mapping

T tr : W −→
r∧
V∗ (10.11)

satisfying

T tr(w)(v1, . . . , vr ) = T (v1, . . . , vr )(w) =
∑

p,(α),I

Tα1...αr pv
i1
1 · · · vir

r ε
α
I w

p. (10.12)

From the component representation above, it is clear that T tr is linear and that

T tr(w) =
∑
p,(α)

Tα1...αr pw
peα1 ∧ · · · ∧ eαr . (10.13)

For any two vector spaces V0, andW0, the vector space of linear mappings V0 to
W0 is

L
(
V0,W0

)
= W0 ⊗ V∗

0 (10.14)
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and so

T tr ∈ L
(
W,

r∧
V∗) = r∧

V∗ ⊗ W∗. (10.15)

The transposition operator, T 7→ T tr,

tr :
r∧
(V∗,W∗) −→ L

(
W,

r∧
V∗) = r∧

V∗ ⊗ W∗ (10.16)

is clearly an isomorphism. For an element S ∈ L
(
W,

∧r V∗), we will use the nota-
tion ST = tr−1(S), so that

ST(v1, . . . , vr )(w) = S(w)(v1, . . . , vr ). (10.17)

The foregoing discussion may be applied to the fibers of two vector bundles V
andW over a manifoldM . Thus, a vector bundle valued differential form T will be
a section of

∧r (V ∗,W ) whose fiber at x ∈ M is
∧r (V ∗

x ,Wx ). Extending Equation
(10.16) to vector bundles we have the analog isomorphism

tr :
r∧
(V ∗,W ∗) −→ L

(
W,

r∧
V ∗) = r∧

V ∗ ⊗ W ∗. (10.18)

The definitions above may be applied to the body force field bR , a section of
L(W,

∧d(T ∗R)), so that bT
R is a section of

∧d(T ∗R,W ∗). While, bR(x)(w(x)) is
interpreted as the power density at x , bT

R(x)(v1, . . . , vd)may be interpreted as the
resultant of the body force acting on the simplex defined by the vectors v1, . . . , vd .
The analogous observations hold for the surface force tR ; tT

R is a section of
∧d−1(T ∗∂R,W ∗)

and tT
R(y)(v1, . . . , vd−1) is interpreted as the resultant of the surface force acting

on the simplex on the boundary at y defined by the vectors v1, . . . , vd−1.
It is noted that in general, there is no definition for the exterior derivative of

differential forms valued in a vector bundle.

10.3. Traction Stresses and Cauchy’s Formula on Manifolds. This section
introduces the analog of the Cauchy fluxes of Section 7.2 to the case of force fields.
The analog of a flux form associated with a given extensive property is a traction stress
field. A traction stress is a section σ of L

(
W,

∧d−1 T ∗M
)
. Thus, for a section w of

W , the (d − 1)-form σ (w), σ (w)(x) = σ (x)(w(x)), is a flux field representing a flux
of power. Given an oriented (d − 1)-submanifold D ⊂ M , the (d − 1)-form σ (w)

may be restricted to vectors tangent to D using the inclusion ιD : D → M so that

ρD = T ι∗D : Ωd−1(M ) −→ Ωd−1(D), (10.19)

with

ρD(σ (u))(v1, . . . , vd−1) = σ (u)(T ιD(v1), . . . , T ιD(vd−1)). (10.20)

The total power expended over D for the vector field u : D → W |D is given by

P =

∫
D
ρD(σ (u)). (10.21)

Since the transposed σ T, as in (10.17), is a W ∗-valued (d − 1)-form satisfying

σ T(v1, . . . , vd−1)(w) = σ (w)(v1, . . . , vd−1), (10.22)
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one has

ρD(σ
T)(v1, . . . , vd−1) = σ T(T ιD(v1), . . . , T ιD(vd−1)) ∈ W ∗. (10.23)

It follows that for a regionR inM , ρ∂R(σ T) is a W ∗-valued (d − 1)-form on ∂R.
We conclude that a traction stress σ induces on ∂R a surface force field tR by

tT
R = ρ∂R(σ T) (10.24)

—theCauchy formula for traction stresses. We note that Cauchy’s formula (10.24)
is equivalent to the statement that for each vector field u,

tR(u) = ρ∂R(σ (u)). (10.25)

In analogy with the situation for scalar valued fluxes in Section 8.1, we observe
that the section t : D → L

(
W,

∧d−1 T ∗D
)
given by tT = ρD(σ

T) is well defined for
every (d − 1)-dimensional submanifold D. However, the meaning of the integral
of t(u), for a velocity field u over D, depends on the orientation chosen for D. The
orientation of ∂R is automatically determined by the requirements thatR inherits
its orientation from M and by the definition of the orientation of the boundary
of a region. Writing the dependence of the induced surface force on the orienta-
tion assigned to an arbitrary surface, has been a standard practice in engineering
mechanics analysis for a long time.
As a section of L

(
W,

∧d−1 T ∗M
)
, a traction stress σ , is represented locally in

the form (x i , σ1...̂k...dr (x
j )) or∑

k,r

σ1...̂k...dr (dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd) ⊗ gr . (10.26)

The transposed, σ T, is represented by∑
k,r

σ1...̂k...dr gr ⊗ (dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd) (10.27)

and σ (u) is represented locally by∑
k,r

σ1...̂k...dr urdx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd . (10.28)

10.4. The Power in Terms of the Traction Stresses. For a traction stress field
σ , the power of the induced surface force tR corresponding to a generalized velocity
field u on ∂R may be written now as

P =

∫
∂R

tR(u) =
∫
∂R
ρ∂R(σ (u)),

=

∫
R
d(σ (u)),

(10.29)

so that

FR(w) =

∫
R
bR(w) + d(σ (w)). (10.30)



NOTES ON METRIC INDEPENDENT ANALYSIS OF CLASSICAL FIELDS 85

Using the local representation of σ (w) in (10.28), the local expression for d(σ (w)))
is ∑

k,r

(−1)k−1 (σ1...̂k...drw
r )
,k dx1 ∧ · · · ∧ dxd

=
∑
k,r

(−1)k−1
(
σ1...̂k...dr,kw

r + σ1...̂k...drw
r
,k

)
dx1 ∧ · · · ∧ dxd . (10.31)

It is observed therefore that in the expression (10.30) for the total power, the in-
tegrand depends linearly on both components of w and their derivatives. In other
words, the integrand is linear in the jet j(w) of the the velocity field (see Section
5.7). In traditional continuum mechanics one obtains that the power of the exter-
nal forces is equal to the power that the stresses perform on the derivatives of the
velocity fields. In the general geometry of manifolds, one cannot disassociate the
values of the derivatives of the vector field from the values of the vector field itself.

10.5. Forces and Stresses for Kinematic Fluxes. Consider the case where the
generalized velocity field represents the velocity field ofmaterial points in the phys-
ical spaceS . For a configuration κ : B → S , the fieldw is a section of the pullback
of the tangent bundle κ∗(T S ) as in Example 5.7, and so W = κ∗(T S ) . Hence, a
traction stress is a section σ of L

(
κ∗(T S ),

∧d−1 T ∗B
)
and it is represented locally

in the form ∑
k,r

σ1...̂k...dr (dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd) ⊗ dyr . (10.32)

Here, {dyr } are the dual base vectors in (κ∗(T S ))∗x ∼= T ∗
κ(x)S corresponding to the

basis {∂/∂yr } of (κ∗(T S ))x ∼= Tκ(x)S . Given a volume element θ on B and the
isomorphism ιθ :

∧n−1(T ∗B) −→ T B as in (8.7), we may represent the stress σ by
ιθ ◦ σ , a section of L

(
κ∗(T S ), T B

)
. Using (8.6), ιθ ◦ σ is represented locally by

∑
k,r

(−1)k−1 σ1...̂k...dr
θ1...d

∂

∂xk ⊗ dyr , (10.33)

where θ1...ddx1 ∧ · · · ∧ dxd is the local representation of θ .
As observed by Noll [Nol59], a reference configuration is a chart for the body

manifold B. If the stress were a tensor, a section of L
(
κ∗(T S ), T B

)
, this would

be reflected in its transformation rule under a change of chart. It is well known
however that under a change of reference configuration (e.g., from the current con-
figuration to some other reference configuration), the stress transforms using the
Piola transform involving the Jacobian determinant. A volume element θ (e.g., the
one induced by a reference configuration or the one induced by a mass density)
enables the representation by a tensor. The last equation is analogous to the defi-
nition of the Kirchhoff stress, the counterpart of our σ , on the basis of the Cauchy
stress tensor, corresponding to ιθ ◦ σ .
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10.6. Force Fields and Traction Stresses for Kinetic Fluxes. This section is
concerned with the situation where a generalized velocity field is a kinetic flux J
onM represented locally, as in Equation (7.9), in the form∑

k

J1...̂k...ddx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd . (10.34)

This situation is relevant if one does not assume the existence of material points
a priori, but obtains the kinetic flux from the balance of some extensive property
as in Section 9. In addition, given a volume element θ , a vector field v induces a
kinetic flux vy θ . For example, in the case of classical continuum mechanics, one
may use the mass density as a volume element.
In light of Example 4.5, for the case of generalized velocities modeled by kinetic

fluxes the action b(J ) of a body force density b is represented in the form b(J ) =
α ∧ J for a unique 1-form α .
A traction stress will be a section of

L
(d−1∧

T ∗M ,

d−1∧
T ∗M

)
=

d−1∧
T ∗M ⊗

(d−1∧
T ∗M

)∗
. (10.35)

From the discussion onmultivectors, in particularEquation (4.28), a basis of
(∧d−1 T ∗M

)∗

which is dual to the basis {dx1 ∧ · · · ∧ d̂xr ∧ · · · ∧ dxd}d
r=1 is{

∂

∂x1
∧ · · · ∧ ∂̂

∂xr ∧ · · · ∧ ∂

∂xd

}d

r=1

. (10.36)

Hence, σ is represented locally in the form∑
k,r

σ
1...̂r ...,d
1...̂k...d

(dx1∧· · ·∧ d̂xk ∧· · ·∧dxd)⊗
(
∂

∂x1
∧ · · · ∧ ∂̂

∂xr ∧ · · · ∧ ∂

∂xd

)
(10.37)

and σ (J ) is represented locally as∑
k,r

σ
1...̂r ...,d
1...̂k...d

J1...̂r ...ddx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd . (10.38)

Let θ be a given volume element onM . Then, θ induces an isomorphism

L
(d−1∧

T ∗M ,

d−1∧
T ∗M

) −→ L
(
T M , T M

)
(10.39)

given by
σ 7−→ ιθ ◦ σ ◦ ι−1

θ . (10.40)

Thus, a volume element enables the representation of a traction stress that is dual
to kinetic-flux fields by a linear mapping T M → T M . Let σ̃ = ιθ ◦ σ ◦ ι−1

θ be
expressed locally as ∑

k,r

σ̃ k·r
∂

∂xk ⊗ dxr (10.41)
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so that σ̃ k·r = dxk(σ̃ (∂/∂xr )). Using (8.6) one has

σ̃ k·r = dxk
(
ιθ ◦ σ ◦ ι−1

θ

(
∂

∂xr

))
,

= (−1)r−1θ1...ddxk
(
ιθ ◦ σ (dx1 ∧ · · · ∧ d̂xr ∧ · · · ∧ dxd)

)
,

= (−1)r−1θ1...ddxk ιθ

(∑
l

σ
1...̂r ...,d
1...̂l...d

dx1 ∧ · · · ∧ d̂x l ∧ · · · ∧ dxd

)
,

= (−1)r−1θ1...d
∑

l

dxk

(
(−1)l−1

θ1...d
σ
1...̂r ...,d
1...̂l...d

∂

∂x l

)
,

= (−1)r+kσ
1...̂r ...,d
1...̂k...d

.

(10.42)

It follows that the isomorphism of Equation (10.39) is actually independent
of the choice of volume element. In other words, the equation above represents
a natural isomorphism between L

(∧d−1 T ∗M ,
∧d−1 T ∗M

)
and L

(
T M , T M

)
=

T M ⊗ T ∗M . An isomorphism

ι : T M ⊗ T ∗M −→ L
(d−1∧

T ∗M ,

d−1∧
T ∗M

)
(10.43)

can be constructed without using provisionally a volume element as follows. Con-
sider σ̃ ∈ T M ⊗ T ∗M represented by

∑
k,r σ̃

k·r∂/∂xk ⊗ dxr . For any flux form J ,
represented as in (10.34), set

ι(σ̃ )(J ) =
∑
k,r

σ̃ k·r
∂

∂xk
y (dxr ∧ J ). (10.44)

Since the exterior product is bi-linear and the contraction is linear, ι(σ̃ ) is indeed
linear in J . To show that Equation (10.42) is indeed a representation of ι as defined
by (10.44) we use the representation (10.34) and obtain

ι(σ̃ )(J ) =
∑
k,r

σ̃ k·r
∂

∂xk
y

dxr ∧
∑

p
J1... p̂...ddx1 ∧ · · · ∧ d̂x p ∧ · · · ∧ dxd

 ,
=
∑
k,r

σ̃ k·r
∂

∂xk
y
(
(−1)r−1 J1...̂r ...ddx1 ∧ · · · ∧ dxd

)
,

=
∑
k,r

σ̃ k·r (−1)r−1(−1)k−1 J1...̂r ...ddx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd ,

=
∑
k,r

(−1)r+k σ̃ k·r J1...̂r ...ddx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd .

(10.45)

Comparing the last equation with (10.38), the result of Equation (10.42) follows,
It seems to us quite intriguing that in spite of the various generalizations per-

taining to the other variables, for the case under consideration, the traction stress
is represented as a tensor in the traditional sense.
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10.7. Cauchy’s Theorem for Traction Stresses. In analogy with Section 7.4, we
lay down the assumptions that will be used in the proof of Cauchy’s theorem for
traction stresses on manifolds. Then, we state the theorem and prove it.
We consider the collection {tR} for the various admissible regions R ⊂ M so

that each tR is a smooth section of L
(
W |∂R,

∧d−1(T ∗∂R)
)
.

Assumption 1: Boundedness. There is a section ξ of L
(
J (W ),

∧d(T ∗M )
)
such that for

eachR, ∣∣∣∣∫
∂R

tR(w|∂R)

∣∣∣∣ 6 ∫
R

∣∣ξ( j(w))
∣∣ , (10.46)

for every smooth section of W . In the sequel we will use the notation tR(w) freely
and will omit the indication of the restriction to the boundary.

Remark 10.1. In view of Section 5.7, a section ξ of L
(
J (W ),

∧d(T ∗M )
)
is repre-

sented locally in the form

(x i ) 7−→ (x i , ξ1...dp(x i ),Ξ
j
1...dq(x

i )) (10.47)

so that the n-form ξ( j(w)) is represented locally as∑
p, j

(ξ1...dpw
p + Ξ

j
1...dpw

p
, j )dx1 ∧ · · · ∧ dxd . (10.48)

Cauchy’s postulate of locality for stresses is a straightforward analog of the one
corresponding to fluxes.

Assumption 2: Cauchy’s Postulate of Locality. Let v1, . . . , vn−1 ∈ TxM , x ∈ M , be a collec-
tion of n − 1 vectors. LetR be any region such that x ∈ ∂R, v1, . . . , vn−1 ∈ Tx∂R,
and the collection of vectors is positively oriented relative to the orientation of ∂R.
Then, tT

R(x)(v1, . . . , vn−1) is independent ofR.
Cauchy’s postulate implies that for the given point x ∈ M , tR(x) depends on

R only through the tangent space Tx∂R and the orientation induced on it. This
makes it possible to define a mapping

Σx : (TxM )d−1 −→ W ∗
x (10.49)

such that for any collection v1, . . . , vn−1 ∈ TxM ,

Σx (v1, . . . , vd−1) = tT
R(x)(v1, . . . , vd−1) (10.50)

for any region R such that the collection (v1, . . . , vd−1) ∈ (Tx∂R)d−1 is positively
oriented. Thus, the order in which the collection is written, specifies the orienta-
tion for which the action of Σx applies. At this point, for an odd permutation π ,
there is no relation between Σx (v1, . . . , vd−1) and Σx (vπ1, . . . , vπd−1). It is noted
thatΣx (v1, . . . , vd−1) depends only on the multi-vector v = v1 ∧ · · · ∧ vd−1. Thus,
we have a fiber preserving mapping between vector bundles,

Σ : T d−1S −→ W ∗, such that Σ |(TxM )d−1 = Σx . (10.51)

The second locality postulate pertains to the body force. It is assumed that
bR(x), x ∈ M is independent of R. Thus, we will simply use b for the body force
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in what follows. While this locality postulate is not needed in the proof of Cauchy’s
theorem for traction stresses, it will be used in our subsequent analysis.

Assumption 3: Regularity. The mapping Σ is smooth.
We refer to the collection {tR} for the various regionsR satisfying the foregoing

assumptions as a system of Cauchy surface forces. These assumptions make it possible to
prove Cauchy’s theorem for traction stresses on manifolds, i.e., to prove that there
exists a unique traction stress σ such that (10.24) and the equivalent (10.25) hold.
Consider a generic point x0 ∈ M and a vector bundle chart (Φ, φ,U) with co-

ordinates (x i , u p), i = 1, . . . , d , p = 1, . . . ,m, in an open neighborhood U of x0.
The local base vectors in π−1{U } will be denoted as {gp} so that the restriction of
a section w of W to U may be written in the form

∑
p w

p(x i )gp .
We want to prove that Σx0 is multilinear and alternating, i.e., that tT

R(x0) is
the restriction to (Tx0∂R)d−1 of a multilinear alternating mapping on (Tx0M )d−1.
With this objective in mind, we construct for each p = 1, . . . ,m a Cauchy flux
system {τpR} for which Cauchy’s theorem for fluxes of Section 7.4 may be applied.
Let ψ : U → [0, 1] be a smooth function having the following properties. (a) ψ

is compactly supported inU . (b) There is an open neighborhood V of x0 such that
V ⊂ U and for each x ∈ V , ψ(x) = 1. Thus, ψ decreases from 1 to 0 in the subset
of U outside V . For each p = 1, . . . ,m, we define the section w(p) of W by

w(p)(x) = ψ(x)gp for x ∈ U, and w(p)(x) = 0 for x /∈ U. (10.52)

By the definition of the cutoff function ψ , w(p) is evidently a smooth field. Letting
ψ̃ be the local representative of ψ in U , then, locally, wl

(p)(x
i ) = ψ̃(x i )δl

p , wl
(p), j =

ψ̃ , jδ
l
p .

For each regionR and p = 1, . . . ,m, consider the flux distribution τpR defined
by

τpR = tR(w(p)), (10.53)

so that

τpR(x)(v1, . . . , vd−1) = tR(x)(w(p)(x))(v1, . . . , vd−1),

= Σx (v1, . . . , vd−1)(w(p)(x)).
(10.54)
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To show that {τpR} satisfy the boundedness condition of Section 7.4, we observe
that ∣∣∣∣∫

∂R
τpR

∣∣∣∣ = ∣∣∣∣∫
∂R

tR(w(p))

∣∣∣∣ ,
6
∫

R

∣∣ξ( j(w(p))
∣∣ ,

=

∫
R∩U

∣∣ξ( j(w(p))
∣∣ ,

=

∫
φ(R∩U)

∣∣ξ1...dpψ̃ + Ξ
j
1...dpψ̃ , j

∣∣dx1 · · ·dxd ,

6
∫
φ(R∩U)

C
(∣∣ξ1...dp

∣∣+∑
j

∣∣Ξ j
1...dp

∣∣)dx1 · · ·dxd ,

6
∫
φ(R∩U)

ς(p)1...ddx1 · · ·dxd ,

=

∫
R
ς(p),

(10.55)

where in the fifth line, the constant C exists because ψ̃ ,i is different from zero in a
compact set and and maxx ψ(x) = 1. In the sixth line,

ς(p)1...d(x
i ) = C

(∣∣∣ξ1...dp(x i )
∣∣∣+∑

j

∣∣Ξ j
1...dp(x

i )
∣∣), x ∈ U ; (10.56)

ς(p) is the compactly supported d-form on M such that ς(x) is represented by
ς(p)1...ddx1 ∧ · · · ∧ dxd for x ∈ U and ς(x) = 0 for x /∈ U .
The flux system {τpR} satisfies the locality assumption because

τpR(x)(v1, . . . , vd−1) = tR(x)(w(p))(v1, . . . , vd−1),

= tT
R(x)(v1, . . . , vd−1)(w(p)),

(10.57)

which by the locality assumption for surface forces is independent of R as long as
(v1, . . . , vd−1) is a positively oriented collection of vectors tangent to ∂R.
Let tp : T d−1M −→ R be the Cauchy-Whitney mapping corresponding to the

flux system {τpR}. We have to show that tp is smooth. Independently of the region
R to which the collection of tangent vectors is positively oriented, one has

tp(x, v1, . . . , vd−1) = τpR(x)(v1, . . . , vd−1),

= tT
R(x)(v1, . . . , vd−1)(w(p)(x)),

= Σ(x, v1, . . . , vd−1)(w(p)(x)).

(10.58)

Since Σ is assumed to be smooth and w(p) is smooth by its construction, so is tp .
Cauchy’s theorem for fluxes implies now that for each p there is a flux form

σp ∈ Ωd−1(M ) such that τpR(x0) = ρ∂R(σp(x0)). Using the definition (10.53),

tR(x0)(gp) = tR(x0)(w(p)(x0)),

= ρ∂R(σp(x0)),
(10.59)
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and it follows that

tR(x0)(w0) = tR(x0)
(∑

pw
p
0 gp

)
,

=
∑

p
w

p
0 tR(x0)(gp),

=
∑

p
w

p
0 ρ∂R(σp(x0)).

(10.60)

Defining the section σ of L
(
W,

∧d−1(T ∗M )
)
by

σ (w) =
∑

p
w pσp, (10.61)

we obtain

ρ∂R(σ T(x0))(v1, . . . , vd−1)(w0) = σ (x0)(w0)(T ι∂R(v1), . . . , T ι∂R(vd−1)),

=
∑

p
w

p
0 ρ∂R(σp(x0))(v1, . . . , vd−1),

= tT
R(x0)(v1, . . . , vd−1)(w0),

(10.62)

which is the required Cauchy formula (10.24).

10.8. Variational Stresses. Continuing the observations made in Section 10.4,
we conclude that the total power of the body force and surface force for a region
R is given by

FR(w) =

∫
R
b(w) + d(σ (w)). (10.63)

The local expression for the integrand is∑
k,r

[(
b1...dr + (−1)k−1σ1...̂k...dr,k

)
wr + (−1)k−1σ1...̂k...drw

r
,k

]
dx1 ∧ · · · ∧ dxd .

(10.64)
It is noted that the values of the d-form in the expression above are linear in the
local representatives (wk, wl

,i ) (cf. Section 5.7) of j(w). Thus, there is a section S

of L
(
J (W ),

∧d(T ∗M )
)
such that b(w) + d(σ (w)) = S( j(w)). We will refer to S as

the variational stress. This may be summarized by

FR(w) =

∫
R
b(w) + d(σ (w)) =

∫
R
b(w) +

∫
∂R

tR(w) =

∫
R

S( j(w)). (10.65)

which is the metric independent version of the principle of virtual power. In contrast
with the classical version of the principle of virtual work, for the metric indepen-
dent analysis one has to make a distinction between the traction stress σ that in-
duces the surface traction using the generalizedCauchy formula and the variational
stress which determines the density of the power via the principle of virtual power.
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Observing Remark 10.1, S is represented locally in the form (x i , R1...dp, Sk
1...dp)

or equivalently∑
p

R1...dp(dx1 ∧ · · · ∧ dxd) ⊗ g p,
∑
k,p

Sk
1...dp(dx1 ∧ · · · ∧ dxd) ⊗ ∂

∂xk ⊗ g p


(10.66)

so that S( j(w)) is represented locally by∑
p

R1...dpw
p +

∑
k,p

Sk
1...dpw

p
,k

dx1 ∧ · · · ∧ dxd . (10.67)

Since the principle of virtual power holds for any regionR and virtual velocity field
w, it follows from the smoothness of the various fields and the local representation
of (10.64) and (10.67) that

R1...dr = b1...dr +
∑

k

(−1)k−1σ1...̂k...dr,k,

Sk
1...dr = (−1)k−1σ1...̂k...dr .

(10.68)

Using the second equation above, the first equation may be written in the form

b1...dr = R1...dr −
∑

k

Sk
1...dr,k . (10.69)

As an element of the space of sections of L
(
J (W ),

∧d T ∗M
)
, a variational stress

S induces the form ST ∈ Ωd(T ∗M , J (W )∗) which assumes values in the dual of the
jet bundle and is defined by

ST(v1, . . . , vd)(E) = S(E)(v1, . . . , vd). (10.70)

It is noted that for a velocity field w, the components wr
,k of the jet j(w) do not

represent an invariant geometrical object unless they are in conjunction with the
components wi . On the other hand, the second of Equations (10.68) and the fact
that the traction stress is an invariant object, imply that the dual components Sk

1...dr
do represent an invariant object which we describe below. In the terminology of
[Pal68], the components Sk

1...,dr represent the symbol of S, where S is regarded as
a linear differential operator.
To present the relations without recourse to local representation we construct a

surjective vector bundle morphism

pσ : L
(

J (W ),

d∧
T ∗M

)
−→ L

(
W,

d−1∧
T ∗M

)
. (10.71)

that associates with every variational stress S a traction stress σ = pσ ◦ S which we
also write as pσ (S).
Using the linear jet projection mapping π1 : J (W ) → W , consider the vertical

sub-bundle V J (W ) = Kernelπ1. Since π1 is represented locally by (x i , u p, Aq
k ) 7→

(x i , u p), an element of V J (W ) is represented locally in the form (x i , 0, Aq
k ). In

other words, the fiber V J (W )x0 contains jets of sections of W that vanish at x0. It
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is noted that there is a natural vector bundle isomorphism V J (W ) ∼= L
(
T M ,W

)
by which an element of V J (W ) is represented in the form (x i , Aq

k ). We use ιV :

V J (W ) ↩→ J (W ) to denote the inclusion of the vertical sub-bundle—a vector bun-
dlemorphism overM represented by (x i , Aq

k ) 7→ (x i , 0, Aq
k ). Then, the dual vector

bundle morphism ι∗V : J (W )∗ → (V J (W ))∗ ∼= L
(
W, T M

)
is a projection repre-

sented locally in the form (x i , ξp,Ξ
i
q) 7→ (x i ,Ξi

q)—the restriction of ξ ∈ J (W )∗
to vertical elements of the jet bundle. Thus, ι∗V (ξ)(A), A ∈ V J (W ), is represented
by
∑

i,q Ξi
q Aq

i . Similarly, for a section S of L
(
J (W ),

∧d T ∗M
)
, ι∗V (S), a section of

L
(
V J (W ),

∧d T ∗M
)
, is given by ι∗V (S)(x)(A) = S(x)(ιV (A)) ∈ ∧d T ∗

x M . The
evaluation ι∗V (S)(x)(A) is represented by

∑
k,p Sk

1...dp(x)Ap
,kdx1 ∧ · · · ∧ dxd and so

ι∗V (S) is represented in the form∑
k,p

Sk
1...dp(dx1 ∧ · · · ∧ dxd) ⊗ ∂

∂xk ⊗ g p. (10.72)

As mentioned above, the object ι∗V (S) is the symbol of the linear differential oper-
ator S as defined in [Pal68].
Using the isomorphism V J (W ) ∼= L

(
T M ,W

)
, we regard ι∗V (S) as a section of

L
(
L
(
T M ,W

)
,

d∧
T ∗M

) ∼= ( d∧
T ∗M

)⊗ L
(
T M ,W

)∗
,

∼= ( d∧
T ∗M

)⊗ L
(
W, T M

)
,

∼= ( d∧
T ∗M

)⊗ T M ⊗ W ∗.

(10.73)

It follows that a section of
∧n(T ∗M , L(W, T M )) may be represented locally in

the form
∑

a θ ⊗ va ⊗ φa for a d-form θ and pairs va, φ
a of sections of T M and

W ∗, respectively. We can use the contraction of the second and first factors in the
product to obtain

∑
a(vay θ) ⊗ φa . Thus, we have a natural mapping

C : L
(
L
(
T M ,W

)
,

d∧
T ∗M

) −→
d−1∧

(T ∗M ) ⊗ W ∗

∼= L
(
W,

d−1∧
T ∗M

)
.

(10.74)

It follows that

pσ := C ◦ ι∗V : L
(
L
(
T M ,W

)
,

d∧
T ∗M

) −→ L
(
W,

d−1∧
T ∗M

)
(10.75)

associates a traction stress σ = pσ ◦ S with any variational stress S. Let S be a
variational stress. Using (10.72) and Section 4.9, C is represented locally by∑

k,p

Sk
1...dp(dx1∧· · ·∧dxd)⊗ ∂

∂xk ⊗g p 7−→
∑
k,p

Sk
1...dp

∂

∂xk
y (dx1∧· · ·∧dxd)⊗g p,

=
∑
k,p

(−1)k−1Sk
1...dp(dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd) ⊗ g p. (10.76)
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We conclude that in case σ = pσ (S), then, σ1...̂k...dp = (−1)k−1Sk
1...dp as expected.

10.9. The Divergence of a Variational Stress. We have seen in the previous
section that a given variational stress S induces a unique traction stress field σ =

pσ (S) which in turn, induces a surface force field on the boundary of each region
using the Cauchy formula (10.24). In this section we define a generalization of the
divergence operator of classical vector analysis that may be applied to a variational
stress field to give the body force field. As indicated in the first of (10.68) and again
below, the traction stress field does not contain, in the general geometric setting
considered here, all the information needed in order to calculate the body force.
Thedivergence, div S, of the variational stress field S is a section of L

(
W,

∧d(T ∗M )
)

which is defined invariantly by

div S(w) = d (pσ (S)(w)) − S( j1(w)), (10.77)

for every differentiable vector field w. To present the local expression for div S we
first note that if σ = pσ (S), then d(σ (w)) is represented locally by

∑
k,p

d(σ1...̂k...dpw
p) ∧ dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd

=
∑
k,p

(σ1...̂k...dpw
p),kdxk ∧ dx1 ∧ · · · ∧ d̂xk ∧ · · · ∧ dxd ,

=
∑
k,p

(σ1... p̂...dpw
p),k(−1)k−1dx1 ∧ · · · ∧ dxd ,

=
∑
k,p

(Sk
1...dpw

p),kdx1 ∧ · · · ∧ dxd .

(10.78)

Using Equation (10.67), the local expression for div S(w) is therefore

∑
k,p

(Sk
1...dpw

p),k −
∑

p
R1...dpw

p +
∑
k,p

Sk
1...dpw

p
,k

dx1 ∧ · · · ∧ dxd

=
∑
k,p

(Sk
1...dp,k − R1...dp)w

pdx1 ∧ · · · ∧ dxd (10.79)

so that div S is represented locally by∑
k,p

(Sk
1...dp,k − R1...dp)dx1 ∧ · · · ∧ dxd ⊗ g p. (10.80)

It is noted that in the case where R1...dp = 0 locally, the expression for the diver-
gence reduces to the traditional expression for the divergence of a tensor field in a
Euclidean space.
Given a variational stress S, Equation (10.69) implies that

b = −div S (10.81)
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is the body force that satisfies the principle of virtual power (10.65)—an obvious
generalization of the differential equation for the stress tensor in continuum me-
chanics.

11. EW;HLG?: M?ROC= IIU;OC;IR EG?=ROKH;AI?RCQH

The formulation of electromagnetism in spacetime E may serve as an example
for the simplicity, even elegance, resulting from the use of the theory of differen-
tiable manifolds and integration of differential forms. In addition, it enables one
to formulate some aspects of electromagnetism independently of a Riemannian
metric. The first versions of electromagnetic theory that do not use a Riemannian
metric appeared early in the 1900’s. Whittaker [Whi53, pp. 192–196], attributes
the first work in this direction to Kottler, 1922. He wrote:

“… seeking to abolish the privileged position of geometry in physics,
and indeed inquiring how far itmay be possible to construct a physics
independent of geometry. Since the notion of metric is a com-
plicated one, which requires measurements with clocks and scales,
generally with rigid bodies, which themselves are systems of great
complexity, it seems undesirable to take metric as fundamental,
particularly for phenomena which are simpler and actually inde-
pendent of it.”

In [TT60, Section F] Truesdell and Toupin adopt the same point of view and
write

‘This “metrical independence” of the conservation laws has been
noted by Van Dantzig [1934]. As he remarks, the concept of met-
ric and the measurement of lengths, angles, and time intervals is
perhaps one of the most sophisticated and complex aspects of any
physical theory. Furthermore, is not the intuitive notion of conser-
vation of charge, for example, quite independent of measurements
of length and time? We view the conservation of charge and mag-
netic flux as independent of ideas like inertial frames, rigid rods,
absolute or uniform time, Lorentz transformations, Galilean trans-
formations, etc., and hence as deserving an independent mathe-
matical expression.’

This approach to electromagnetism is referred to as premetric electrodynamics in re-
cent work. (See for example [HIO06] and works cited therein.) Here, we follow
the approach of [Seg02]. It is noted that representing the body as a general differ-
entiable manifold and formulating the theory without using a metric, enables one
to view the Lagrangian and Eulerian versions of any one of the various electromag-
netic fields defined in [DO05, DO09] as two representations of one geometrical
object. In addition, the framework presented here is independent of constitutive
relations such as the aether relations.
In the following, we will use the notation scheme of Section 9.
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11.1. Charge and Its Conservation. The first fundamental quantity of electro-
magnetism that we consider is the 3-form J in E modeling the 4-current density.
The existence of Jmay bemotivated by the theory of fluxes outlined in Section 7.4.
In frame coordinates we may use Equation (9.6) and write locally

J =
∑

k

J1...̂k...4dz1 ∧ · · · ∧ d̂zk ∧ · · · ∧ dz4,

= ρ123dz2 ∧ dz3 ∧ dz4 − J23dz1 ∧ dz3 ∧ dz4

− J13dz1 ∧ dz2 ∧ dz4 − J12dz1 ∧ dz2 ∧ dz3,

(11.1)

where ρ = ρ123dx1 ∧ dx2 ∧ dx3 is the space charge density and

J =
∑

i

J1...̂ı ...3dx1 ∧ · · · ∧ d̂x i ∧ · · · ∧ dx3

is the 2-form in space describing the current density.
In case a volume element θ = ϑdz1∧· · ·∧dz4 is given on spacetime and a volume

element θ0 = ϑ0dx1 ∧ dx2 ∧ dx3 is given in S one may use the isomorphism ιθ

defined in Section 8.3 to represent the flux forms by tangent vectors j =
∑

ji∂/∂x i

and w =
∑
wk∂/∂zk such that J = wy θ and J = jy θ0. It follows from Equation

(8.6) that

ji = (−1)i−1 J1...̂ı ...3
ϑ0

, wk = (−1)k−1 J1...̂k...4
ϑ

. (11.2)

Using Equation (9.7) for k > 1,

J1...̂k...4 = (−1)k−1wkϑ = −J
1...k̂−1...3

= −(−1)k−2jk−1ϑ0, (11.3)

and so

w1 =
ρ123

ϑ
, w2 =

ϑ0

ϑ
j1, w3 =

ϑ0

ϑ
j2, w4 =

ϑ0

ϑ
j3 (11.4)

(cf. [MTW73, p. 81 and p. 113], [LL95, pp. 60–71]).
A basic assumption of electromagnetism is conservation of charge, i.e., for each

regionR of spacetime ∫
∂R

J = 0. (11.5)

Thus, it follows from Stokes’s theorem that dJ = 0.
The Maxwell 2-form g is a flow potential for the flux so that J = dg. The local

representation of the Maxwell form in Lorentzian frame coordinates is given by

g =
∑
k<l

gkldzk ∧ dzl ,

= H1dz1 ∧ dz2 + H2dz1 ∧ dz3 + H3dz1 ∧ dz4

+ D3dz2 ∧ dz3 − D2dz2 ∧ dz4 + D1dz3 ∧ dz4

(11.6)
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where Di are the component of the electric displacement and Hi are the compo-
nents of the magnetic field intensity. The matrix representing g is therefore

0 H1 H2 H3

−H1 0 D3 −D2

−H2 −D3 0 D1

−H3 D2 −D1 0

 . (11.7)

The components of the equation J = dg are

−j3ϑ0 = −J12 = J123 = g12,3 − g13,2 + g23,1 =
∂H1

∂x2
− ∂H2

∂x1
+
∂D3

∂t
,

−j1ϑ0 = −J23 = J134 = g13,4 − g14,3 + g34,1 =
∂H2

∂x3
− ∂H3

∂x2
+
∂D1

∂t
,

j2ϑ0 = −J13 = J124 = g12,4 − g14,2 + g24,1 =
∂H1

∂x3
− ∂H3

∂x1
− ∂D2

∂t
,

ρ1...4 = J234 = g23,4 − g24,3 + g34,2 =
∂D3

∂x3
+
∂D2

∂x2
+
∂D1

∂x1

(11.8)

—the first part of Maxwell’s equations.

11.2. The Faraday 2-Form. The second fundamental object of electromagnetism
is the Faraday 2-form f. Using frame coordinates, f is represented locally by

f =
∑
k<l

fkldzk ∧ dzl ,

= −E1dz1 ∧ dz2 − E2dz1 ∧ dz3 − E3dz1 ∧ dz4

+ B3dz2 ∧ dz3 − B2dz2 ∧ dz4 + B1dz3 ∧ dz4

(11.9)

where Ei are the components of the electric field in space and Bi are the compo-
nents of the magnetic flux density. Thus, the matrix representation of f is

0 −E1 −E2 −E3

E1 0 B3 −B2

E2 −B3 0 B1

E3 B2 −B1 0

 . (11.10)

The other set ofMaxwell’s equations state that the Faraday 2-form is closed, i.e.,
df = 0. The local expression in frame components is

0 = (−E1,3 + E2,2 + B3,1)dz1 ∧ dz2 ∧ dz3

+ (−E1,4 + E3,2 − B2,1)dz1 ∧ dz2 ∧ dz4

+ (−E2,4 + E3,3 − B1,1)dz1 ∧ dz3 ∧ dz4

+ (−B3,4 + B2,3 + B1,2)dz2 ∧ dz3 ∧ dz4,

(11.11)

where the indices for the partial derivatives indicate differentiation with respect to
the world coordinates zk (as opposed to x i ). Thus, in terms of time-space coordi-
nates (t, x i ), the four components of this equation are
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∂E2

∂x1
− ∂E1

∂x2
+
∂B3

∂t
= 0, −∂E1

∂x3
+
∂E3

∂x1
− ∂B2

∂t
= 0,

−∂E2

∂x3
+
∂E3

∂x2
+
∂B1

∂t
= 0,

∂B1

∂x1
+
∂B2

∂x2
+
∂B3

∂x3
= 0.

(11.12)

11.3. The Lorentz Force. Let a Lorentzian frame be given in spacetime. For a
particle of charge Q traveling in space with velocity v =

∑
i v

i∂/∂x i , we consider
the 4-velocity v given locally by v = ∂/∂z1 + v1∂/∂z2 + v2∂/∂z3 + v3∂/∂z4. The
4-Lorentz force acting on the particle is given by F = −Q vy f. Using Example 4.8,
one has

F
Q

= −(E1v
1 + E2v

2 + E3v
3)dz1 + (E1 + v

2B3 − v3B2)dz2

+ (E2 − v1B3 + v
3B1)dz3 + (E3 + v

1B2 − v2B1)dz4,
(11.13)

so that the time-like component is minus the power expanded by the electromag-
netic and the three space-like components make up the traditional expression for
the Lorentz force, as expected. The virtual power performed by the 4-Lorentz
force for a virtual 4-velocity u is

F(u) = −(Qvy f)(u) = −Q f(v, u) (11.14)

and so the skew-symmetry of the Faraday 2-form implies that

F(u) = f(u, Qv) = (uy f)(Qv). (11.15)

We want to write an analogous expression for the Lorentz force density, a body
force, induced by a charge flux J. Given a volume element θ , one my replace the
4-velocity above by ιθ (J) and consider the 1-form −ιθ (J)y f. However, as a body
force, the Lorentz force density should be a section of L

(
T E ,

∧4(T ∗E )
)
. We can

use the inverse ι−1
θ : T E → ∧3(T ∗E ) and the isomorphism ι∧ :

∧1(T ∗E ) →
L
(∧3(T ∗E ),

∧4(T ∗E )
)
to define theLorentz force density bby b(w) = −(ιθ (J)y f)∧

(ι−1
θ (w)). Using Equation (4.108) we obtain the simpler expression

b(w) = (wy f) ∧ J (11.16)

for any 4-virtual velocity field w. Using Equation (4.99) in Example 4.10, the last
equation may also be written as

b(w) = −f ∧ (wy J). (11.17)

It is noted that the Lorentz force density does not depend on the choice of a volume
element.
The local representative of b is of the form

∑
p b1...4p(dz1∧· · ·∧dz4)⊗dz p with

b(w) represented by
∑

p b1...4pw
pdz1 ∧ · · · ∧dz4. It follows from the expression of
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the power density for the Lorentz force and from Equation (4.106) that
b1...41 = E1J134 − E2J124 + E3J123,

b1...42 = E1J234 + B3J124 + B2J123,

b1...43 = E2J234 + B3J134 − B1J123,

b1...44 = E3J234 − B2J134 − B1J124.

(11.18)

In terms of the 3-dimensional flux vector field j these may be written as

b1...41 = −E · jϑ0, b1...4i = ϑ0[ρ123E + (j × B)]i−1, for i > 1, (11.19)

where E · j denotes the inner product of vectors in R3 and j× B denotes the vector
product, as expected.

11.4. Metric-Invariant Maxwell Stress Tensor. We are now in a position to
introduce a metric-invariant version of the Maxwell stress-energy tensor. The
Maxwell stress tensor is a traction-stress field, i.e., a section σ of L

(
T E ,

∧3 T ∗E
)

defined by
σ (w) = (wy g) ∧ f − (wy f) ∧ g (11.20)

(cf. [Seg02, HIO06]).
Using Equations (4.89) and (4.67) we may also write

σ (w) = (wy g) ∧ f − g ∧ (wy f),
= wy (g ∧ f) − 2(wy f) ∧ g,

(11.21)

etc.
Using the definition of the Maxwell stress (11.20), the matrix of components

[σ1...̂k...4r ] for the local representation
∑

k,r σ1...̂k...4r (dz1∧· · ·∧d̂zk ∧· · ·∧dz4)⊗dzr ,
cf. (10.26), is given by

B · H + D · E 2(B × D)1 2(B × D)2 2(B × D)3
2(H × E)1 P11 P12 P13

−2(H × E)2 P21 P22 P23
2(H × E)3 P31 P32 P33

 , (11.22)

where Pi j = (−1)i−1[(B · H + D · E)δi j − 2(B ⊗ H + D ⊗ E)i j ].
Let tR be the boundary force for a regionR in spacetime. Then, for each event

e ∈ ∂R, tT
R
(e) ∈ ∧3 (T ∗

e ∂R, T ∗E ). Let zi be frame coordinates in a neighborhood
of e and assume that Te∂R is space-like so that its basis is of the form{

∂

∂x1
,
∂

∂x2
,
∂

∂x3

}
=

{
∂

∂z2
,
∂

∂z3
,
∂

∂z4

}
.

It follows that tT
R
(e) is of the form∑

i

t234i dzi ⊗ dz2 ∧ dz3 ∧ dz4 (11.23)

which has the same form as a body force in space (rather than spacetime). Thus,
the boundary 4-force density t includes the body force and there is no need to
consider a 4-body force field. This is analogous to the situation with fluxes where
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the density of an extensive property is contained in the 4-flux. It follows that the
principle of virtual power (10.65) may be written in the form

FR(w) =

∫
R
d(σ (w)) =

∫
∂R

tR(w) =

∫
R

S( j(w)). (11.24)

From the definition of the generalized divergence operator in Section 10.9,

div S = 0. (11.25)

In view of Equation (11.24), the induced virtual power density is obtained using
Equation (5.62) as

dσ (w) = d(wy g) ∧ f − (wy g) ∧ df − [d(wy f) ∧ g − (wy f) ∧ dg] , (11.26)

and using Maxwell’s equations we arrive at

dσ (w) = S( j(w)) = d(wy g) ∧ f − d(wy f) ∧ g+ (wy f) ∧ J. (11.27)

Weobserve that the last termon the right is the virtual power density of theLorentz
force. It may be shown that for the case where the aether relations are used in a
Lorentzian spacetime, the first two terms in Equation (11.27) cancel so that dσ = b.
Using the representation (10.31) for dσ (w), the local components of the varia-

tional stress are given by (10.68) which in the spacetime setting become

R1...dr =
∑

k

(−1)k−1σ1...̂k...dr,k,

Sk
1...dr = (−1)k−1σ1...̂k...dr .

(11.28)
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