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Abstract—Usually, for the design of UWB systems, the symbol 

duration is chosen larger than the delay of the channel impulse 

response, in order to avoid the ISI (inter symbol interference). 

However, this approach does not maximize the system capacity. 

An adaptation of the guard time (GT) is a flexible mean of 

exploiting system resources efficiently in a multi-path fading 

environment. The optimal guard time length in BPSK impulse 

UWB communications is obtained by exhaustively searching 

for the guard time that maximizes capacity. This approach is 

complex since it has to be implemented for each channel 

realization. To reduce this complexity, in this paper we present 

new optimization methods. The first method assumes the fading 

channel to be partitioned into classes. Then, a given GT length 

for each channel class is used. The second optimization method 

provides a guard time for each channel realization. However, 

the GT is obtained by looking at simplified metrics which are 

based on the channel delay spread, the received signal energy, 

or on an approximation of the capacity formula. Simulation 

results are performed for UWB communications over WiMedia 

channels and they show that significant gains are achievable 

with the proposed guard time adaptation w.r.t. to the use of a 

constant guard time. 
 
Index Terms—System capacity, pulse design, guard time, 

BPSK, UWB 

 

I. INTRODUCTION 

The demand for new services and applications in 

communication systems, as well as the number of users, 

are steadily increasing. This growth involves a great need 

of data rate increase offered by the communication 

system. The system capacity is an important parameter 

for the design and evaluation of wireless networks. 

Recently, the UWB (ultra wide band) technique has been 

widely studied for wireless communications [1], [2]. 

UWB communications offer very high data rates due to 

the use of a wide band and the robustness to multi-path 

fading [3]. The system should be designed so that 

capacity is maximized. The Gaussian monocycle was 

initially proposed and has been widely used in impulsive 

UWB systems [4], [5]. In typical impulsive UWB system 

design, the symbol duration is larger than the maximum 
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channel impulse response duration so that the inter-

symbol interference can be neglected [6], [7]. To this end, 

a guard time is added after the pulse transmission in order 

to avoid ISI. The optimization of the guard time is not 

generally considered since typically the guard time is set 

at a duration longer than the maximum channel duration 

[8]. However, this approach is energy and capacity 

inefficient. In fact, to maximize the capacity, the system 

does not necessarily need a large guard time. That is, the 

system can tolerate an amount of interference in order 

toreduce the guard time so that the system capacity can 

be improved. An adaptation of the guard time is a 

flexiblemean of exploiting system resources efficiently 

especially in a varying multi-path fading environment. 

The case of a guard interval shorter than the channel 

impulse response has been considered in OFDM systems 

[9], [10]. Following a similar concept, in this paper we 

report an analysis of the guard time optimization in 

impulsive UWB transmission.  The optimization problem 

pursues the maximization of capacity. Since the channel 

response varies with time and position, ideally the guard 

time should be adaptively chosen. However, this method 

is computationally intense. To reduce the complexity, two 

methods are proposed in this paper. The first method 

partitions the channel into classes.  Each class collects 

channel responses that provide a certain average 

attenuation and delay spread. Essentially, each class is 

representative of a certain environment as it is done in the 

WiMedia channel model [11]. Then, a single guard time 

value for each channel class can be defined and used. The 

second method provides an adaptive guard time for all 

channel realizations. However, the guard time is obtained 

by looking at simplified metrics that are based on the 

channel delay spread, the received signal energy and on 

the use of an approximation of the capacity formula. With 

these metrics the computation of the guard time is 

simplified and the method can be applied to any channel 

model. 

The reminder of this paper is as follows. The 

description of the communication model is presented in 

Section II. The typical channel model used in UWB is 

introduced in Section III. In Section IV, the capacity 

calculation and the guard time optimization are 

introduced. In addition, the statistical analysis of the 
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optimal guard time is provided. In Section V, the first 

method for guard time optimization is presented. Section 

VI introduces an optimization method for the guard time 

design with low complexity. Some alternative metrics are 

proposed to adjust the guard time in order to reduce the 

system complexity. Section VII describes the simulation 

setup, numerical results and provides an analysis of the 

results. Finally, Section VIII concludes this paper. 

II. COMMUNICATION MODEL 

We consider a single user system model with BPSK 

(binary phase shift keying) signalling so that the 

transmitted signal can be written as [12] 

 
(1) 

 

where bk = ±1 denotes the information bit transmitted in 

the frame k and Tb is the bit period (frame duration). We 

incorporate the differential effects of the transmission, 

and receive antennas into g(t). g(t) is assumed to be the 

second derivative of the Gaussian pulse 

 

(2)
 

 

 

where Tp is the monocycle pulse duration, and T0 is the 

width of the pulse. We further insert a guard time Tg 

between pulses. The bit duration fulfills the relation Tb = 

(Tp + Tg). The inter-symbol interference is avoided when 

where is the maximum delay 

(duration) introduced by the channel. At the receiver side, 

we first deploy a bandpass front-end filter to suppress the 

out of band noise. Then, the received signal, in the single 

user case, can be written as 

 

(3) 

 

 

where    

filter g(t) by the impulse response of the channel h(t). The 

additive noise  is assumed to be a stationary zero 

mean Gaussian process. Further, in the following, we 

consider it to be white in the useful signal band. Let us 

suppose that the received signal is passed first through a 

matched filter e(t) 

 
(4)

 

The optimum filter from the point of view of SNR 

maximization is the matched filter [13]. The matched 

filter is adapted to the pulse and to the channel response. 

It is obtained by correlating the transmit pulse and the 

channel response. We furthermore assume to use a noise 

whitening filter (included in the impulse response e(t)) so 

that the sequence of samples at the output can be written 

as 

 

 

 

(5)

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

    

     
       
      

 
 

  
 

  
 

 
 

 
 

 

 

 

 

 

 

  

 

 

 

 

 

     

 

 

 

 

 

  

  

  

 

 

 

 

 

x(t) =
∑

k

bkg(t− kTb)

g(t) =
(

1− π
( t− Tp

2
T0

)2
)

exp
(
− π

2
( t− Tp

2
T0

)2
)

Tb ≥ Tp + τmax, τmax

z(t) =
∑

k

bk(g ? h)(t− kTb) + η(t)

y(t) = (e ? z)(t)

(g ? h)(t) is the  convolution of the waveform 

η(t)

yn = y(nTb) =
∑

k

bn−kak + wn

where ak are the inter-symbol interference amplitude 

coefficients, while wn is the sequence of i.i.d. Gaussian 

noise samples with zero mean and variance N0. ISI is 

generated when the guard time is shorter than the channel 

duration.

III. CHANNEL MODEL (WIMEDIA CHANNEL)

We consider UWB channels with frequency selective

fading [14]. In particular, we use the model adopted by 

the IEEE 802.15.3a committee for the evaluation of

UWB physical layer proposals [11]. The model defines 

four classes each characterized by line-of-sight (LOS) or 

nonline-of-sight (NLOS), a certain mean excess delay, 

RMS delay spread and distance between the transmitter 

and the receiver, as summarized in Table. I.

TABLE I: UWB CHANNEL CHARACTERISTICS

CM1 CM2 CM3 CM4
Mean excess delay(ns) 5.05 10.38 14.18 25.1
Delay spread(ns) 5.28 8.03 14.28 25
Distance(m)
LOS/NLOS

< 4
LOS

< 4
NLOS

4-10
NLOS

4-10
NLOS

This model is a modified version of Saleh-Valenzuela

model for indoor channels, fitting the properties of 

measured UWB channels. A log-normal distribution is 

used for the multi-path gain magnitude. In addition, 

independent fading is assumed for each cluster and each 

ray within the cluster. The impulse response of the multi-

path model is given by

(6)

where G is the attenuation due to log-normal shadowing,

T is the delay of cluster represent

the gain and the delay of the multi-path component p of 

cluster z. The cluster and the path arrival times are

modelled according to a Poisson arrival process. The path

amplitude follows a log-normal distribution each with

arrival rates and decay factors chosen to match different

usage scenarios and to fit line-of-sight and non-line-of-

sight cases. More details can be found in [11].

IV. GUARD TIME OPTIMIZATION

A. Capacity Calculation

To evaluate the impact of the guard time length on the

system performance, we define the optimum value of

guard time that maximizes the system capacity. The 

capacity is defined as the maximum of the mutual 

information

(7)

In the case of BPSK, the mutual information is

maximized for equi-probable symbols. Let us now 

compute the mutual information as a function of the bit 

energy Eb, the Gaussian noise variance N0 and the inter-

h(t) = G

Z∑

z=0

P∑

p=0
α(z, p)δ(t− T (z)− τ(z, p))

C = max
p(X)

I(X,Y )

z, α(z, p) and τ(z, p)

2
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symbol interference that is generated when the guard time 

is shorter than the channel duration. The mutual 

information is 

 
(8) 

 
where both entropies are defined as [15] 

 (9)
 

 
and

 

 (10)

 

 where the probability p(Y ) is defined as

 

 

 
(11) 

 

 

 

where bs = ±1, n is the number of interfering bits (due to a 

short guard time), aj is the interference amplitude of bit j, 

±1. Since there are n binary 

interferers we have that i = 1...2n. Furthermore,   

 Then, the capacity measured in  

achieved in the case of BPSK is 

 

 

 

 

(12) 

 

 

 

 

where B is the channel bandwidth. The Monte Carlo
 

integration is needed to compute C(Tg). The detailed 

calculation
 

of capacity is provided in Appendix A. It 

follows
 

that the optimal guard time length can be 

computed as
 

 

(13) 

 

The evaluation of the argument in (13) is 

computationally intense because it requires a Monte 

Carlo integration for the evaluation of the expectation for 

each single value of guard time. Therefore, it is important 

to derive a simplified solution with lower complexity. 

B. Capacity Optimization 

To begin our analysis, we consider in this section the 

capacity of the BPSK UWB system assuming a Gaussian 

pulse with duration Tp = 5 ns. Ideal knowledge of the 

channel is assumed at the receiver side. Then, the 

capacity is evaluated assuming the model in Section III. 

In particular, a randomly picked impulse response within 

the class CM1 is considered to obtain the capacity in Fig. 

1. The capacity has a function of the SNR and the guard 

time. As shown in Fig. 1, for a certain SNR the capacity 

depends on the guard time. The optimal guard time varies 

for each SNR value although this variation is more 

contained. In Fig. 2, we consider an SNR equal to 10 dB 

and a randomly picked channel impulse response per 

class. The capacity increases as the guard time increases 

up to a given value of  . The maximum capacity is 

achieved with the optimal guard time  . Interestingly, 

the optimal guard time is different for each channel 

realization. For the CM1 channel response, the optimal 

guard time value is 2 ns. This value increases to 5 ns for 

the CM2 channel, to 8 ns for the CM3 channel and to 11 

ns for the CM4 channel. The convex (although not 

strictly) behaviour of the capacity can be explained by 

observing that the capacity is dependent on both the 

guard time and the interference. When the guard time 

length increases there is a logarithmic increase of the 

capacity with the increase of the signal-to 

interferenceplus- noise ratio which is however 

counterbalanced by the linear decrease with the 

multiplicative factor Tb−1. Overall, the system capacity 

with the CM1 channel model is superior to the system 

capacity with other channel models. This channel has 

lower time dispersion so that a shorter guard time is 

required. 

 

Fig.
 
1. Capacity

 
vs SNR vs Tg over the CM1 channel model.

 

We now turn our attention to the comparison between
 

the conventional system that uses a guard time longer
 

than the maximum channel excess delay 
 
and the

 

system with guard time optimally
 
adapted. Assuming the

 

same channel responses of Fig. 2, we report in Table. II 

the
 
capacity achieved with the two design methods. With 

opti-mal adaptation of the guard time significant 

performance
 
improvements are attainable. The gain factor 

is equal to
 
3.3 in the CM1 channel. This gain increases to 

4.3 in the
 
CM2

 
channel, to 5.8 in the CM3 channel and to 

6.6 in
 
the CM4 channel model. As explained, the optimal 

guard
 

time depends on the channel realization. Fig. 3 

shows the
 

measured CDF (cumulative distribution 

function) of the
 
optimal capacity

 
according to (12) when 

the guard time
 

is adaptively chosen for each channel 

realization. Fig. 4
 

presents the measured CDF of the 

optimal guard time
 

according to (13). For the CM1 

channel model, the guard
 
time is always shorter than 6 ns. 

I(X,Y ) = S(Y )− S(Y |X)

S(Y |X) = 1
2 log2 2πeN0

S(Y ) = −E[log2 p(Y )]

p(Y ) =
(

1
2n+1

1√
2π

2∑

s=1

2n∑

i=1
exp

(
−

(
y − bsA+

n∑

j=1
ajαj,i

)2

2

))

αi,j is the bit value equal to 

A =√
SNR=

√
Eb/N0 bit/s/

Hz

C(Tg) =− 1
TbB

(
E

[
log2

(
1

2n+1
1√
2π

2∑

s=1

2n∑

i=1
exp

(
−

(
y − bsA+

n∑

j=1
ajαj,i

)2

2

))]

− 1/2 log2(2πeN0)
)

T ∗g = arg max
Tg

C(Tg)

T ∗g
T ∗g

τmax

3
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This value increases to 8.5 ns for the CM2 channel model, 

to 14.5 ns for the CM3 channel model and to 20 ns for the 

CM4 channel model. In practice the adaptation requires 

that the receiver calculates the value of guard time for a 

certain channel realization and then it feeds back such an 

information to the transmitter. The procedure is 

applicable in slowly time variant channels but it is 

nevertheless complex. In order to simplify the approach, 

in the next sections we will describe other approaches. 

 
Fig. 2. Capacity vs guard time, SNR=10 dB. 

 
Fig. 3. CDF of system capacity, SNR=10 dB. 

TABLE II:  CAPACITY COMPARISON 

 

 

 

 

 

 

 

 Fig. 4. CDF of capacity

 

optimal guard time, SNR=10 dB.

 

V. REDUCED NUMBER OF GUARD TIME VALUES 

In order to reduce complexity, we may want to use a 

small number of guard time lengths and adapt among 

these values. The idea is to precompute a single guard 

time length according to the channel class we are 

supposed to operate in. This is possible by choosing the 

guard time based on the evaluation of the CDF of the 

optimal guard time presented in Fig. 4. We propose that 

the optimal guard time duration does not vary 

significantly within the same class. Hence, we propose, 

for a given channel class, to choose a single value of 

guard time for all channel realizations. The specific guard 

time is chosen to be the value of   for which the CDF 

of the optimal guard time is 99%. We denote this value as 

Tg(99%) i.e., the 99th percentile of the guard time optimal . 

Alternatively, we can consider the median value of the 

CDF of the optimal guard time. We denote it with Tg(50%) . It 

follows that in both cases, the guard time is selected 

depending on the class we are operating in. Although, for 

illustrative examples we consider the statistical WiMedia 

channel model, the design approach can be applied in 

other application scenarios for which a statistical channel 

model is available. To compare the performance, we 

define the relative capacity loss w.r.t. the optimal value, 

as follows 

 

(14) 

 

where   is the sub-optimal guard time value. Fig. 5 

shows the measured CDF of the relative capacity loss for 

both guard time selection methods proposed in this 

section. The results are obtained in the case of CM1 

channel realizations. The SNR is fixed to 10 dB. The 

maximum relative capacity loss value is 0.2 with Tg(50%) and 

0.28 with Tg(99%) . The probability of maximum capacity 

loss achieved with Tg(50%) is 10% and 1% with Tg(99%) . The 

optimal guard time is obtained in 10% of cases with Tg(50%) 

and 1% of cases with Tg(99%) . In the other channel classes, 

similar results are obtained. 

 
Fig. 5. CDF of relative capacity loss for two guard time values over the 
CM1 channel model, SNR=10 dB. 

VI. ALTERNATIVE METRICS AND OPTIMIZATION METHOD 

(T ∗
g ) ns C(T ∗

g ) (τmax) ns C(τmax)
CM1 2 0.66 35 0.2
CM2 5 0.57 55 0.13
CM3 8 0.47 75 0.08
CM4 11 0.3 115 0.045

εc =
C(T ∗g )− C(T̄g)

C(T ∗g )

T ∗g

T ∗g

T̄g

4
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In this section, we describe another methodology to

design the guard time that is based on the consideration

of alternative metrics. The objective is to define a 

quantity that is related to the guard time through a 

parameter value. The proposed metrics are the RMS 

delay spread, the received signal energy and an 

approximation of capacity that leads to the energy of the 

interference. The relation between the optimal parameter 

, the optimal guard time and the metric L for each 

channel realization is defined as

(15)

where is the value of the metric L, and fL(.) the function

that links , and . Now, the method consists in

analysing the capacity for a certain channel model. Also,

the optimal parameters link the capacity optimal guard

time with that obtained using the considered metric are

calculated. As a result, the procedure allows avoiding to

compute capacity. Firstly, for a certain channel 

realization the metric is computed. Then, the guard time 

is obtained directly by the parameter and the value of 

the metric as

(16)

The optimization method used is summarized as 

follows

 Define the relation between the metric and the 

channel characteristics

 Capacity calculation using (12)

 Optimal guard time calculation using (13)

 Parameter value calculation using (15)

 Determine one parameter value for all channel

realizations

 Guard time calculation using (16)

 Performance evaluation and selection of appropriate

metric

 Calculate the capacity attainable with the 

considered metric

 Calculate the relative capacity loss between the

capacity with optimal guard time and the capacity

with the sub/optimal guard time.

The procedure above described, allows us to compare

the different metrics, extract a sub/optimal guard time

value, and compare the attainable capacity with that

achievable with the optimal guard time. We now describe

in detail the considered metrics.

A. Delay Spread

The first proposed metric is the RMS delay spread,

defined as

(17)

and the average delay spread is

(18)

where 

profile. The delay spread may change from channel 

realization to channel realization and depends on the 

propagation conditions. When , the system 

experiences negligible inter-symbol interference. When 

Tb is within an order of magnitude of , there will be 

some interference which may or may not degrade the 

performance. In general, a significant fraction of the 

received energy is captured within with [16]. 

Therefore, in this case the metric in (15) is the RMS 

delay spread. The parameter linking the guard time and 

the RMS delay spread is given as

(19)

where is defined in (13) and fL in (15) becomes a

rational function.

B. Received Signal Energy

In this section, we define a parameter that links the

optimal guard time with the signal energy that can be

collected in a certain time window due to the signal 

spread introduced by the multi-path components. In detail, 

the parameter is the fraction of received signal energy 

that can be collected in a frame of duration ,

(20)

where Tc is the length of the channel. The parameter 

value is takes values in the interval (0, 1]. The metric 

in (15) is the received energy.

In Fig. 6, we show an example of multi-path channel

impulse response together with the dotted curve that

represents the CDF of the received signal energy as a

function of the frame duration for channel realizations

belonging to CM1. Significant signal energy is captured

(with high probability) when the frame duration is shorter

than the channel maximum duration equal to 30 ns.

Fig. 6. An example of multi-path channel impulse response and the 
CDF of the received signal energy.

β = fL(T ∗g , λ)

T̂ ∗g = f−1
L (β̄, λ)

σ =

√∫∞
0 (τ − µ)2Ac(τ)dτ∫∞

0 Ac(τ)dτ

µ =
∫∞

0 τAc(τ)dτ∫∞
0 Ac(τ)dτ

β1 =
T ∗g

σ − Tp

β2 =

∫ T∗g +Tp

0
|h(τ)|2dτ

∫ Tc

0
|h(τ)|2dτ

βλ

λ
λ T ∗g β

β̄
λ

Ac(τ) = |h(τ)|2 is  the  channel power  delay 

Tb � σ

σ

β1µ β1 > 0
λ

T ∗g

β2
T ∗g + Tp

β2 λ

5
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C. System Capacity Approximation 

The third parameter for the guard time optimization is 

derived by using a capacity approximation formula. This 

is obtained when the interference is considered Gaussian 

as follows 

 

(21) 

 

where is a gap factor that takes into account practical 

implementation constraints. The sub-optimal guard time 

is obtained as 

 

(22) 

 

A lower bound of (22) is obtained through the 

Bernoulli inequality 

 

(23) 

 

A practical simplified method is to use the lower 

bound in (23) so that the sub-optimal guard time is 

 

(24) 

 

The computation of the sub-optimal guard time in (24) 

has an advantage over (13). Firstly, the computation of 

the logarithm is avoided. Secondly, (24) requires only the 

evaluation of the interference power for different values 

of guard time instead of the computation of the capacity, 

as in (13). 

It follows that the parameter that relates the capacity 

optimal guard time with the sub-optimal one herein 

considered is defined as 

 

(25) 

 

where   is defined by (13).  

VII.   APPLICATION AND NUMERICAL RESULTS 

Having defined the metrics and the parameters that 

relate the capacity optimal guard time with that 

determined with the simplified metric, we now report 

numerical results assuming again the IEEE802.15.3a 

channel model presented in Section III. To proceed we 

first study the CDF of  and  for each channel class. 

Based on this, we define a single value of the parameter 

for each channel class and for a certain SNR. Then, the 

guard time is adapted to a given channel realization by 

using the considered metric  and the predefined 

parameter  

Fig. 7 shows the measured CDF of the parameter  

according to (19) over CM1 channel realizations. The 

simulations are realized for three SNR values. These 

values correspond to a low, a medium and a high SNR. 

For SNR= 0 dB, the value of  is in the interval [0.72, 

0.82]. These endpoints of the interval decrease to [0.7, 0.8] 

for CM2 channels, to [0.6, 0.73] for CM3 channels and to 

[0.54, 0.7] for CM4 channels. For SNR= 5 dB, the value 

of is in the interval [0.8, 0.916]. These endpoints of the 

interval decrease to [0.79, 0.9] for CM2 channels, to [0.70, 

0.81] for CM3 channels and to [0.67, 0.78] for CM4 

channels. For SNR= 10 dB, the value of  is in the 

interval [0.89, 1]. These endpoints of the interval 

decrease to [0.84, 0.97] for CM2 channels, to [0.76, 0.89] 

for CM3 channels and to [0.72, 0.86] for CM4 channels. 

 
Fig. 7. CDF of parameter over the CM1 channel model. 

 
Fig. 8. CDF of parameter over the CM1 channel model. 

Fig. 8 shows the measured CDF of the parameter  

according to (20). The value of  is in the interval [0.65, 

0.83] in the case of SNR= 0 dB. For other channel classes, 

the value of  is in the interval [0.55, 0.78] for CM2 

channels, in the interval [0.52, 0.77] for CM3 channels 

and in the interval [0.45, 0.73] for CM4 channels. In the 

case of SNR= 5 dB, the value of  is in the interval [0.68, 

0.86]. These endpoints of the interval decrease to [0.58, 

0.82] for CM2 channels, to [0.54, 0.80] for CM3 channels 

and to [0.48, 0.76] for CM4 channels. In the case of 

SNR= 10 dB, the value of is in the interval [0.7, 0.9]. 

These endpoints of the interval decrease to [0.6, 0.85] for 

CM2 channels, to [0.58, 0.85] for CM3 channels and to 

[0.5, 0.8] for CM4 channels. 

Fig. 9 presents the measured CDF of the parameter  

according to (24). For SNR= 0 dB, the value of  is in 

the interval [0.45, 3]. The supremum of the interval 

increases to 3.8 for CM2 channels, to 5.3 for CM3 

CI = 1
TbB

log 2(1 + SINR

γ
)

T
′
g = arg max

Tg

(
(1 + SINR

γ
)

1
TbB

)

(1 + SINR

γ
)

1
TbB ≥ (1 + 1

TbB

SINR

γ
)

T
′
g = arg max

Tg

SINR

γTbB

γ

β3 =
T ∗g
T ′g

T ∗g

β3

λ
β.

β1, β2

β1

β1

β1

β1

β1
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β2
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channel and to 6.8 for CM4 channels. For SNR= 5 dB, 

the value of  is in the interval [0.48, 3]. The supremum 

of the interval increases to 3.9 for CM2 channels, to 5.4 

for CM3 channels and to 6.9 for CM4 channels. For 

SNR= 10 dB, the value of  is in the interval [0.53, 3]. 

The supremum of the interval increases to 4 for CM2 

channels, to 5.5 for CM3 channels and to 7 for CM4 

channels. 

 
Fig.

 
9. CDF of parameter 

 
over the CM1 channel model.

 

Although the parameters depend on the channel class 
and on the specific impulse response realization, the 

value of the parameter 
 

is less variable than the 

parameter value 
 
and 

 
for the same SNR. The value of 

parameter  
is almost identical for different values of 

SNR. 
The best performance is offered by the use of the 

metric related to the RMS delay spread. However to 

analyse more deeply the results, the relative capacity loss 

will be calculated in the next section to validate the 

proposed approach. 

A. Parameter Selection and Performance 
Our strategy is to adapt the guard time length by 

avoiding the calculation of the capacity formula. To 

simplify further the problem, we propose to use a single 

parameter  for a certain class and SNR. The parameter is 
determined by taking the median value of the 

corresponding CDF. We have found that the resulting 

system capacity is very close to that attainable with a 

capacity optimal guard time. We have tabulated the 

chosen parameter values in Table. III, Table. IV and 

Table. V respectively for three SNR levels equal to = 0 

dB, 5 dB and 10 dB. 

TABLE III:
 
PARAMETER

 
VALUES,

 
SNR

 
=

 
0

 
DB

 

 

 

 

TABLE IV: PARAMETER VALUES, SNR = 5 DB 

 

 

 

TABLE V: PARAMETER VALUES, SNR = 10 DB 

 

 

 

 

 

 
Fig. 10. CDF of relative capacity loss for all three metrics over CM1 
channel model. The SNR is fixed to 10 dB. 

In order to compare the three metrics, the relative 

capacity loss is reported in Fig. 10. The results are 

obtained for SNR= 10 dB and the CM1 channel model. 

Fig. 10 shows the measured CDF of the relative capacity 

loss when using the three metrics associated to the 

parameters . The delay spread metric (    ) and the signal 

energy metric  (    )  provide less capacity loss than the 

capacity approximation metric  (    ) . The maximum 

relative capacity loss value is 0.12 with , 0.16 with  

and 0.25 with . The probability of maximum capacity 

achieved with  and  is 52% and 9% for . The 

optimal guard time is obtained in 52% of cases with  

and . Although not shown, with the other channel 

models, the maximum relative capacity loss value with 

is 0.13 in the CM2 channels, 0.14 in CM3 channels and 

0.15 in CM4 channels. For , the maximum relative 

capacity loss value is 0.16 in CM2 channels, 0.18 in CM3 

channels and 0.19 with the CM4 channel model. For , 

the maximum relative capacity loss value is 0.25 in CM2 

channels, 0.26 in CM3 channels and 0.28 in CM4 

channels.  

Although, all three simplified metrics provide small 

relative capacity losses, the best approach is to use the 

delay spread metric with the adjustment parameter . 

Although not shown similar conclusions are reached 

for other SNR values. Finally, it should be noted that the 

use of the delay spread metric is significantly less 

complex than determining the capacity optimal guard 

time described in Section IV. 

VIII. CONCLUSION 

In this paper, we have examined the problem of 

designing the guard time in BPSK UWB communications. 

We have shown that the use of a guard time adjusted to 

the current channel conditions is beneficial in terms of 

β3

β3

β3

β1
β2 β3

β3

β

CM1 CM2 CM3 CM4
β1 0.74 0.71 0.64 0.57
β2 0.77 0.64 0.62 0.52
β3 1.42 1.94 2.45 4.98

CM1 CM2 CM3 CM4
β1 0.82 0.79 0.72 0.65
β2 0.80 0.67 0.65 0.55
β3 1.44 1.95 2.46 4.99

CM1 CM2 CM3 CM4
β1 0.89 0.86 0.79 0.72
β2 0.836 0.70 0.68 0.58
β3 1.45 1.96 2.47 5

β β1
β2

β3
β1 β2

β3
β1 β3 β3

β1
β2

β2

β1

β3

β1
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maximizing the system capacity. Ideally, this should be 

done by adjusting the guard time to the specific channel 

impulse response so that the capacity is maximized. 

However, this requires an exhaustive guard time search 

which is a computationally intense task. Therefore, we 

have considered the use of a constant guard time value 

for all channel realizations belonging to a certain channel 

class. Another approach is to adapt the guard time to the 

channel realization but such an adaptation is done by 

resorting on a simplified metric, namely the delay spread, 

the signal energy, or a lower bound of the capacity. The 

resulting guard time is then adjusted by a factor that 

depends on the channel class and operating SNR. 

Numerical results for typical indoor UWB channels have 

shown that a significant gain can be achieved w.r.t. the 

use of a conservative guard time length equal to the 

maximum channel duration. In particular, the metric 

based on the delay spread, appropriately adjusted, 

provides the smallest loss compared to the capacity 

optimal delay spread. 

APPENDIX A: CAPACITY CALCULATION 

The mutual information I(X,Y) is a function of the 

signal power Es and the noise power N0. The capacity for 

BPSK depends on these parameters only through their 

ratio, the SNR Es/N0. To show this, we replace Y by Y/N0 

to get the model 

 
(26) 

 For notational simplicity, set
   

We have
 

 (27)
 

 

 (28)
 

 and

 

 (29)

 

 

(30) 

 

where bs=
 
{−1, 1}

 

We
 
can

 
now

 
compute

 

 

(31) 

As in [15], we can show that
  

We can now compute
 

 

(32)
 

 

 

by numerical integration, plugging in (28). An alternative 

approach, which is particularly useful for more 

complicated constellations and channel models, is to use 

Monte Carlo integration (i.e., simulation-based empirical 

averaging) for computing the expectation 

. For this method, we generate i.i.d. samples Yi 

using the model (26), and then use the estimate 

 

(33) 

 

then the capacity 

 (34)
 

 

 (35)

 

 

Capacity with interference 

1) One bit interference. 

With only one interferer, we obtain 

 

 
(36)

 

 

where a1 is the interferer amplitude 

 

 

 

 

 

 

 

 

(37)

 

then
 

 

 

 

 

 

 

 

 

(38)

 

 
2) Two bits interference. 

With two interferers, we obtain 

 

 

 

 

 

 

 

 

(39)

 

 

 

 

 

 

 

Y =
√
SNRX +N, N ∼ N (0, N0)

A =
√
SNR

p(Y |+ 1) = 1√
2π

exp (−(Y −A)2/2)

p(Y | − 1) = 1√
2π

exp (−(Y +A)2/2)

p(Y ) = 1
2p(Y |+ 1) + 1

2p(Y | − 1)

p(Y ) = 1
2

1√
2π

2∑

s=1
exp (−(Y + bsA)2/2)

I(X,Y ) = h(Y )− h(Y,X)

h (Y |X h(Z) = ) =
1/2 log2(2πeN0)

h(Y ) = −
∫

log2(p(Y ))p(Y )

h(Y −E[log2
p(Y )]

)=

h = − 1
n

n∑

1
log2 p(Yi)

C = −E[log2 p(Y )]− 1/2 log2(2πeN0)

C = −E
[

log2
1
2

1√
2π

2∑

i=1
exp (−(Y + biA)2/2)

]

−1/2 log2(2πeN0)

p(Y ) = 1
4p(Y |(+1, a1)) + 1

4p(Y |(+1,−a1))

+1
4p(Y |(−1,−a1)) + 1

4p(Y |(−1, a1))

p(Y ) = 1
4

1√
2π

(
exp− (Y −A+ a1)2

2

+ exp− (Y −A− a1)2

2

+ exp− (Y +A+ a1)2

2

+ exp− (Y +A− a1)2

2

)

h(Y ) = −E
[

log2

(
1
4

1√
2π

(
exp− (Y −A+ a1)2

2

+ exp− (Y −A− a1)2

2

+ exp− (Y +A+ a1)2

2

+ exp− (Y +A− a1)2

2

))]

p(Y ) = 1
8p(Y |(+1, a1, a2)) + 1

8p(Y |(+1, a1,−a2))

+ 1
8p(Y |(+1,−a1,−a2)) + 1

8p(Y |(+1,−a1, a2))

+ 1
8p(Y |(−1, a1, a2)) + 1

8p(Y |(−1, a1,−a2))

+ 1
8p(Y |(−1,−a1,−a2)) + 1

8p(Y |(−1,−a1, a2))

p(Y ) = 1
8

1√
2π

(
exp− (Y −A+ a1 + a2)2

2

+ exp− (Y −A+ a1 − a2)2

2

+ exp− (Y −A− a1 − a2)2

2

8



Journal of Communications Vol. 9, No. 2, February 2014

196©2014 Engineering and Technology Publishing

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

  

 

  

  

 

 

 

  

  

  

  

  

 

  

 

 

 

 

 

 

  

 

 

 

  

   

  

 

  

  

 

  

 

 

 

 

 

 

 

 

 

 

 

(40)

 

then

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(41)

 

3)

 

n bits interference.

 

More in general, with n binary interferers, we have

 

that

 

 

 

 

 

 

(42)

 

It follows that the capacity with BPSK and n binary

 

interferers can be obtained as

 

 

 

 

 

 

(43)

 

where n is the number of interferers, aj is the amplitude

 

of 

the 

 

interfering bit, 

 

is a binary

 

value 

corresponding to the possible combinations of

 

interferers 

with dimension {n, 2n} and bs = {−1, 1}.

 

As an example 

for n = 2:

 

 

 

 

 

 

 

 

 

  

 

  

  

 

 

 

  

  

  

  

  

 

  

 

 

 

 

 

 

  

 

 

  

  

   

  

  

  

 

  

 

 

 

 

 

 

 

 

 

 

+ exp− (Y −A− a1 + a2)2

2

+ exp− (Y +A+ a1 + a2)2

2

+ exp− (Y +A+ a1 − a2)2

2

+ exp− (Y +A− a1 + a2)2

2

+ exp− (Y +A− a1 − a2)2

2

)

h(Y ) = −E
[

log2

(
1
8

1√
2π

(
exp− (Y −A+ a1 + a2)2

2

+ exp− (Y −A+ a1 − a2)2

2

+ exp− (Y −A− a1 − a2)2

2

+ exp− (Y −A− a1 + a2)2

2

+ exp− (Y +A+ a1 + a2)2

2

+ exp− (Y +A+ a1 − a2)2

2

+ exp− (Y +A− a1 + a2)2

2

+ exp− (Y +A− a1 − a2)2

2

))]

h(Y ) = −E
[

log2

(
1

2n+1
1√
2π

2∑

s=1

2n∑

i=1
exp

(
−

(y − bsA+
n∑

j=1
ajαj,i)2

2

))]

C = −E
[

log2

(
1

2n+1
1√
2π

2∑

s=1

2n∑

i=1
exp

(
−

(y − bsA+
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j=1
ajαj,i)2

2

))]

− 1/2 log2(2πeN0)

(44)
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