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a b s t r a c t

Proper Generalized Decomposition (PGD) is a method which consists in looking for the

solution to a problem in a separate form. This approach has been increasingly used over

the last few years to solve mathematical problems. The originality of this work consists

in the association of PGD with a spectral collocation method to solve transfer equations

as well as Navier–Stokes equations. In the first stage, the PGD method and its association

with spectral discretization is detailed. This approach was tested for several problems: the

Poisson equation, the Darcy problem, Navier–Stokes equations (the Taylor Green problem

and the lid-driven cavity). In the Navier–Stokes problems, the coupling between velocity

and pressure was performed using a fractional step scheme and a PN—PNÿ2 discretization.

For all problems considered, the results from PGD simulations were compared with those

obtained by a standard solver and/or with the results found in the literature. The simula-

tions performed showed that PGD is as accurate as standard solvers. PGD preserves the

spectral behavior of the errors in velocity and pressure when the time step or the space

step decreases. Moreover, for a given number of discretization nodes, PGD is faster than

the standard solvers.

Ó 2013 Elsevier Inc. All rights reserved.

1. Introduction

Over the last few decades, many approaches have been used to solve transfer equations. Some problems are related to

very large systems that cannot be easily solved numerically. Therefore, traditional methods require very long computation

times and a large storage capacity. One way to reduce computation time and memory storage when solving partial differ-

ential equations (PDE) consists in using reduced order models (ROM). ROM have been used extensively in recent decades.

They consist in approximating the solution f of the PDE as follows

f ðx; tÞ � fmðx; tÞ ¼
Xm

k¼1

akðtÞUkðxÞ; ð1Þ

where x is the spatial coordinates vector and UkðxÞ is a low-dimensional reduced basis. m is the reduced-basis size which is

usually much smaller than the full grid size of the discretized solution. The coefficients akðtÞ are solutions for a very low-or-

der system obtained by a Galerkin projection of the initial equation of the problem over this basis. The difference with ROM

lies in the way in which the reduced basis is computed.
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Various reduced bases can be used to reduce the order of models, including the Lagrange, Hermite, Taylor or POD basis. In

fluid mechanics, the most popular reduced-order modeling technique is POD (Proper Orthogonal Decomposition). This meth-

od has been used to predict the dynamics of a flow [1–3], to control flows [4–7], or to compute particle dispersion in a flow

[8,9]. Note that an ‘‘a posteriori’’ error estimation is available for the reduced basis solution of parametrized linear parabolic

partial differential equations [10], and of parametrized Stokes [11] and Navier–Stokes [12–14] equations. To build these

bases, these approaches often require some snapshots of the flow, which mat require significant computation time. In order

to circumvent this drawback, ‘‘a priori’’ model reduction techniques were developed. These methods consist in constructing

a reduced basis without ‘‘a priori’’ knowledge of the solution.

The first is the A Priori model Reduction (APR) which has been the subject of several developments [15–18]. In this ap-

proach, the basis is adaptively improved and expanded with the residuals of the full discretized model. The incremental pro-

cess is carried out by taking into account the whole time interval of the equation resolution.

The second, which was applied here, is Proper Generalized Decomposition (PGD). PGD consists in looking for the solution

f ðx1; . . . ; xNÞ of a problem in the following separated form:

f ðx1; . . . ; xNÞ �
XQ

i¼1

YN

k¼1

FkiðxkÞ ¼
XQ

i¼1

F1iðx1ÞF2iðx2Þ � � � FNiðxNÞ

(xi can be any scalar or vector variable involving space, time or any other parameter of the problem). Thus, if M degrees of

freedom are used to discretize each variable, the total number of the unknowns involved in the solution is Q � N �M instead

of the MN degrees of freedom involved in standard techniques. In most cases, when the field is sufficiently regular, the num-

ber of terms Q in the finite sum is usually quite small (a few dozen) and in all cases the approximation converges towards the

solution of the full grid description (see [19–21]). The method was originally proposed in the nineties by Ladeveze et al. as

one of the main ingredients of the LATIN method (see for example [22,23]). In this framework, the approach is based on a

space–time representation and is called ‘‘radial approximation’’. This space–time representation was also used by Nouy

[24,25] to solve stochastic problems (in this context, the method is called ‘‘Generalized Spectral Decomposition’’) A few years

ago, Ammar et al. extended PGD to multidimensional decomposition to solve models of polymeric systems [26–28]. Since

this work, the PGD was also applied to solve quantum chemistry problems [29], 3D elastic problems [30], fluid problems

[31,32] and structural optimization problems [33]. Finally, a review of the method can be found in [34,35]. PGD is usually

restricted to a rectangular domain for a best performance of the tensorial decomposition. However it can be used in a

non rectangular domain [36]. In this case the non rectangular domain is immersed in a rectangular one and the initial oper-

ator is associated with a conjugate operator describing the boundaries.

In order to treat transient problems, PGD could be applied using one of the three following decompositions.

� The first consists in a time space decomposition: f ðt;xÞ ¼
PQ

i¼1F
i
tðtÞF

i
xðxÞ. We are directly looking for a time=space solu-

tion. The main drawback encountered here is that a full grid description is required to define the functions over the phys-

ical space.

� To circumvent this difficulty, the second possibility consists in writing a full decomposition involving the two dimensions

of the physical space: f ðt; x; yÞ ¼
PQ

i¼1F
i
tðtÞF

i
xðxÞF

i
yðyÞ. In practice, making such a decomposition leads to a significant

increase in the number of terms required in the sum.

� The third possibility, which was used in this work, consists in keeping the incremental approach and performing the sep-

aration over the physical space at each time step: f tðx; yÞ ¼
PQ

i¼1F
i
xðxÞF

i
yðyÞ.

The PGD approach is usually associated with a finite-difference, finite-element or finite volume discretization. In some

situations, such as turbulence flows, these dicretization methods are not accurate enough to simulate the relevant physical

phenomena. This drawback cannot be easily solved using a mesh refinement due to the memory storage limit. To avoid this,

it is possible to use spectral methods. Therefore, in this paper, we coupled the PGD method with a spectral discretization to

solve the Navier–Stokes equations. The aim was to show numerically that the PGD method, while being faster than the stan-

dard method, does not affect the accuracy of the solution and preserves the benefits of spectral discretization. It should be

noted that Nouy [37] has already used a spectral discretization (Spectral Element Method) with PGD to solve an advection–

diffusion problem. The originality of this work is the extension of the approach to solve the Navier–Stokes equations, which

leads to some difficulties. In fact, the major difficulty in solving incompressible flows is that the velocity and the pressure are

coupled with the incompressibility constraints. This is achieved by using a fractional step scheme. A second difficulty is re-

lated to the choice of the approximation spaces associated with velocity and pressure. These spaces must satisfy the inf-sup

condition [38]. One possibility consists in approximating the pressure with polynomials of a degree lower than those approx-

imating the velocity (with a difference equal to two between the two degrees). This method is called the PN—PNÿ2 formu-

lation [39–41].

It should be remembered that the originality of this work is the extension of the PGD approach to solve the Navier–Stokes

equations. In fact, in this work, the spectral formalism associated with the PGD method is detailed and the method is used to

solve the Navier–Stokes equations through a fractional step scheme combined with the PN—PNÿ2 formulation.

This paper is organized as follows. First, the PGD method will be presented in a general framework. Secondly, spectral

discretization will be detailed and its association with PGD performed on a Poisson equation. Then, the discretization of



the Navier–Stokes equations with a PN—PNÿ2 method associated with a fractional step scheme and its PGD formulation is

described. Finally, the results on the test cases of the Darcy and Taylor–Green problems and the 2D lid-driven cavity in sta-

tionary case are detailed.

2. PGD and spectral formulation

2.1. Description of PGD

For the sake of clarity and without losing the general scope, PGD will be examined in the case of a 2D space decompo-

sition. The problem is expressed as follows:

Find Uðx; yÞ as
LðUÞ ¼ G inX

þBoundary Conditions

�
; ð2Þ

where L is a linear differential operator and G is the second member.

PGD, which is an iterative method, consists in finding an approximation of the solution Uðx; yÞ 2 X ¼ X � Y � R
2 with

x 2 X � R and y 2 Y � R as:

Uðx; yÞ � Umðx; yÞ ¼
Xm

i¼1

a
iF iðxÞGiðyÞ; ð3Þ

where Umðx; yÞ is the approximation of the solution of orderm. The coefficients ai 2 R are the weighting factors. At each iter-

ation, the solution is enriched with an additional term amþ1Fmþ1ðxÞGmþ1ðyÞ. In the following, an iteration of the PGD algorithm

will consist in constructing the solution of order mþ 1 from the solution of order m by applying the following three steps:

1. Enrichment step: At the m stage, the solution approximation of order mÿ 1 is taken as known. In this step we look for the

new product of functions FmðxÞGmðyÞ such as:

Umðx; yÞ ¼
Xmÿ1

i¼1

a
iF iðxÞGiðyÞ þ FmðxÞGmðyÞ: ð4Þ

Introducing this expression into (2), results in:

LðUmÿ1 þ FmGmÞ ¼ G þ Resm; ð5Þ

where Resm, defined by

Resm ¼ LðUmÞ ÿ G ð6Þ

is a residual, due to the fact that Eq. (4) is an approximation of the solution. To determine Fm and Gm, Eq. (5) is projected onto

each of the unknowns Fm and Gm. Furthermore, the residual must be orthogonal to the Fm and Gm functions. Thus, we obtain

the following applications:

� The application Sm : X ! Y that associates a function dependent on x; Fm 2 X, to a function dependent on y;Gm 2 Y

which is given by:

hL FmðxÞGmðyÞ
ÿ �

; FmiL2ðXÞ ¼ hG ÿ L Umÿ1ðx; yÞð Þ; FmiL2ðXÞ: ð7Þ

� The application Tm : Y ! X that associates a function dependent on y;Gm 2 Y , to a function dependent on x; Fm 2 X

which is given by:

hL FmðxÞGmðyÞ
ÿ �

;GmiL2ðYÞ ¼ hG ÿ L Umÿ1ðx; yÞð Þ;GmiL2ðYÞ ð8Þ

where h�; �iL2ðXÞ and h�; �iL2ðYÞ are the scalar products on L2, in the x and y directions.

In order to obtain the new functions Fm and Gm, Eq. (7) and (8) must be solved simultaneously. This was achieved using the

standard fixed point algorithm detailed in Table 1. There are some restrictions for the convergence of the fixed point method.

If the operators are symmetrical, convergence is guaranteed. If not, a preconditioned symmetrical problem is built up by

multiplying the initial operator (and the second member) by its transposed form. The initialisation of the fixed point algo-

rithm is also an important factor for the convergence of the method. In this study, the functions were randomly initialized

and satisfied the boundary conditions.

2. Projection step: In order to increase the accuracy of the decomposition, the m ai coefficients are now sought in such a way

that the residual Resm is orthogonal to each product of functions F iGi. The ai coefficients are then solutions of the follow-

ing systems of equations:

L
Xm

i¼1

a
iF iðxÞGiðyÞ

 !
; FkGk

* +

L2ðXÞ

¼ hG; FkGkiL2ðXÞ for 1 6 k 6 m ð9Þ



We denote W : ðXÞm � ðYÞm ! R
mas the application that associates functions F

m ¼ fF igmi¼1 and G
m ¼ fGigmi¼1 to the vector

Km ¼ faig
m
i¼1 2 R

m. Its expression is given by (9).

3. Checking the convergence step:

If the L2 norm of the residual defined by Eq. (6) is lower than the coefficient � set by the user, the PGD algorithm is con-

verged. Otherwise, one more iteration is needed, and the enrichment and projection steps are repeated taking m ¼ mþ 1

until convergence is obtained.

The PGD algorithm1 is summarized in Table 2. In this work, the PGD algorithm was achieved by performing a discretization of

the three previous steps on Tchebychev–Gauss–Lobato collocation points, which is detailed in the following section.

2.2. Spectral discretization

We defined the resolution domain X ¼� ÿ 1;1½�� ÿ 1;1½. It is noteworthy that a simple affine transformation can deal

with any rectangular 2D domain �a; b½��a0; b
0
½. The domain X is discretized using the Tchebychev–Gauss–Lobato grid defined

as:

xi ¼ cosði p
Nx
Þ for i ¼ 0; . . . ;Nx

yj ¼ cosðj p

Ny
Þ for j ¼ 0; . . . ;Ny

(
ð10Þ

where Nx and Ny are the maximum indexes of collocation points in the x and y direction.

The PGD approximation of the solution of order m is given by:

Umðx; yÞ ¼
Xm

k¼1

a
iFkðxÞGkðyÞ ð11Þ

where FkðxÞ (respectively GkðyÞ) are approximated by polynomials of order Nx on the ðNx þ 1Þ nodes xi (respectively, polyno-

mials of order Ny on the ðNy þ 1Þ nodes yj) of the grid. Then,

FkðxÞ ¼
XNx

l¼0

FkðxlÞhlðxÞ and GkðyÞ ¼
XNy

l¼0

GkðylÞflðyÞ ð12Þ

hlðxÞ (respectively flðyÞ) is the Lagrange interpolation polynomial of degree Nx (resp. Ny) associated with the collocation point

xl (resp. yl). This is given by:

hlðxÞ ¼
YNx

j¼0;j–l

xÿ xj
xl ÿ xj

¼
ðÿ1Þlþ1ð1ÿ x2ÞT0Nx ðxÞ

clN
2
x ðxÿ xlÞ

ð13Þ

where TNx ðxÞ ¼ cosðNx arccosðxÞÞ is the Tchebychev polynomial of degree Nx and cl ¼
1
2
if l ¼ 0 or l ¼ Nx, and cl ¼ 1 otherwise.

flðyÞ is given by the same expression by replacing x by y.

The differentiation of Umðx; yÞ in x-direction at any collocation point ðxi; yjÞ can be written

@Um

@x
ðxi; yjÞ ¼

Xm

k¼1

a
k
XNx

l¼0

DNx

il F
kðxlÞ

 !
GkðyjÞ ð14Þ

The components DNx

ij of the DNx matrix correspond to hj0ðxiÞ and are given by:

Table 1

Fixed point algorithm (g is fixed by the user).

1. Initialization of Gð0Þ (randomly)

2. for k ¼ 1; kmax do

3. Computation of FðkÞ ¼ TmðG
ðkÿ1ÞÞ

4. Computation of GðkÞ ¼ SmðF
ðkÞÞ

5. Check convergence of ðFðkÞGðkÞÞ

ðjjFðkÞ ÿ Fðkÿ1ÞjjL2ðXÞ:jjG
ðkÞ ÿ Gðkÿ1ÞjjL2ðYÞ � gÞ

6. end for

7. Let Fm ¼ FðkÞ and Gm ¼ GðkÞ

1 This formulation of the PGD is called ‘‘progressive PGD with projection’’. Other formulations exist (for more details, see [37]).



DNx

ij ¼ ÿ
ci
2cj

ðÿ1Þiþj

sinðpðiþjÞ
2Nx

Þ sinðpðiÿjÞ
2Nx

Þ
; 0 6 i; j 6 Nx; i– j

DNx

ii ¼ ÿ
cos pj

Nx

2 sin
2 pi

Nx

; 1 6 i 6 Nx ÿ 1

DNx

00 ¼ ÿDNx
Nx ;Nx

¼
2N2

x þ 1

6

ð15Þ

The second derivative of Um is performed by

@2Um

@x2
ðxi; yjÞ ¼

Xm

k¼1

a
k
XNx

l¼0

DNx ;2
il FkðxlÞ

 !
GkðyjÞ ð16Þ

where DNx ;2 ¼ ðDNx Þ2.

The differentiation of Umðx; yÞ in y-direction is obtained in the same way.

3. Application: 2D Poisson problem

3.1. The PGD problem

The following section provides an illustration of PGD associated with a spectral discretization on the 2D Poisson problem.

We looked for Uðx; yÞ 2 X such that,

r2Uðx; yÞ ¼ g1ðx; yÞ in X ¼�0;1½��0;1½

Uðx; yÞ ¼ g2ðx; yÞ on @X

(
ð17Þ

where @X is the boundary of the domain X.

After discretization by a spectral formulation, Eq. (17) could be written for i ¼ 0; . . . ;Nx and j ¼ 0; . . . ;Ny:

XNxÿ1

l¼1

DNx ;2
il Uðxl; yjÞ þ

XNyÿ1

l¼1

D
Ny ;2

il Uðxi; ylÞ ¼ SMij ð18Þ

where

SMij ¼ g1ðxi; yjÞ ÿ DNx ;2
i0 g2ðx0; yjÞ ÿ DNx ;2

iNx
g2ðxNx ; yjÞ ÿ D

Ny ;2

j0 g2ðxi; y0Þ ÿ D
Ny ;2

jNy
g2ðxi; yNy

Þ ð19Þ

Using the PGD method, the solution was sought in the separated form described in Eq. (3) at the collocation points (xi; yj).

In this problem, the three steps of the PGD method described in Section (2.1) are written:

1. Enrichment step: The new terms FmðxiÞ and GmðyjÞ (for 1 6 i 6 Nx ÿ 1 and 1 6 j 6 Ny ÿ 1) are the solutions to the non linear

problem defined by:

hAijðF
m;GmÞ; FmiL2ðXÞ ¼ hSMm

ij ; F
miL2ðXÞ ð20Þ

hAijðF
m;GmÞ;GmiL2ðYÞ ¼ hSMm

ij ;G
miL2ðYÞ

where

AijðF
m;GmÞ ¼

XNxÿ1

l¼1

DNx ;2
il FmðxlÞ

 !
GmðyjÞ þ FmðxiÞ

XNyÿ1

l¼1

D
Ny ;2

jl GmðylÞ

 !
ð21Þ

This system was solved using a fixed point method.

2. Projection step: The m first functions Fk and Gk, and the m weighting factors ak are given by solving the following linear

system:

Table 2

PGD algorithm (� is a parameter fixed by the user).

1. for m ¼ 1; mmax do

2. Perform step 1. to 7. of fixed point algorithm (see Table 1)

3. Let Fm ¼ fFmÿ1; Fmg and G
m ¼ fGmÿ1;Gmg

4. Computation of Km ¼ faigmi¼1 ¼ WðFm;GmÞ

5. Let Um ¼
Pm

i¼1a
iF iðxÞGiðyÞ and check convergence for U

ðjjResmjjL2ðXÞ � �Þ

6. end for



Ha ¼ J with t
a ¼ fa1; . . . ;amg ð22Þ

The components of H and J are defined (for 1 6 k; q 6 m and for i ¼ 0; . . . ;Nx and j ¼ 0; . . . ;Ny) by:

Hkq ¼
XNxÿ1

i¼1

XNyÿ1

j¼1

AijðF
k;GkÞFqðxiÞG

qðyjÞ ð23Þ

and

Jq ¼
XNxÿ1

i¼1

XNyÿ1

j¼1

SMijF
qðxiÞG

qðyjÞ ð24Þ

3. Checking the convergence: If the L2 norm of the residual defined (for i ¼ 0; . . . ;Nx and j ¼ 0; . . . ;Ny) by
Xm

k¼1

a
kAijðF

k;GkÞ ÿ SMij ð25Þ

is lower than the coefficient � set by the user, the algorithm is converged. Otherwise, one more iteration at least is needed,

and the enrichment and projection steps are repeated taking m ¼ mþ 1 until convergence is achieved.

3.2. Numerical example

Here, we will consider two different test cases with a given exact solution.

Problem 1. Find Uðx; yÞ 2 X ¼�0;1½��0;1½ solution of the problem (17) such that

g1ðx; yÞ ¼ ÿ8p2 cosð2pxÞ sinð2pyÞ and
g2ðx;0Þ ¼ g2ðx;1Þ ¼ 0

g2ð0; yÞ ¼ g2ð1; yÞ ¼ sinð2pyÞ

�

The analytical solution is then given by: Uanaðx; yÞ ¼ cosð2pxÞ sinð2pyÞ.

Problem 2. Find Uðx; yÞ 2 X ¼�0;1½��0;1½ solution of the problem (17) such that

g1ðx; yÞðx; yÞ ¼ 12ðx2y4 þ x4y2Þ ÿ 8p2 cosð2pxÞ sinð2pyÞ and
g2ðx;0Þ ¼ 0 g2ð0; yÞ ¼ sinð2pyÞ

g2ðx;1Þ ¼ x4 g2ð1; yÞ ¼ y4 þ sinð2pyÞ

�

The analytical solution is then given by: Uanaðx; yÞ ¼ x4y4 þ cosð2pxÞ sinð2pyÞ.

These problems were solved with the PGD algorithm detailed previously as well as with the full grid spectral standard

solver in order to compare accuracy and performance. The number of nodes in each direction is denoted by N. The conver-

gence coefficient of PGD algorithm � was taken to be equal to 10ÿ13 and the convergence parameter for the fixed point algo-

rithm g iwas set at 10ÿ5 with a maximum iteration value of kmax ¼ 50. The error between the analytical solution and the

computed solution obtained by PGD or by the full grid solver, plotted on Fig. 1, was defined by

E ¼
jjU ÿ UanajjL2ðXÞ
jjUanajjL2ðXÞ

ð26Þ

We observed that the PGD solver was as accurate as the full grid solver and that the machine error was reached for N ¼ 20. In

addition, the error had an exponential convergence depending on the number of nodes, which is typical in spectral

discretization.

For Problem 1, PGD required only one function (m ¼ 1) to converge, while sixty functions (m ¼ 60) were required for

Problem 2. In both cases, PGD was much faster than the full grid solver. For Problem 1, with a mesh size of 64� 64, PGD

was around thousand times faster than the full grid solver. This is because the error of the full grid solver is reached with

only one PGD function product. For Problem 2, although the PGD method required sixty function products, the gain in com-

putation time was also significant. Indeed, for a mesh size of 64� 64, PGD was around one hundred times faster than the full

grid solver. For PGD, the cost of preparing the decomposition and computing the bases (steps 1–3) is included in the com-

parison of the computational costs.

In order to study the influence of the various PGD parameters (�;g; kmax) on the solution obtained, the following error was

introduced:

Em ¼
jjUm ÿ UF jjL2ðXÞ

jjUF jjL2ðXÞ

ð27Þ

where UF denotes the reference solution computed with the full grid solver, and Um is the PGD solution obtained with m

products of functions (see Eq. (3)). Only Problem 2 was considered.2

2 This study was not possible for Problem 1 because only one couple of functions provides the solution.



For each enrichment m and for various values of kmax, the number of iterations required for the convergence of the fixed

point algorithm is illustrated in Fig. (2a). It should be remembered that the parameter kmax corresponds to the maximum

number of iterations set by the user in the fixed point algorithm. This figure shows that for a kmax ¼ 2;5;10, the fixed point

algorithm never converged to the prescribed tolerance g ¼ 10ÿ15. To obtain this level of accuracy, it is generally necessary to

perform at least twenty iterations (see results for kmax ¼ 50). Fig. (2b) shows the change in error Em for each PGD enrichment

m. To obtain an error lower than 10ÿ13, the PGD method required around seventy functions for kmax ¼ 5;10;50, compared

with one hundred and ten for kmax ¼ 2. Thus, even when kmax ¼ 50 and the fixed point algorithm converges, the number

of PGD functions required to obtain a given accuracy is very close to that required when kmax ¼ 10. To conclude, even when

kmax ¼ 10 and the fixed point algorithm does not converge, this is still sufficient to obtain an accurate solution quickly.

The influence of parameter g, which corresponds to the accuracy of the fixed point algorithm, on PGD convergences, is

illustrated in Fig. (3a). It should be noted that for values smaller than 10ÿ4, parameter g does not affect PGD convergence.

Finally, Fig. (3b) shows that when the number of discretization nodes increases, the number of functions needed for PGD

convergence increases too.

4. Navier–Stokes problem

4.1. PN—PNÿ2 method associated with a fractional step scheme

4.1.1. A third-order projection scheme

We considered the dimensionless unsteady Navier–Stokes equations for Newtonian incompressible fluids in a primal

velocity–pressure formulation. For any open domain X 2 R
2 and a positive T, we looked for the velocity field u and the pres-

sure field p solutions of

@u
@t
ÿ 1

Re
Duþ u:ruþrp ¼ f in X��0; T�

r:u ¼ 0

uðt ¼ 0Þ ¼ u0

u ¼ g on @X

8
>>><
>>>:

ð28Þ

where f;u0 and g are given vectors and Re is the Reynolds number.

The fractional step schemes involve computing the velocity and the pressure fields separately, through the computation

of an intermediate velocity, which is then projected onto the subspace of divergence-free functions (see [42–44]). In this

work, an Adams–Bashforth/third-order backward Euler projection scheme introduced by Botella in [41] was used. At the

nþ 1 time step, we were looking for unþ1 and pnþ1. The steps which compose this algorithm are detailed in the following:

(1) The estimated velocity ~unþ1 is the solution to the correction step defined by:

r~unþ1 ÿ 1
Re
r2~unþ1 ¼ ~fnþ1

~unþ1 ¼ gnþ1 on @X

(
ð29Þ

where r ¼ 11
6Dt

and Dt is the time step. Vector ~fnþ1 is given by:

Fig. 1. Error between the computed and the exact solution depending on the number of nodes N in each direction.



~fnþ1 ¼ f
nþ1

þ
1

6Dt
ð18un ÿ 9unÿ1 þ 2unÿ2Þ ÿrð2pn ÿ pnÿ1Þ ÿ 3½ðun:rÞun� ÿ 3½ðunÿ1:rÞunÿ1� þ ½ðunÿ2:rÞunÿ2� ð30Þ

(2) Pressure pnþ1 is the solution to the projection step:

runþ1 þrpnþ1 ¼ f̂nþ1

r:unþ1 ¼ 0

unþ1:n ¼ gnþ1:n on @X

8
><
>:

ð31Þ

where f̂nþ1 ¼ r~unþ1 þrð2pn ÿ pnÿ1Þ

(3) Velocity unþ1 is updated with:

unþ1 ¼ ~unþ1 ÿ
t

1
rrðpnþ1 ÿ 2pn þ pnÿ1Þ ð32Þ

4.1.2. PN—PNÿ2 method

In this work, the velocity and the pressure were discretized over one collocation grid only. The discrete velocity and pres-

sure spaces used in the resolution of the Darcy problem must fulfil the inf-sup condition, otherwise the pressure is polluted

by spurious modes (four modes for a 2D problem) [39]. In order to avoid these spurious modes, we used a PN—PNÿ2 scheme.

This scheme approximates the velocity field by local polynomials of degree N in each space variable, and approximates the

pressure by polynomials of degree N ÿ 2.

In this collocation method, the values of the velocity involved in the solution are the values at the ðNx þ 1Þ � ðNy þ 1Þ

nodes of X, while there are only values of the pressure at the ðNx ÿ 1Þ � ðNy ÿ 1Þ inner nodes. A derivative operator of the

velocity DNx (respectively DNy ) was defined in Section 2.2. The entries for the pressure derivative matrix in the x-direction,

called eDNx , are given by:

eDNx

ij ¼ ÿ 1
2

sin2 pj
Nx

sin2 pi
Nx

ðÿ1Þiþj

sinð
pðiþjÞ
2Nx

Þ sinð
pðiÿjÞ
2Nx

Þ
1 6 i; j 6 Nx ÿ 1; i– j

eDNx

ii ¼
3 cospj

Nx

2 sin2 pi
Nx

1 6 i ¼ j 6 Nx ÿ 1

ð33Þ

The entries for the pressure derivative matrix in the y-direction, called eDNy , are defined in the same way.

The prediction step (29) constitutes a Helmholtz problem for the estimated velocity ~unþ1 with Dirichlet boundary condi-

tions which could be solved using standard methods. The projection step corresponds to a Darcy problem which is solved

using an Uzawa algorithm.

4.1.3. Uzawa algorithm

In the following u denotes the velocity component in the x-direction and v the velocity component in the y-direction. Sim-

ilarly, f̂ nþ1
x is the component of f̂nþ1 in the x-direction and f̂ nþ1

y in the y-direction. The Darcy problem (31), written on the

inner collocation nodes, is given by the following matrix formulation:

rU þ eDNxP ¼ bF x ð34Þ

Fig. 2. Convergence of PGD for Problem 2 for N ¼ 26 and g ¼ 10ÿ15 .



rV þ Pt eDNy ¼ bF y ð35Þ

DNxU þ V tDNy ¼ S ð36Þ

The components of the previous matrices were performed for 1 6 i 6 Nx ÿ 1 and 1 6 j 6 Ny ÿ 1 by:

Uij ¼ unþ1ðxi; yjÞ
� �

; V ij ¼ v
nþ1ðxi; yjÞ

� �
; Pij ¼ pnþ1ðxi; yjÞ

� �
;

bF xij ¼ f̂ nþ1
x ðxi; yjÞ

h i
; bF yij ¼ f̂ nþ1

y ðxi; yjÞ
h i

and

Sij ¼ ÿDNx

i0 uðx0; yjÞ ÿ DNx

iNX
uðxNx ; yjÞ ÿ D

Ny

j0 vðxi; y0Þ ÿ D
Ny

jNy
vðxi; yNy

Þ: ð37Þ

Substituting Eqs. (34) and (35) into (36), the following matrix equation for pressure is obtained:

DNx eDNx

� �
P þ Pt DNy eDNy

� �
¼ G ð38Þ

with

G ¼ DNx bF x þ bF t
yD

Ny ÿ rS

The operators DNx eDNx and DNy eDNy are called Uzawa operators. The pressure is then obtained by solving Eq. (38).

4.1.4. PGD for Navier–Stokes equations

The problem is solved using the PGD algorithm. Assuming we are at nþ 1 time step, pn; pnÿ1;un;unÿ1 and unÿ2 are known

and pnþ1 and unþ1 are then calculated. For that purpose, the following steps were carried out:

(1) The x-component ~unþ1 of the estimated velocity ~unþ1 is sought in the form

~unþ1ðx; yÞ ¼
Xm~u

k¼1

a
k
~uF

k
~uðxÞG

k
~uðyÞ ð39Þ

The PGD strategy is similar what was presented in Section 3.1 with

AijðF
k
~u;G

k
~uÞ ¼ rFk

~uðxiÞG
k
~uðyjÞ ÿ

1

Re

XNxÿ1

l¼1

DNx ;2
il Fk

~uðxlÞ

 !
Gk

~uðyjÞ þ Fk
~uðxiÞ

XNyÿ1

l¼1

D
Ny ;2

jl Gk
~uðylÞ

 !" #
ð40Þ

and

SMij ¼
~f nþ1
x ðxi; yjÞ ÿ DNx ;2

i0 gnþ1
x ðx0; yjÞ ÿ DNx ;2

iNX
gnþ1
x ðxNx ; yjÞ ÿ D

Ny ;2

j0 gnþ1
x ðxi; y0Þ ÿ D

Ny ;2

jNy
gnþ1
x ðxi; yNy

Þ ð41Þ

where gx is the x-component of the vector g defined in problem (28) and ~f nþ1
x is the x-component of the source term vector

~fnþ1.
~vnþ1, the y-component of the estimated velocity ~unþ1, is computed in the same way such that:

Fig. 3. Convergence of PGD for Problem 2 for kmax ¼ 10.



~vnþ1ðx; yÞ ¼
Xm~v

k¼1

a
k
~vF

k
~vðxÞG

k
~vðyÞ ð42Þ

(2) The pressure pnþ1 was calculated in the form

pnþ1 ¼
Xmp

k¼1

a
k
pF

k
pðxÞG

k
pðyÞ ð43Þ

In this case, Eq. (38) was solved in a similar manner to that shown in Section 3.1 with the pressure operators defined in sec-

tion 4.1.3.

(3) Velocity unþ1 was updated using Eq. (32).

4.2. Applications

We decided to solve Navier–Stokes equations using PGD associated with a PN—PNÿ2 spectral discretization. In order to

validate the approach, we first considered a Darcy problem, which corresponds to the projection step of the fractional step

scheme. Then, two different Taylor Green problems were examined to assess the accuracy of the method when the time step

and the grid size vary. Finally, the method was applied to solve the flow in a 2D lid-driven cavity.

4.2.1. Darcy problem

In this section the following problem is solved:

uþrp ¼ f in X

r:u ¼ 0 in X

u:n ¼ g:n on @X

8
><
>:

ð44Þ

where u ¼ ðu;vÞ is the velocity and p is the pressure. This problem corresponds to the projection step (31). We chose the case

studied by Botella [40] which admits the following analytical solutions:

uanaðx; yÞ ¼ ÿ4p sinð4pxÞ cosð4pyÞ;

vanaðx; yÞ ¼ 4p cosð4pxÞ sinð4pyÞ;

panaðx; yÞ ¼ cosð4pxÞ cosð4pyÞ

By carrying these solutions into problem (44), the source terms and boundary conditions are well defined. An arbitrary pres-

sure constant was chosen in order to make the calculated pressure at the central point of the mesh equal to the exact one.

The problem was solved using PGD and with a full grid spectral standard solver. The convergence coefficient of the PGD

algorithm was taken to be equal to �p ¼ 10ÿ8. Simulations were performed for a mesh characterized by N collocation points

in each direction and ranging from 8 to 64. The relative error of the analytical solution, defined by Eq. (26), was plotted as a

function of the number of nodes in each direction N (see Fig. 4).

This figure shows that the PGD solver is as accurate as the full grid solver. Moreover, from 32 nodes in each direction, the

error is no longer significant. We observed an exponential convergence with the number of nodes. These results are similar

Fig. 4. Relative error for the horizontal velocity (left) and for the pressure (right) with the number of nodes N in each direction.



to those obtained by Botella in [40]. The error associated with the vertical velocity has not been drawn because it is similar to

that obtained with the horizontal velocity.

The CPU time required to solve this problem by PGD was much lower than the CPU time necessary with a full grid solver.

In this case, with N ¼ 64, the PGD solver was 100 times faster than the standard solver. This result is due to the fact that PGD

only requires one couple of functions to reconstruct the solution properly.

4.2.2. Taylor–Green problem

The Taylor Green problem corresponds to the Navier–Stokes problem where an analytical solution is provided. We con-

sidered the case studied by Botella in [41]. This consists in solving Navier–Stokes equations in a domain X ¼� ÿ 1;1½�� ÿ 1;1½

and on the time interval �0; T�, where the solutions are given by:

uanaðx; y; tÞ ¼ cosðctÞ sin
px

2

� �
cos

py

2

� �
;

vanaðx; y; tÞ ¼ ÿ cosðctÞ cos
px

2

� �
sin

py

2

� �
;

panaðx; y; tÞ ¼
1

4
cos2ðctÞ cosðpxÞ þ cosðpyÞ½ � þ 10ðxþ yÞ cosðctÞ

The boundary conditions and the source term f were defined in order to match the analytical solution. Reynolds number was

set at Re ¼ 100. To initialize the time integration scheme, the fields u and p at ÿ2Dt;ÿDt and 0 were taken to be equal to the

exact solution. The coefficients needed to check PGD convergence were set at �~u ¼ 10ÿ13 for intermediate velocities and

�p ¼ 10ÿ8 for pressure. In both cases, the fixed point criterion was set at g ¼ 10ÿ5.

To check the spatial accuracy of PGD, we first studied the stationary Navier–Stokes equation by taking c ¼ 0. The discrete

errors EU ¼ jjUÿUanajj on the collocation inner points for fieldsU ¼ u;v or p are displayed in Table 3. These results show that

PGD is as accurate as the full grid standard solver. In this case too, PGD requires only one couple of functions to reconstruct

the solution exactly.

The study of temporal accuracy was performed on the unsteady, time periodic analytical solutions with c ¼ 5. The time

step was set to Dt ¼ 10ÿ3 and a grid with 16 collocation points in each direction was considered. Fig. 5 shows the changeover

time of errors Eu and Ep obtained by PGD. We observed no amplification of the errors with time, which suggests the numer-

ical solutions are stable. It is noteworthy that these results are close to those obtained by Botella and confirm the ability of

PGD to treat Navier–Stokes equations with a spectral discretization. Errors obtained with the full grid solver have not been

plotted because they are exactly the same as those obtained by PGD.

Table 3

Error of the stationary solution of the Taylor–Green problem for Re ¼ 100.

N Eu Ev Ep

Standard PGD Standard PGD Standard PGD

8 9;60:10ÿ7 9;60:10ÿ7 9;60:10ÿ7 9;60:10ÿ7 8;63:10ÿ4 8;63:10ÿ4

12 2;02:10ÿ11 2;02:10ÿ11 2;02:10ÿ11 2; 02:10ÿ11 4;37:10ÿ7 4;37:10ÿ7

16 1;33:10ÿ15 1;73:10ÿ15 1;33:10ÿ15 1;73:10ÿ15 6;41:10ÿ11 6;42:10ÿ11

32 7;29:10ÿ19 6;49:10ÿ19 7;29:10ÿ19 6;49:10ÿ19 1;53:10ÿ15 1;41:10ÿ15

Fig. 5. Change with time of the error on the velocity and the pressure with Dt ¼ 10ÿ3 and N ¼ 16 (PGD solver).



Another test consists in studying the relative error with respect to the analytical solution, defined by Eq. (26), according to

the time step. Fig. 6 shows that the behaviour of the PGD errors for velocity and pressure are very close to those obtained by a

full grid solver. Moreover, the errors obtained by PGD have an exponential decay with the time step, which is characteristic

of spectral methods.

As in Section 3.2, the influence of the various parameters of the fixed point algorithm (g; kmax) on the accuracy of the solu-

tion was studied. As a first step, we were interested in the influence of the k
~u
max parameter on the prediction of the interme-

diate velocity. Figs. (7a) and (7b) show that, in this case, the convergence of the fixed point algorithm does not affect the

prediction of the velocity. Indeed, the algorithm did not converge, except for k
~u
max ¼ 50, and the error Em was the same for

each k
~u
max. Note that the results obtained for the intermediate y-velocity are similar to those obtained here. Fig. (8a) shows

that the parameter g~u does not influence the prediction of the velocity. Consequently, in the following, the parameters of the

fixed point algorithm required to compute the intermediate velocities was set at: g~u ¼ 10ÿ5 and k
~u
max ¼ 10.

As a second step, we were interested in the influence of the k
p
max parameter for the prediction of the pressure. Fig. (7c)

shows that independently from the choice of the k
p
max parameter, the fixed point algorithm did not converge. In this case,

the number of iterations in the fixed point algorithm affects the behaviour of the error (see Fig. (7d)). We observed that

the smaller the k
p
max, the higher the number of PGD functions necessary for the convergence of the PGD algorithm. To obtain

an error of Em ¼ 10ÿ13, the choice of a k
p
max ¼ 2 led to m ¼ 80, the choice of a k

p
max ¼ 10 led to m ¼ 32 and the choice of a

k
p
max ¼ 50 led to m ¼ 20. Since the purpose of this work was to save computational time, the choice of k

p
max ¼ 50 is not con-

venient because the time spent in the fixed point algorithm is too long. The best compromise between CPU time saving in the

fixed point algorithm and the desired number of PGD function products for convergence seems to correspond to a value of

k
p
max equal to 10. Fig. (8a) shows that the value of gp does not affect the accuracy of the pressure prediction. Consequently, in

the section below, for the lid driven cavity, the parameters were set to: gp ¼ 10ÿ5 and k
p
max ¼ 10.

The comparison of PGD CPU time and standard solver CPU time is illustrated in Fig. 9. It is clear that beyond a mesh size of

26� 26, PGD was faster than the standard method. In fact, for a mesh size of 48� 48, PGD was ten times faster than the

standard method.

4.2.3. Lid-driven cavity flow problem

We will now discuss the case of a flow in a square lid-driven cavity, as illustrated in Fig. 10. The two velocity components

vanish on the boundary, except on the north face where the x-velocity is equal to U0. The source term f is taken equal to zero.

Simulations were performed for Re ¼ U0�d
m

equal to 100 with a time step equal to Dt ¼ 10ÿ3 and a non regular grid with 20

nodes in each direction. For this Reynolds number, simulations converged towards stationary solutions. So the following

convergence criteria were defined:

t

jjUk ÿU
kÿ1jj

jjUkjj 6 cu with U ¼ u;v ð45Þ

t

jjrpk ÿrpkÿ1jj
jjrpkjj 6 cp ð46Þ

cu (resp. cp) was taken as being equal to 10ÿ10 (resp. 10ÿ5). Finally, the simulations were performed with a full grid solver and

with the PGD method. Coefficients needed to check the convergence of PGD algorithm were set at �~u ¼ 10ÿ10 for intermedi-

ate velocities and �p ¼ 10ÿ5 for pressure. Concerning the fixed point parameters, based on the results obtained in the previ-

ous section, we chose g ¼ 10ÿ5 and kmax ¼ 10 to compute velocities and pressure.

Fig. 6. Velocity error (right) and pressure error (left) depending on the time step with N ¼ 16 at T ¼ 1 seconds.



Fig. 7. Convergence of PGD for the Taylor–Green problem at t = 1 s with N ¼ 16. (a and b) Intermediate x-velocity for g~u ¼ 10ÿ15 , (c and d) pressure with

gp ¼ 10ÿ15 .

Fig. 8. Convergence of PGD solutions at t = 1 s for the Taylor–Green problem with kmax ¼ 10 and N ¼ 16.



Fig. 9. Comparison between full model CPU time and PGD model CPU time.

Fig. 10. Geometry of a lid-driven cavity.

Fig. 11. First functions of the tensor product computed with PGD that represent the x-velocity field.



The first PGD functions F i
u and Gi

u for the x-velocity are shown in Fig. 11. The streamlines and the isocontours of pressure

obtained by PGD and by the full grid solver are shown on Figs. 12 and 13. The PGD results are in agreement with those of the

standard solver.

Table 4 shows the extreme velocities along the centerlines and their corresponding positions. The minimum horizontal

velocity on the vertical centerline is denoted as umin and its location as ymin. The maximum and minimum vertical velocities

on the horizontal centerline are denoted by vmax and vmin, respectively, and their locations by xmax and xmin. These results

show that PGD associated with a spectral discretization is able to provide a highly accurate solution.

The change in the error defined by Eq. (27) in relation to the number of PGD functions is plotted in Fig. 14. We observed

that, for the velocity in the lid-driven cavity, sixty function products were necessary to reconstruct the full grid solution. For

the pressure, approximately eighty products were necessary to achieve convergence.

The change in the ratio between the CPU time of the full solver and the PGD solver with the number of nodes is shown in

Fig. 15. At 25 nodes, and above, the PGDmethod was faster than the standard solver. Moreover, with a 36� 36 grid, PGD was

four times faster than the standard solver.

Fig. 12. Streamlines computed by PGD and with the full grid solver with N ¼ 20.

Fig. 13. Pressure fields computed by PGD and by the full grid solver with N ¼ 20.

Table 4

Extreme values of velocities through the centerline of the cavity, Re ¼ 100.

Source Method and grid umin ymin vmax xmax vmin xmin

Ghia et al. [45] Finite difference, N ¼ 129 ÿ0.21090 ÿ0.0469 0.17527 ÿ0.2656 ÿ0.24533 0.3047

Deng et al. [46] Finite Volume ÿ0.21405 – 0.17896 – ÿ0.25399 –

Zhang et al. [47] Pseudospectral, N ¼ 48 ÿ0.2140482 ÿ0.0419 0.1795763 ÿ0.2630 ÿ0.2538134 0.3104

Present Pseudospectral, N ¼ 20 ÿ0.2141353 ÿ0.0419 0.1797115 ÿ0.2630 ÿ0.2541496 0.3104



We will now discuss the optimality of the PGD method. For this purpose, the number of PGD functions required to obtain

a solution was analyzed. A SVD (Singular Value Decomposition) [48,49] was applied. If the PGD method is optimal, the num-

ber of PGD functions should be almost the same as the number of functions obtained by the SVD. To achieve this, the change

in the norm of the residual of each equation solved depending on the number of PGD functions or SVD functions was con-

sidered. The residual is defined as:

ResNw ¼ Lw

XNw

i¼1

F i
wG

i
w

" #
ÿ SMw ð47Þ

wherew corresponds to the different unknowns of the problem, namely the horizontal velocity and the pressure. The results

obtained for vertical velocity were very close to those obtained for horizontal velocity, which is why this velocity will not be

considered in the following. Lw (respectively SMw) is the operator (resp. the second member) associated with the equation

which was used to calculate the variablew. Functions F i
w;G

i
w are the PGD functions or the SVD functions of the unknownw at

the last time step. Below, FULL-SVD corresponds to the results obtained with a SVD on the full grid spectral standard solver,

and PGD-SVD refers to the results obtained with a SVD on the PGD solution.

The norm of the residual associated with the equation satisfied by the velocity depending on the number of retained func-

tions N~u is plotted on Fig. 16 (left). The residual associated with the horizontal velocity obtained by PGD, PGD-SVD and FULL-

SVD gave the same curve of residuals up to a value of 10ÿ5. This proves that, for this variable, PGD gives the same optimal

representation as could be provided by a SVD of the full solution. From this value, the PGD curve decreased more slowly to a

norm of the residual close to zero in approximately sixty functions, while SVDs suddenly decreased to zero in twenty func-

tions. The same results are plotted for pressure in Fig. 16 (right). Here, it is more difficult to reach a conclusion. In fact, both

SVDs converged to a value of the residual norm that was less than 10ÿ5 in twenty function products, while PGD needed more

Fig. 14. Convergence of PGD for horizontal velocity and for pressure in the case of the lid driven cavity problem with N ¼ 20.

Fig. 15. Ratio between full model CPU time and PGD model CPU time.



than seventy products. It is clear that the convergence in pressure is slower than the convergence in velocity. PGD is not opti-

mal in this case either.

5. Conclusions

In this work, the PGD method was coupled with a spectral discretization to solve various transfer equations. For all the 2D

cases considered (the stationary diffusion equation, the Darcy problem and the Navier–Stokes equations), the PGD results

were as accurate as those obtained with a full model. Moreover, above a given number of nodes, PGD was faster than the

full solver. For the 2D stationary diffusion equation, using PGD was about 100 times faster on a 64� 64 mesh size. For Navier

Stokes equations, it was around five or ten times faster, depending on the problem considered. The study of the influence of

the fixed point algorithm on the accuracy of the solution showed that the convergence of the fixed point algorithm does not

affect the solution significantly.

Increasing the Reynolds number will be the subject of further studies. This work is also the first step toward dealing with

a 3D situation. Indeed it would be interesting to include the time coordinate in the separated representation of the PGD solu-

tion or to consider 3D spatial problems. It might be hoped that the time saved will be greater than in the 2D case.
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