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Adaptive high gain observer based output feedback predictive
controller for induction motors *
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2Department of Electrical Engineering, Monastir Engineering School, Road Ibn Eljazzar, 5019 Monastir, Tunisia
Y GREYC, UMR 6072 CNRS, Universite de Caen, 6 Bd Marechal Juin, 14050 Caen Cedex, France

ABSTRACT

An accurate estimation of both rotor and stator resistances is usually required to achieve
high performance control in induction machine drive systems. In our study, an output feed-
back predictive controller which is adaptive with respect to these parameters uncertainties
is proposed. Such design attempts to a fully decoupling in speed and flux magnitude when
conjoint estimation of the state and the critical parameters is performed. Precisely, two-
stage of high gain observer are used to provide on-line update of rotor and stator resis-
tances as well as following time evolution of the rotor flux and the load torque. Then,
the instantaneous estimates are exploited in a constrained predictive controller for achiev-
ing the admissible tracking objective. The little number of the synthesis parameters and
the ability of the control scheme to handle input constraints constitute the two main ben-
efits of our design. Simulation results show that the proposed controller is suitable for high
dynamics performance applications.

1. Introduction

High performance control of induction machines (IM) remains a challenge, not only because the strongly coupled nonlin-
earities and the MIMO nature of motor model; but also, due to the unknown load disturbance and parameters uncertainty.
The lack of knowledge of parameters is mostly related to the stator and rotor resistances which are subjected to large vari-
ations during operations [1,2]. It is essential to know that in addition to the load torque, the temperature and the frequency
dependent variation of the stator and rotor resistances. In particular, the rotor resistance value can increase by an order of
100%, which involves significant undesirable effects on the vector control algorithm [3-5]. In other hand, the stator currents
strongly affects the stator resistance due to the ohmic losses in the winding, which presents a serious hindrance when a vec-
tor controlled drive operates at low speed regions [6-8]. So, any mismatch between the parameters in the motor and that
instrumented in the vector controller will result in the deterioration of performance in terms of steady state error and tran-
sient oscillations of the rotor flux and torque [9,10]. Consequently, the efficiency of the motor drive decreases and cannot
answer to the high precision performance which is usually needed in machine tools or robotics application. All this gives
a strong motivation towards the development of adaptive output feedback controller in order to alleviate these performance
degradations, and consequently various schemes have been proposed in the literature for simultaneous estimation of the
motor resistances and the internal states in IM. In [11], the proposed adaptive controller including an estimation procedure
is able to follow very efficiently the actual values of both resistances, but eleven parameters should be tuning. Immersion
technique based forgetting factor observer is investigated in [12]. In this case, the authors propose to extend IM model in
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order to obtain a representation which is affine with respect to the variables to be estimated. Nevertheless, such strategy
remain inapplicable when rotor flux states are using in the model. In [13], a direct torque control (DTC) method is used
for the tracking objective and a sliding mode technique is adopted for speed and flux estimation as well as the stator resis-
tance adjustment. It is shown that the speed estimator and the resistance adaptation suffer from variations of the rotor resis-
tance and the load torque, respectively. Both motor resistances are estimated in [14] by injecting high frequency signals to
the flux and magnetizing current commands. However, the algorithm identifying the resistances used in the feedback line-
arization controller is applicable only when the control system is in steady state but not when the load torque is varying
largely or when the speed command is being changed, as stated by the authors. A development of switching extended Kal-
man filter (EKF) for rotor and stator resistances in speed sensorless control of IM is introduced in [15,1]. The lack of stability
results and the requirement of high computation demand constitute both main drawbacks of the proposed design.

If the problem of IM control has been addressed by a variety of methods such as, field oriented control (FOC), direct torque
control (DTC), feedback linearization controller, sliding mode controller (SMO), etc.; nonlinear model predictive control
(NMPC) strategies are seldom used in this field, mainly due to their computational burden. Nonetheless, predictive control
laws are popular and well established methods in the process industries [16]. An inherent advantage of NMPC methodology
consists in its ability to handle constraints and nonlinearity in optimal way [17]. Recently, the so called nonlinear generalized
predictive control (NGPC) introduced in [18,19], can constitute a remedy to the computational issue. Indeed, an explicit solu-
tion of the state feedback control is given in the continuous time. It arises from the Taylor series approximation of the output
tracking error. Moreover, the closed loop stability is guaranteed when the relative degree of system is well definite.

The aim of this paper is to design an output feedback predictive controller for achieving a tracking objective in spite of
parameters uncertainty. To this end, two-stage of high gain observer (HGO) are used to accurately determine on-line the
internal state variables and the time varying parameters. Thereafter, estimated variables are integrated in a constrained
NGPC scheme in order to generate a decision variable that performs angular speed and flux magnitude reference tracking.
For achieving the boundedness of the resultant control voltages, input constraints are inherently taking into account when
the controller is synthesized.

The remainder of the paper is organized as follows: in Section 2, the mathematical model of induction machine is recalled.
We describe in Section 3 the procedure of designing a suitable HGO corresponding to the particular class of nonlinear sys-
tems in which, the model previously given should be transformed. In the spirit of NGPC law developed in [19], a synthesis of
the output feedback controller is detailed in Section 3. In particular, by using a quadratic programming (QP) or linear matrix
inequalities (LMI) formalisms, the control problem is reformulated as a convex optimization problem subject to input con-
straints. With relevant simulation results, Section 5 illustrates the tracking target performance as well as the parameters
adaptation behavior. Concluding remarks are discussed in the final section.

2. IM model and problem statement

Assuming linear magnetic circuits, the dynamics of a balanced nonsaturated induction motor in a fixed reference frame
attached to the stator are given in a condensed form as follows:

i = UF(@,00) ¥ — (o, 0s)1 + 5~ U
¥ = —F(w, o) + Mo,1

@Z%ITJZ'Pf}TL

y=1

in which w is the rotor speed, ¥ = [ Wy, ¥4 |" is the rotor flux vector, 1 = [14s, 145]" and u = [uys, U] are the stator current and
voltage vectors in a fixed reference attached to the stator. The model parameters are: rotor moment of inertia J, rotor and
stator winding’s resistances (R, R;) and inductances (L,,Ls), mutual inductance M and load torque T;. To simplify notations
we use the reparametrization: = -, 0 =1— % V(o 05) = %+ Moy i, F(w,04) = oly — poo,, with o =% o =% 1,
is the 2-dimensional identity matrix and J,=[0 —1; 1 0] is a skew-symmetric matrix.

The load torque is considered an unknown bounded disturbance with constant time derivative. Moreover, due to varia-
tions of both rotor and stator resistances during operations, o, and o are assumed to be uncertain within known bounds.

The control objective consists in tracking a smooth predefined profile for the motor speed w, while regulating the square
of rotor flux modulus || ¥|? at a desired constant value. Since both rotor flux and load torque are assumed unaccessible to
measure and in presence of rotor and stator resistances mismatch, we should synthesize a fast observer that allows to esti-
mate conjointly these states and parameters, and then incorporated them into the control loop. On the other hand, as it is
well known, peaking phenomena can usually occur when combining observer and controller. Precisely, during the transient,
the peak of the estimation error often generates a large control action which may drive the closed loop system trajectories to
instability. So, such problem should be taking into account when the controller is designed for ensuring the evolution of both
states and decision variables trajectories inside a predefined limits.



3. Nonlinear class of study and high gain observer design

For computational issue, the high gain observer which admits an explicit correction gain, is shown as one of the most
viable candidate that can resolve the problem of variables estimation in a little time. However, the procedure of HGO is re-
stricted to a particular class of nonlinear systems as the following form:

x=f(u,s,x)+¢ 2
y=Cx=x @)
where the state x € R" with x* e R™ for k=1,2,...,q,and n; > ny > ---,ng, S_,M = n,s(t) is a known signal, the input
u Cc U a compact set of R™, the output y € R™,
. fi(u,s,x',x%) 0
XZ fz(u7S7X17X27X3) N
x=| " [; flusx) = : ;e=] 0
. q—1
xq fQ*l(uvsvx) bq
0 &l
E: [1”17 Onlxnzv R Onlan]

with I,,, is the n; x n; identity matrlx and O, ., is the ny x n; null matrix, j€ {2,...,q - 1}.

gk e R™, ke {q—1,q}; each e¥is an unknown bounded real valued function that depend on uncertain parameters. Here,
specifying thls disturbance term, we propose a slight modification in relation to the model used in [20], when authors choose
& with only the last component & > 0. Moreover, as mentioned in [21], the addition of the known signal s(t) do not affect the
estimation error convergence.

The synthesis of the HGO corresponding to the form (2), requires to make some assumptions as follows:

(i) There exist o, g with 0 <o < g such that forall ke {1,...,q— 1}, VX e R", uc i

aﬁ((u7s7x1:k)>T aﬁ((u7s7xl:k)

Oxk+1 Oxk+1

k

0 < o?ly, < < < Ply;  with x** =x1 x2 ... x

Moreover, we assume that Rank("fk )';,f‘xl ) = Mysq.

(ii) The function f(u,s,x) is globally Lipchitz with respect to x, uniformly in u.
(iii) The function £9-'(t) and &%(t) are uniformly bounded with

01 = SUOPIIS‘H(f)II and 0 = Sulgllfi"(f)ll
t> t>

By assumption (i), each of Ji4 "f" 1 is left invertible. Assumption (ii) can be omitted in the case where the trajectory x(t) of
system (2) lie in the bounded set Q Whereas assumption (iii) is often physically true because ¢ represents the model error.
A candidate HGO for system (2) is described by the following dynamical system:

octl,,
0*ct [”f‘ (u,s x)]

Ox2

g-1 *
0"02[ oo (s X)]

i=1
where

e 0>0 is a real number representing the only design parameter of the observer.
. C' for 1<1i,j<gq; and [.]" is the left inverse of matrix [.].

When we use the observer under form (3) and after a coordinate transformation 3 = @(x), the estimation error is bounded
with the following inequality:

3O < Zoe " [[3(0) | + Mg-1004-1 + Mqa0q (4)

with 2, = %()q” >0, d4_1 and d, given in assumption (iii) are the upper bound of ¢~ and &7 respectively. lim,_, ..ty = + -
o0, limy_,,,Mq =0 and lim,_, . ,My_1, < t4g—1. The complete convergence proof is detailed in our previous work (see [22]). It



should be emphasized that here, the implementation of the high gain observer is quite simple. Indeed, it requires only the
tuning of the parameter 0, which should be chosen as a compromise between fast convergence and satisfactory dealing with
noise rejection.

4. Output feedback predictive controller design

The conjoint states and parameters instantly provided by the observer should be incorporated in the control loop. For
achieving an admissible tracking objective, predictive control strategy is preferred not only because it uses few parameters!
but also, due to its capability to handle input constraints. This last advantage helps to avoid the peak of the observer estimation
error during transient that can generate a large control action driving the closed loop system trajectories to instability. At the
next, in the spirit of the state NGPC design given in [19], we develop a constrained output feedback controller that can efficiently
applied to the IMs.

4.1. Predictive control law formulation

To synthesize the state feedback controller, we shall transform model (2) to a new coordinates for which the design is
more easer. In general, some hypotheses are required. Let at this step the following assumptions

(iv) There exists a Lipschitz diffeomorphism @ =: R" — R", x—®(x) = <§2((§)) > that puts the model (2) under the follow-
ing form

Z=Az+B(b(¢,2)u+g(&2) + ¢(2)

E=n(& zu) (5)
y=C

with

A:[g g‘} A = blockdiag (A1, Ay, ..., A1)

T
T 1T 2T d
B=1[0n, ..., On, In]", zz[z > z]
T

([)(Z) = [(Plr(zl)7 (Pzr(zlvzz)v LR} (P(1-71)1(217 e 721-71)7 Om]

where z and ¢ are the internals states of system (z € Z ¢ R™ and ¢ € R""™); the control input u € & ¢ R™; measured output
y € R™ and r is the relative degree of system (r < q) in the new coordinates. g(¢,z) € R™ and b(¢&,z) is a rectangular matrix of
dimension n; x m with n; < m. Cis as given above, A, € R™™ for k € {1,...,r — 1} are invertible matrices. They can be ob-
tained from successive z derivatives.
(v) The function ¢(.) is globally Lipschitz in z and the functions b(.) and g(.) are globally Lipschitz in z uniformly in £. More-
over, the matrix b(¢,z) should be of full row rank.
(vi) The system:

E=nE v, (b(E V1) (V2 — 8(&, v3)) (6)

with input (vq,v,,v3) and state ¢ are Input-to-State Stable where 1" denotes the right inverse of #.

Assumption (vi) is required for ensuring the stability of the system by designing a partial state feedback law. While (iv)
and (v), as we will show in section 5.2, are satisfied in the case of induction motors model.

Taking into account the structure of system (5), it is possible to derive the subsystem state trajectory z4(t) € R™ and the
associated input sequence ug4(t) corresponding to the desired trajectory z}(t). This allows to define an admissible reference
model as follows:

2q = Azg + B(b(&, zg)ug + &(&,24)) + @(24) (7)
where
Z4 = {z},T,zf,T, . ,zﬂT € R™ s the reference state model.
According to (7), we can extract the state reference trajectory zk € R, k = 2,...,r, as well as the desired control uy € R™,

we have:

! As we will see T, is the sole design parameter that needs to be adjusted in our control design.



=1 sk _ _
Z=Al 2T - (2. 2T 8)
Ud

= (b(¢.24))" (25 — 8(¢.20))

The proposed state feedback predictive controller is based on the resolution of an optimization problem, which depends on
the predicted tracking error as follows [19]:

3 Z/Tp (64 7T) = Jalt + ) (F(t +T) - Jalt + T))dT )

where T, is the predictive period, and yq € R™ is the prescribed tracking reference.

When assuming that the output y and the reference signal y, are sufficiently many times continuously differentiable with
respect to time t, the outputs y(t + 7) and y4(t + 7) at the time 7 are approximately predicted by their Taylor-series expansion
up to order r as follows:

Yt +1)=T(D)Y(t)

)
Va(t + 1) =T (2)Y(t) (10)

where

=r

T(T) = {1 T ... %} with T = diag{t, ..., 1}

Y(t) = () () ..y )
V(o) = i yio) .. v 0]

Hence, 3 can be rewritten in matrix form as follows:

J

[Y( ) = Ya(O) T(Ty)[Y(t) = Ya(t)] (11)

where

A
~
=
Il
S
)
9
2
Al
(=%
IS

(12)

The ijth elements of the square matrix 7 are in the form
T;Jrj—l
i+j—D@E-10G-1)

with T, = diag{T,,...,T,}; i,j={1,...,r+1}.
Repeated differentiation up to r times of the output y,; with respect to time, gives

Tfj (Tp) =

Ya=12
Ya =Mzi+ @0 (z})

b= (110)a - St

i (14)

r— r—1-j
(HA) (2a, E)ug + (24, ¢)) + 1 ( JAI-) @TII()

j=1 \ i=1
with @0 () = C"’;”p“,p=o,...,r—1;andn?zlAf={?lAz”'A" A
Let -
Y(t) — Yq(t) = M(z, 24, ) + { Or-1m, } (15)
H(z, 1, ¢)
with



e

Are? +dphli(z! Z}

M(2,24,¢) = <HA,-> e+ S <rﬁjA )d(p 1)

r-1 [r-1-j
+ <HA,->d(pH'M(.)

i=1

B!

and
r—1
£) = (HAi) b(z
i=1
such that
e,=72 -7 forje{l,---,r—1}
. . P 51 j
) ) . d"(p’(zl . zj) d ([)’(Zd,...,zjd>
Wl (A 1 — ) _
do (z,...7z7zd7...7zld>_ i T
A simple computation imply that (9) can be rewritten as follows:
_ 1 = — _ = _
3(.Ty) =5 (M'TM+ 2M' T H(W) + H ()T 1 o) H(W)) (16)

where 7,1 is the r+ 1th column of matrix 7(T) and 7 41,.1) its (r + 1,r + 1)th element.
4.2. Input constrained predictive controller

In order to achieve the separation principle as given in [23], beside the requirement to use fast dynamic observer (which
is solved by choosing 0 so large in the HGO design), we should ensure the boundness of the control signal to avoid peaking
phenomena for estimated state. Hence, we need to formulate the control law as a convex optimization problem subject to
input constraints.

Note that according to (16), the performance criterion can be rewriting again as follows

3(u,T,) = ;(MTTM+2MT ,H<HA) (z,&)u+u'b Zg“(HA) (r+1r41) (HA) (z,¢)u ) (17)
i=1

4.2.1. Proposition 1

Given a system (5) satisfying assumptions (v) and (vi), an appropriate solution of the output feedback predictive control
law which minimizes the cost function (9), arises from a constrained quadratic programming (QP) algorithm as the following
form

min 1atQu + fu
i ’ d (18)
subject to A.u < B,
where
T r—1 Ti r—1
Q= b (Z7 f) (HA1) T r+1,r+1) (HA1) b(i, é)
i=0 i—0
o r—1
f = MTTTH ( Al) b(‘zv f)
i=1
AC = [Im 7Im]T € Rzmxmv B - [Umax mm] € le
Umax = [uma)u ey umax]T7 Umin = [umim ey umin]

with Z = @(X) is the estimate of z = @(x).



4.2.2. Proposition 2
At the same, we can adopt the LMI formalism for generating the decision variable. Indeed, according to the Schur lemma,
the control signal is obtained from the following optimization problem

min K € Ryp

fu+ M TM -k @'
7 Q' (19)
(Im — Umax) <0

(=Intu+ Upin) <0

subject to

where x is a small scalar to be minimized.
4.3. Example for avoiding peaking phenomenon by the constrained predictive controller

In order to illustrate the efficiency of the proposed control scheme, we attempt to design an output feedback controller for
stabilizing around the origin the following system [24]

X1 =X
Xy =x% + ey (20)
y=X

It is clear that the system (20) is under form (2). In accordance to (3), a correspondent HGO is given by

A _ A~ 20 %
{{q X+ 0: x1) 1)
X =8 +e(Bu+ 0Py — &)
for which a globally stabilizing controller can easily founded as follows:
u=—e®) (R +x+5) (22)

Unfortunately, in spite of using a convergent observer (21) and a stable state feedback (22), the closed loop stability is not
achieved when 0 is so large (see Fig. 1, dotted signal). To avoid the peaking of states arising from the estimation error at the
transient (when using the same observer (21)), a constrained QP solution can be obtained by (18) with

5
Q&) = ;_ge(*ﬂ%)

T T T o
f®) = <€p>21 + gk +ﬁfcg)e(*z)

Ac=[1 = 1], be = tmax[1 1"

20 = = = Explicit output feedback (22)
Output feedback under QP optimisation (18)

15+ o g

25 i i i i i j

Fig. 1. Ability of input constrained output feedback predictive control to avoid peaking phenomenon.



Table 1
Induction motor parameters used in the simulations.

p f(Hz) Ls (H) Ly (H) M (H) Ro (©) Rin (Q) J (kgm?)
2 50 0.464 0.464 04417 5717 3 0.0049

Reporting to Fig. 1, it is shown that only when input constraints are taking into account in the control law formulation, the
state trajectory x(t) converges asymptotically to the origin x = 0.

5. Simulation results for an application to induction motors

To examine practical usefulness, the proposed estimation algorithm has been simulated for a three-phase 1.5 kW induc-
tion motor, whose rated parameters are depicted in Table 1. Obviously, without measurements of the rotor fluxes and in
presence of load torque variations and both rotor and stator resistances uncertainties, the main goal is to control the angular
speed and the square of the flux vector norm around the predefined reference trajectories.

5.1. Estimation of the rotor fluxes, both rotor and stator resistances, and the load torque

In order to simultaneously estimate both rotor and stator resistances, we use a state transformation such as model (1) can
be rewritten under the form (2). Thus, let us definite the new coordinate x such as

x'=1
x* = p(F(w, o) ¥ — o-M1) — Lo (23)
X3 = [ots o])"

and s = w.

Using this transformation, we can derive from model (1) the following submodel

X=X+ u

X = —L1(X1 +F(s,x3)x")x3 — (UMX")x3 — F(s,x3)x* + & (24)
X =g
y=x

where &2 = —@]J, V. This term shall be treated as unknown bounded function.? We can easily show that the submodel (24) is
under form (2). Hence, a corresponding HGO is given by

X' =x2 +i” *391;{1

. 1 /: . ~
0 _ L (& 3V51\53 51\ 53 23\52 2251
X2 = a(x +F(s,%)% )x1 (,qu )xz F(s,%5)%* —307% (25)

fHusx)

ox3

s (nfz(u.s.k)) 5
with
1 (%1 o s1z3)]
dhusx) _ [+ (¥ -pX +X'%)
3 . T
o (M 22+ 10K
Referring to (23), we can deduce an estimation of the rotor flux vector and both rotor and stator resistances such as

7

F(s,3) " (1 (%2 + LA183) + MK
(26)

) )

=Lx
s = L3
Now, rotor fluxes and rotor resistance provided by (25) and (26) are used to determinate the load torque T, and its time
derivative Tp,. So, a second HGO, placed in cascade with the first one, can be designed as follows:

2 If this expression is assumed negligible in [3], in our case it cannot strongly affect the convergence of estimation error when 0 is chosen so large.



6;0 = *}?L +%iTJ2@ - 30,
T, =Ty + 3090 (27)
Ty, = 03

where @ = @& — w.

In order to highlight the features of the adaptive HGO design, besides its privilege in time computation and in the number
of synthesis parameters, it is compared with the standard EKF algorithm. Simulation results for conjoint state and parame-
ters estimation of both techniques are illustrated in Fig. 2. We remark that the EKF approach can only estimate constant va-
lue of parameters (we show that the estimates cannot track well the real value of parameters when these last change value
during operating). However, a real time update of both resistance is achieved when adaptive HGO is used. Moreover, we can
ensure that the estimation error converge to zero when the steady state regime is established. Note that recently, to alleviate

the estimation error when parameters change during operating, a so called “Switching EKF” alternative is given in [1], but
the lack of stability results constitutes the main drawback of such design.

5.2. Output feedback predictive controller design

In order to deal with the predictive controller planned above, we shall introduce a mild change of coordinate that allows
to put system (1) in the canonical form (5). We use the following intuitive transformation of state

i 2
QR SR, k=% || 2
@ ¢

with z' = [z}, z}]" and 22 = [22, 23]", such as

®
: ———10TL

10T, (HGO)
‘‘‘‘‘ 10T, (EKF)

0.4 0.6 0.8 1 1.2
(b)

T e

1%, IIA(HGO)

o il 11
0 , , o= RAREN

time(s)

Fig. 2. Open loop estimation: comparison between adaptive HGO and EKF.



2 =PI =P+ ¥,

2 =M1,

¢ = arctan (i—”)
Vo
Thus, system (2) can be rewritten in the new coordinates as follows:

2 =A(6)Z + @' (2,6, T0)
22 = b(z, &, 0,)u+ g(z, 0, &s)

; (29)
é pz] Lx% 1

p z
y=12

where z = {zl , 4 is the state vector, y € R? is the measured output, and u € U/ € R,

1 N 1 T
An6r) = < ) )xpl(zhacr, T = {—1 7., fzacrz;}

J

bz..d) = 1 [< —pM@, sin(¢é) Eg.cos(é)>

cos(¢ sin(¢)

2Ma,

g(z, &rv&s) = [gl (Z &rv&s) gz(z, &rv&s)]T
PM

— M . R
ﬂp Z1zz (V(OCS) + OCT)Z% - TZ]ZZ

T r

(2,0, 8s5) =

~ 2
JO N L, N N | 2 L,
g2(27 O, 0‘5) = ﬂ“rz; + Mz}é - (y(“s) + “T)é + M“rg ((é) + <p_Mz%> )

T
Let z; = {z}f zﬂ with z} = [z}, z!,]" be the reference trajectory vector corresponding to the mechanical speed and the
square norm of the rotor flux.

3 phase source

Input

; Constraints Rectifier
10
) ||
—>
||‘/’d|| NGPC U Ua o T
Algorithm M Coys |_uy | PWM & base
Usg w. .| drivers
< L < \P\'a I
o ‘-i’y | isa 03 )
moG)] [ < f?‘” HGO: | Iy /
HGO; [+ o)
R, B
< 'usq
[ uSB
4—

A

A A

Fig. 3. Block diagrams of the output feedback predictive controller.



The whole scheme of the control induction machine is depicted in Fig. 3. Mainly, after using the two-stage of HGO in order
to estimate conjointly parameters and state, these lasts are incorporated in the predictive controller which inherently allows
to take into account input constraints. C3, and C3 represent respectively direct and inverse Clarke transformations.

In the numerical simulation, we propose a trapezoidal smooth profile for speed reference trajectory, while reference cor-
responding to the square norm of the flux starts from zero and grow up until t = 0.1 s to a constant value which is equal to its
rated value. Sensitivity of our control algorithm towards the motor resistances and the load torque mismatch is tested with
an imposed scenario for a reasonable variation of these parameters. The solution of predictive control law arises from the QP
formulation given by (18) with T, =5 ms. It inherently incorporates stator voltage constraints such as: A.=[I, — I]” and
B.=500[11 —1 —1]". The design parameters of both observers are chosen as ¢; = 2000 and 0, = 500.

All simulation results are depicted in Figs. 4 and 5. Dynamic behavior of the output: rotor speed and flux modulus are
illustrated in Fig. 4 graphs (a) and (b); while graphs (c), (d) and (e) of the same figure shows respectively the estimation
of the load torque and both rotor and stator resistances. As it can be seen in graphs (a) and (b), the decoupling target of
mechanical speed and rotor flux modulus is achieved through the proposed predictive controller even for low operating
speed, so that its trajectories can be independently controlled. Moreover, we remark that the system outputs can track well
the reference signals regardless of load torque and both resistances mismatch. In particular, with 100% variations of R, and
50% of R; we have recorded a tracking velocity error less than two percent (2%) and a tracking flux error less than ten percent
(10%). In the other hand and reported to the graphs (c)-(e), negligible estimation errors are shown in steady state operations
while some fluctuations appear in the transient stages. Such behavior is explained as follows: when permanent regime is
established (in steady state) the annulation of the angular speed dynamics (& = 0) involves an annulation of the term of
uncertainties &2 (¢2 = 0); and by referring to (4), an asymptotic convergence of the estimation error is achieved. In contrast,
the little bounded error seen when w(t) changes level, is caused by the fact that &2 # 0. One other drawback is that the pro-
posed observer remains very sensitive to the noise measurements. So, the tuning of the design parameters 0, and 0, have
required to satisfy a trade-off between the convergence of the estimation error and the objective of filtering noise.
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Fig. 4. Tracking performance and estimated variables in the closed loop.
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Fig. 5. (o, ) Components of stator current and voltage vectors.

Finally, the resulting (o, f) components of stator current and voltage vectors are reported in Fig. 5. Control voltages stay in
the predefined bounds that helps to avoid peaking phenomenon from the system states. It is notable that the control effort
can be reduced by increasing the predictive horizon, which leads, by opposite, to decrease the flux tracking performances.

6. Conclusion

In this paper, a constrained output feedback predictive controller is proposed as a novel approach for induction motor
drive systems. The admissible tracking objective is originally obtained with acceptable performances in general. Precisely,
despite of external disturbance (load torque variation) and parameters uncertainties (motor resistances mismatch), the
decoupling target of mechanical speed and rotor flux modulus is almost achieved, even for low operating speed. There
are two inherent characteristics that strengthen our design. On the one hand, the controller integrates cascade observers
which allow recovering the unavailable states such as load torque and rotor flux, and adjusting the critical parameters such
as rotor and stator resistances. On the other hand, our control algorithm incorporates input constraints which lead to isolate
the peaking of estimates that usually presents a challenge in the observer-controller combination. The simulation results
confirm that the conjoint estimation of states and parameters is asymptotically achieved in the steady state, and only a little
bounded error is recorded at the transient. So, in order to emphasize our design for high performance applications, the pro-
posed control scheme should be soon implemented in real time around the Dspace 1104 board. Further work will also con-
cern the integration of other constraints in the control law formulation (i.e. stator currents, settling time, etc.) and the
optimization of the computational burden.
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