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Abstract A direct modeling of colloidal suspensions
consists of calculating trajectories of all suspended ob-
jects. Due to the large time computing and the large
cost involved in such calculations, we consider in this
paper another route. Colloidal suspensions are de-
scribed on a mesoscopic level by a distribution function
whose time evolution is governed by a Fokker–Planck-
like equation. The difficulty encountered on this route
is the high dimensionality of the space in which the
distribution function is defined. A novel strategy is
used to solve numerically the Fokker–Planck equation
circumventing the curse of dimensionality issue. Rheo-
logical and morphological predictions of the model that
includes both direct and hydrodynamic interactions are
presented in different flows.

G. Maîtrejean (B)
Laboratoire de Rhéologie, UJF-INPG-CNRS,
1301 rue de la piscine, Domaine universitaire,
BP 53, 38041 Grenoble cedex 9, France
e-mail: guillaume.maitrejean@ujf-grenoble.fr

A. Ammar
Arts et Métiers ParisTech, 2 Boulevard du Ronceray,
BP 93525, 49035 Angers cedex 01, France
e-mail: amine.ammar@ensam.eu

F. Chinesta
EADS Corporate Fundation International Chair,
Ecole Centrale de Nantes, 1 rue de la Noe,
BP 92101, 44321 Nantes cedex 3, France
e-mail: francisco.chinesta@ec-nantes.fr

M. Grmela
École Polytechnique de Montréal, C.P. 6079 suc.
Centre-ville, Montréal, H3C 3A7, QC, Canada
e-mail: miroslav.grmela@polymtl.ca

Keywords Colloidal suspensions · Smoluchowski
equation · Proper generalized decomposition

Introduction

Colloidal systems are encountered in many natural and
industrial processes such as blood, foodstuffs, or paints
where the presence of particles modifies in a non-linear
way the behavior of the fluid. These suspended par-
ticles are subjected to different kind of forces coming
from the fluid drag, inter-particles potentials, particles–
solvent interaction, Brownian forces, etc. Thus, usual
descriptions lie in discrete description of each particle
and usual models proceed within the Brownian dynam-
ics (BD) or Stokesian dynamics (SD) (Brady and Bossis
1988) framework. When the solvent is considered as
continuum and the Reynolds number of particles is
small, SD is able to account for interactions between
colloidal suspension mediated by the solvent, the so-
called HI. As soon as the position and eventually the
momentum of all the colloidal particles are known,
the virial stress could be computed without any major
difficulty. However, the tracking of all the particles in
the population implies significant computing time in or-
der to limit the inherent statistical noise that stochastic
simulations induce (Brady 2001).
An alternative to the BD and SD lies in deriving

a continuous and deterministic kinetic theory descrip-
tion. This route leads to the so-called Fokker–Planck
equation that characterizes the microstructure through
the phase space distribution function �(x, R, V). On a
more macroscopic level, the Smoluchowski description



replaces the Fokker–Planck’s formalism by a pair cor-
relation function g(x, R) related to �(x, R, V) by

g(x, R) =
∫
dV �(x, R, V) (1)

where x is the position vector, R the vector con-
necting two particles, and V their relative velocity.
The difference between the Fokker–Planck and the
Smoluchowski formulation lies in the elimination in
g(x, R) of fast processes related to inertia (motion of
the suspended particles through the fluid). By the
simplifying assumptions made for the definition of the
Smoluchowski equation, where only binary hydrody-
namic interactions are considered, we may expect that
the suspensions are rather dilute as the higher-order
correlations are neglected. Furthermore, we would like
to emphasize that colloidal systems have been widely
studied (see, for example, reviews from Stickel and
Powell (2005) and more recently Morris (2009)) from
a theoretical (Batchelor 1977; Brady and Morris 1997;
Lionberger and Russel 1997; Stickel et al. 2006; Wilson
2005) or experimental (Gao et al. 2010) point of view
as well as numerically (Bergenholtz et al. 2002; Foss
and Brady 2000; Phung et al. 1996). However, the major
part of this work addressed concentrated system which
cannot be accurately reproduced by Smoluchowski
equation as mentioned previously. Nonetheless as we
will see in this paper, our approach gives relevant re-
sults when comparing to theory.
The Smoluchowski formulation is defined on both

physical space x and configuration space R; thus,
a strategy for solving high-dimensional problems is
needed. For that reason, in the literature, the problem is
reformulated in a more macroscopic description where
g(x, R) is replaced by its second moment m(x, R) as
it has been suggested by Phan-Thien in Phan-Thien
(1995). Let n be the unit vector

n = R
R

(2)

where R = |R|, the second moment writes:

mαβ = R2

4π

∫
S

(
nαnβ g

)
dn (3)

with S the surface of sphere of radius R.
However, the equation that governs the evolution of

the second-order moment involves the fourth order and
so on. Thus, a closure relation relating the fourth-order
moment as a function of the lower-order moments
is compulsory. This relation constitutes the so-called
closure relation.
The contribution of this paper is to solve numerically

the pair correlation function without reducing it to its

second moment avoiding by the way the use of any
closure relation needed to solve the equation govern-
ing the evolution of the second moment m(x, R) (see
Zmievski et al. 2005). We shall not contribute in any
way to the formulation of micro-hydrodynamic suspen-
sions model: the pair correlation function is taken as
a micro–macro model and is solved using advanced
model reduction techniques based on a separated rep-
resentation, the so-called ProperGeneralizedDecompo-
sition (PGD) that works efficiently in high dimensional
spaces by circumventing the curse of dimensionality
that such models imply (cf. “Tensor form of the discrete
problem” section and “Appendix 2”).

Governing equations of the model

Smoluchowski’s equation

Following Smoluchowski (1915), we describe the mi-
crostructure of the suspension by the pair correlation
function g(x, R).
The suspensions under consideration are assumed to

be semi-dilute, isothermal, monodisperse, and incom-
pressible. The suspended particles are rigid spheres,
all identical, with radius a � L, where L is the char-
acteristic length of the fluid container. Both a and
L are assumed to be constants. The pair correlation
function is highly influenced by the flow kinematics,
i.e., influenced by both the type and the strength of
the flow. Thus, we allow the suspensions to be spatially
inhomogeneous in the sense that the pair correlation
function g is a function of R and also of x, but we
assume that the density np of the suspended spheres
remains a constant independent of both x and the time
t. It is well-known (see, e.g., Morris (2009) and Miller
et al. (2009)) that in flows with varying shear rate, the
spheres migrate and thus np becomes a function of both
x and t. It is therefore necessary to adopt np(x, t) as an
additional state variable joining the velocity v(x, t) and
the pair correlation function g(x, R, t). We intend to
discuss rigid sphere suspensions in such extended set-
ting in a future paper. In this paper, we consider flows
with constant shear rates (in “Steady-state solution in
a simple shear flow” section) for which the extended
setting is not necessary, but we also investigate spatially
varying shear rates (in “Computing the pair correlation
function in a simple recirculating flow” section) for
which the setting with np = const. provides only an
approximative model in which the migration of the
spheres is ignored. How much will the results obtained
in “Computing the pair correlation function in a simple
recirculating flow” section change if the migration is



taken into account remains an open question that will
be addressed in future works.
The Smoluchowski equation (Smoluchowski 1915)

(see also Zmievski et al. (2005) and references cited
therein) writes:

∂g
∂t

= − ∂

∂xα

(gvα)− ∂

∂ Rα

(
gRβ

∂vα

∂ Rβ

)
+ ∂

∂ Rγ

(
gλγαβ Dαβ

)
+ ∂

∂ Rα

(
g�αβ

∂

∂ Rβ

(U + kBT ln g)

)
(4)

By v(x), we denote the overall velocity of the suspen-
sion and D denotes the rate of strain tensor,

Dαβ = 1

2

(
∂vα

∂xβ

+ ∂vβ

∂xα

)
(5)

and the tensors � and λ are kinetic coefficients which
are functions of R (see “Appendix 1”). The total inter-
particle potentialU(R) writes:

U = UHC + Unl (6)

with

UHC(R) =
{

0, for R > 2a
∞, for R ≤ 2a.

(7)

and

Unl(R) = ε

R12
, for R ≥ 2a. (8)

where ε is a positive constant. geq denotes the equilib-
rium correlation function as

geq(R) = exp
(

Unl(R)

kBT

)
(9)

Equation 4 is subjected to two boundary conditions:

– When R → ∞, g(x, R) → n2
p.

– When R = 2a, the flux through the boundary van-
ishes.

According to Zmievski et al. (2005), the dimension-
less form of the equation governing the evolution of the
correlation function writes:

∂g
∂t

= −Pe ∂

∂xα

(gvα) − Pe ∂

∂ Rα

(
Rβ

∂vα

∂xβ

	g
)

+ Pe ∂

∂ Rγ

(
gλγαβ Dαβ

)
+ ∂

∂ Rα

(
geq�αβ

∂

∂ Rβ

(
∂g

∂geq

))
(10)

where

x → x/a, R → R/a

g → g
n2
p
, Unl → 1

kBT
Unl

and the Péclet number defined as

Pe = γ̇
6πη0a3

kBT

with γ̇ the strain rate and η0 a positive coefficient.
	g(R) = g(R) − geq(R) denotes the deviation from
equilibrium of the correlation function.
For more details concerning definition of kinetic

coefficients, please refer to “Appendix 1” as well as
Zmievski et al. (2005) and the references therein.

Expression of the stress tensor

The stress tensor groups three contributions:

σ = σ hydr + σDI + σHI (11)

σ hydr is the contribution from the Newtonian fluid in
which particles are suspended. σDI comes from the
direct interactions including hard core and long-range
potential. σHI is a contribution arising due to the hy-
drodynamic interactions.
The resulting dimensionless form of the extra stress

tensor reads (Zmievski et al. 2005)

σαβ = −
(

1 + 2

5
φ

)
Dαβ − 27

8π

φ2

Pe

×
{

2
∫

S2

dn
(

nαnβ − 1

3
δαβ

)
× [1 − μ1(2)]	g(2n)

−
∫
dR

[
3(μ1 − μ2) + R

∂μ1

∂ R
+ (1 − μ1)R

∂Unl

∂ R

]

×
(

nαnβ − 1

3
δαβ

)
	g(R)

}
(12)

where φ = (4/3)npπa3 is the volume fraction of parti-
cles in the suspension and

∫
S2
refers to integration over

the unit sphere S2.

Tensor form of the discrete problem

The evolution equation of the pair correlation func-
tion involves both the physical and the configurational
coordinates which are up to three dimensions each.
If we account for the time, the total dimension of
the problem is up to seven. In such high-dimensional
spaces, the classical Finite Element (FE) method can-
not be applied successfully because mesh-based dis-
cretization techniques suffer the so-called curse of
dimensionality.



The separated representation involved in the PGD
(Ammar et al. 2006, 2007, 2009) allows circumventing
or at least alleviating the curse of dimensionality en-
countered in the solution of the equation governing the
evolution of the pair correlation function. The main
idea of the PGD method is to find a solution of the
linear system defined by

AG = B
where A, G, and B are written under separated form
as a sum of tensorial products defined on a subspace
of the initial domain. Without loss of generality, when
choosing to separate the problem onto D subspaces,A,
G, and B write, respectively

A =
nA∑
i=1

A
i
1 ⊗ A

i
2 ⊗ ... ⊗ A

i
D

G =
n∑

i=1

G
i
1 ⊗ G

i
2 ⊗ ... ⊗ G

i
D

B =
nB∑
i=1

B
i
1 ⊗ B

i
2 ⊗ ... ⊗ B

i
D

where G is the discrete tensor form of g. The PGD
method is an a priori method, opposed to the a posteri-
ori method (as the well-known Proper Orthogonal De-
composition method (POD)) and does not need infor-
mation concerning the solution to compute the reduced
approximation basis. Furthermore, PGD method can
be used with any partial differential equation, written
in continuous or discrete form, as long as the operator
A and the right-hand side term B may be written un-
der separated form. For the pair correlation function
equation, numerous separation strategies are feasible,
for example:

– the functions may be defined on subspaces of di-
mension 1 only, such as

G =
n∑

i=1

G
i
x ⊗ G

i
y ⊗ G

i
z ⊗ G

i
u ⊗ G

i
v ⊗ G

i
w ⊗ G

i
t (13)

where time coordinate is t, space coordinates are
x = (x, y, z)T , and configurational coordinates R =
(u, v, w)T ,

– it is possible to separate the solution over physical,
configurational, and time spaces

G =
n∑

i=1

G
i
x ⊗ G

i
R ⊗ G

i
t (14)

– or isolate the physical and configurational spaces
with a classical time discretization

G t =
n∑

i=1

G
i
x ⊗ G

i
R (15)

where G t corresponds to the solution G at time t.

We chose to separate the problem on two subspaces,
the physical and configurational spaces, and to treat
the time space using classical discretization (an implicit
Euler scheme) because it is the most convenient way to
deal with the influence induced by the presence of the
particles on the fluid evolution.
Let introduce the tensor form related to the Eq. 10

which can be rewritten as:

∂g
∂t

+ v · ∂g
∂x

+ E0g + ∂

∂ R
(E1g)

− ∂

∂ R

(
E2

∂

∂ R

(
g

geq

))
= F (16)

where

E0(x, R) = Pe
(

∂vγ

∂xγ

+ ∂ Rβ

∂ Rα

∂vα

∂xβ

)

− Pe
(

∂λγαβ

∂ Rγ

Dαβ + λγαβ

∂ Dαβ

∂ Rγ

)

E1(x, R) = PeRβ

∂vα

∂xβ

− Pe (λγαβ Dαβ

)
E2(x) = geqλαβ

F(x, R) = Pe
(

∂ Rβ

∂ Rα

∂vα

∂xβ

geq + Rβ

∂vα

∂xβ

∂geq
∂ Rα

)

Some of the above coefficients involve both the
physical and the configurational coordinates, but their
dependence on the physical space lies only through the
velocity gradient. To rewrite the previous coefficients
in a separate form, we chose to express their con-
tribution in the velocity gradient canonical basis
(see “Appendix 3” for more details concerning the
procedure).
Thus E0(x, R) can be rewritten as:

E0(x, R) = ∂vα

∂xβ

(x) Eαβ

0 (R) (17)



We follow the same procedure for the other
coefficients E1(x, R) and F(x, R) leading to the weak
form of Eq. 16:

∫
�×I

g∗
(

∂g
∂t

+ v · ∂g
∂x

+ E0g

+ ∂

∂ R
(E1g) − ∂

∂ R

(
E2

∂

∂ R

(
g

geq

)))
dx dR

=
∫

�×I
g∗ F dx dR (18)

where the variables x ∈ � and R ∈ I are, respectively,
the position vectors of the physical and configurational
space. In this formulation, the second derivative term is
rewritten as follows:

∫
�×I

g∗ ∂

∂ R

(
E2

∂

∂ R

(
g

geq

))
dx dR

=
∫

�×�

g∗ E2
∂

∂ R

(
g

geq

)
dx dR

−
∫

�×I

∂g∗

∂ R
E2

∂

∂ R

(
g

geq

)
dx dR (19)

where
∫
�
is the integration over the boundary of I. The

problem is subjected to two boundary conditions for
R → 2 and R → ∞. For the far-field limit, R → ∞, we
assume that the pair correlation function tends to the
uniform distribution, i.e., g = 1. At the contact surface
of a pair (R → 2), we adopt the boundary condition
introduced by Batchelor (1977): a zero flux condition.
It means that the flux vanishes on R = 2:

nα

[
Pe
(

−Rβ

∂vα

∂xβ

+ λγαβ Dαβ

)
g + E2

∂

∂ Rβ

(
g

geq

)]
= 0

(20)

with nα = Rα/R. Thus, on the boundary R = 2:

nα

[
E2

∂

∂ Rβ

(
g

geq

)]
= nα

⎡
⎢⎢⎢⎣Pe

(
Rβ

∂vα

∂xβ

− λγαβ Dαβ

)
︸ ︷︷ ︸

E1

g

⎤
⎥⎥⎥⎦

(21)

Thus, the second derivative term writes:∫
�×I

g∗ ∂

∂ R

(
E2

∂

∂ R

(
g

geq

))
dx dR

=
∫

�×�

g∗ (n · E1) g dx dR

−
∫

�×I

∂g∗

∂ R
E2

(
1

geq

∂g
∂ R

+ g
∂

∂ R

(
1

geq

))
dx dR

(22)

Finally, the weak form reads:∫
�×I

(
g∗ ∂g

∂t
+ g∗ v · ∂g

∂x
+ g∗ E0 g

+ g∗ E1
∂g
∂ R

+ ∂g∗

∂ R
E2

∂g
∂ R

+ ∂g∗

∂ R
E3 g

)
dx dR

−
∫

�×�

g∗ (n · E1) g dx dR =
∫

�×I
g∗ F dx dR

(23)

with

E0(x, R) = Pe
(

∂vγ

∂xγ

+ ∂ Rβ

∂ Rα

∂vα

∂xβ

)

− Pe
(

∂λγαβ

∂ Rγ

Dαβ + λγαβ

∂ Dαβ

∂ Rγ

)
(24)

E1(x, R) = Pe
(

Rβ

∂vα

∂xβ

− λγαβ Dαβ

)
(25)

E2(R) = �αβ (26)

E3(R) = �αβ geq
∂

∂ R

(
1

geq

)
(27)

F(x, R) = Pe
(

∂ Rβ

∂ Rα

∂vα

∂xβ

geq + Rβ

∂

∂ Rα

(
∂vα

∂xβ

)
geq

+Rβ

∂vα

∂xβ

∂geq
∂ Rα

)
(28)

Equation 23 is discretized using a standard Finite
Element approximation in each coordinate. In homoge-
neous (rheometric) flows, no specific strategy is needed
to solve the pair correlation function. However, in com-
plex flows (i.e., when the velocity gradient is no longer
homogeneous), we use reduced modeling to alleviate
difficulty related to the high-dimensional domain of
definition of the pair correlation function. For this pur-
pose, we introduce N and M that represent the vectors
containing the shape functions associated, respectively,
with each coordinate x and R.



By defining the following matrices:

A
1
x =

∫
�

Nv
dNT

dx
dx A

1
R =

∫
I
MMTdR

A
2
x =

∫
�

NNTdx A
2
R =

∫
I

dM
dR

E2
dMT

dR
dR

A
3
x =

∫
�

NNTdx A
3
R =

∫
I

dM
dR

E3MTdR

A
3(α−1)+β+3
x =

∫
�

N
dvα

dxβ

NTdx A
3(α−1)+β+3
R =

∫
I
MEαβ

0 MT + MEαβ

1

dMT

dR
dR

−
∫

�

M
(

n · Eαβ

1

)
MTdR

B
3(α−1)+β
x =

∫
�

dvα

dxβ

N dx B
3(α−1)+β

R =
∫

I
FαβMdR

the discrete form results:

AG = B (29)

with

A =
12∑

i=1

A
i
x ⊗ A

i
R (30)

and

B =
9∑

i=1

B
i
x ⊗ B

i
R (31)

Note that this equation is a tensorial equation. The
unknown field G contains the tensor product of the two
functions given in Eq. 15. Thus, the resulting problem
becomes non-linear and an appropriate linearization
technique must be applied (see “Appendix 2”).

Numerical results

The pair correlation function is defined both on the
physical space and configurational space, up to three
dimensions each. In what follows, we choose to rep-
resent the configurational space either in two or three
dimensions.

Steady-state solution in a simple shear flow

We solve the steady pair correlation function in a
simple shear flow where the velocity gradient is defin-
ed by

∇v =
⎡
⎣0 1 0

0 0 0
0 0 0

⎤
⎦ (32)

Fig. 1 Steady-state pair correlation function in simple shear flow
in a 2-D configuration space. The Péclet number is set to 1 and
ε = 0



By doing this, we can compare the results obtained with
the ones given in Zmievski et al. (2005) and then eval-
uate the impact of the closure introduced in Zmievski
et al. (2005). In this case, the physical space disappears
and Eq. 18 is solved, which is a classical Finite Element
formulation which does not require any special nu-
merical strategy. According to Zmievski’s results (see
Zmievski et al. 2005), the suspension reach an equi-
librium state for R > 5. Thus, we choose to represent
the configuration space by a hollow disk and a hollow
sphere, respectively, in two and three dimensions, with
an internal radius of 2 and the external one of 5.
By solving the pair correlation function instead of

reducing it to the second-order tensor m, it is clear

that we retain more information on the microstructure.
We can see on Figs. 1 and 2 the orientation of the
microstructure revealed by the angular dependence of
g. We observe that the anisotropy decreases as R in-
creases, i.e., g tends to 1, which corresponds with the
prescribed boundary condition g |R=5 = 1. On the other
hand, for small R, the anisotropy of the microstruc-
ture is significant and orientated in the direction of
the velocity gradient in perfect agreement with the
Zmievski ’s results (Zmievski et al. 2005). Notice in
Figs. 1 and 2 the magnitude of the predicted anisotropy
which is quite different when considering 2D or 3D
configuration spaces whereas the distribution on the
plane of shear is similar.

(a) 3D (b) v vs u.

(c) w vs u. (d) w vs v.

Fig. 2 Steady-state pair correlation function in simple shear flow in a 3-D configuration space with vector R = (u v w)T . The Péclet
number is set to 1 and ε = 0



(a) Pe = 1. (b) Pe = 25.

8

7

6

5

g(
R

=
2)

g(
R

=
2)

Smoluchowski model
M & K results, φ=0.3

Smoluchowski model
M & K results, φ=0.3

4

3

2

1

0
20 40 60 80 100 120 140 160 180

40

35

30

25

20

15

10

5

0
20 40 60 80 100 120 140 160 180

θ θ

Fig. 3 Pair correlation function for R = 2 versus the angle
on the plane of shear. Comparison with the results obtained
by Morris and Katyal (2002) (noted M&K) using Stokesian

dynamic approach, for φ = 0.3 and Pe = 1 and Pe = 25, and
Smoluchowski model with ε = 0 and a 3D configurational space

Figure 3a, b depicts the pair correlation function in
a simple shear flow on the shear plane (w = 0). We
represent g(2, θ) as a function of the angle in a cylin-
drical coordinate representation, in order to compare
our predictions to the ones in Morris and Katyal (2002)
(quoted M&K) that considered Stokesian dynamics.
For Pe = 1, the maximum is located around θ = 135◦
and the minimum around θ = 45◦ that correspond to
the compression and extension directions, respectively.

These observations are in perfect agreement with the
analysis (Batchelor 1977), and they agree with the
orientation predicted by M&K. For Pe = 25 the max-
imum is slightly shifted, and its is reached around
θ = 120◦, always in the compression quadrant, but
showing a slight difference with respect to the pre-
dictions of M&K. The maximum amplitude obtained
for Pe = 1 and Pe = 25 is g(2) ≈ 2 and g(2) ≈ 11 re-
spectively, and it shows a noticeable difference with

(a) Stokesian Dynamics by [21]    = 0.3, Pe = 25. (b) Smoluchowski model, Pe = 25,   = 0.

Fig. 4 g(R) on the shear plane for the results obtained by Morris and Katyal (2002) (a) and with the Smoluchowski model (b) with a
3D configurational space
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Fig. 5 Steady-state value of the trace of the dimensionless mi-
crostructure tensor, tr m∗, in a simple shear flow with Pe = 10
and ε = 0

respect to the M&K predictions, but it agrees with
the theoretical results in Brady and Morris (1997) for
suspensions of rigid spheres whose predictions scales as
O(Pe0.78).
Figure 4a, b depicts g(R) on the shear plane in a

simple shear flow for Pe = 25. Figure 4 is extracted
from Morris (2009) and is obtained with Stokesian
dynamic calculations with φ = 0.3 whereas Fig. 4b is
obtained by solving the Smoluchowski model with
ε = 0. Though the maximum magnitude is different (as
seen previously) and there is a small difference in the

20

N1/ φ2

N2/ φ2

g(R)
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Fig. 6 Steady-state values of the dimensionless first (N1) and
second (N2) normal stress coefficient, versus Péclet number Pe
in a simple shear flow of colloidal suspension with ε = 0

Fig. 7 Geometry and velocity field in physical space

orientation of the distribution, we can notice a quite
good agreement between both results.
Moreover, by extracting the second moment tensor

m from the pair correlation distribution function g and
comparing to Zmievski’s results (Figs. 5 and 6), we see
that the introduction of a closure relation influences
strongly the solution in a simple shear flow (with Pe =
10 and ε = 0). By comparing the dimensionless first and
second stress coefficient,

N1 = Pe−1(σ22 − σ11) (33)

and

N2 = Pe−1(σ33 − σ22) (34)

with σαβ the components of the dimensionless extra-
stress tensor, we can notice the error induced by the
closure relation used by Zmievski (2005) for calculating
the microstructure tensor.
From a physical point of view, the thinning behav-

ior observed for the first normal stress coefficient is
in accordance with experimental measurements (Kolli

Fig. 8 Evolution of g along a trajectory for FE calculation



et al. 2002; Ohl andGleissle 1993; So et al. 2001), as well
as the negative value of the second stress coefficient.
However, for large Pe, thickening behavior which
has been observed experimentally (Kolli et al. 2002;
Ohl and Gleissle 1993; So et al. 2001) and numerically
(Brady 2001; Foss and Brady 2000) in concentrated
suspensions cannot be reproduced by the model here
considered.

Computing the pair correlation function in a simple
recirculating flow

We compute the evolution of the pair correlation func-
tion in the recirculating flow depicted in Fig. 7. To eval-
uate the accuracy of the PGD solution, we compare it
with the one computed by applying the Finite Element
method.
The flow is defined by the velocity field

v =
(−y

√
x2 + y2

x
√

x2 + y2

)
. (35)

Because Finite Element calculations fail when con-
sidering the whole physical and conformational do-
mains, we adopt the following strategy: g is computed
only along a streamline (which is a perfect circle in
the flow here addressed) taking into account that the
equation governing the pair correlation function g is
purely advective in the physical space. The steady-state
solution is then computed from an isotropic state after
several rotations (cf. Fig. 8).
Note that the FE solution is computed at a single

position (in the present case, it suffices because the
problem symmetry) whereas the PGD solution is com-
puted for the whole physical space.

Fig. 9 Configurational space obtained with FE method

Fig. 10 Configurational space obtained with PGD method after
50 iterations

The problem is discretized by considering 3,905
and 1,680 degrees of freedom, respectively, for the
physical (two-dimensional) and conformational (two-
dimensional) domains. Figures 9 and 10 depict the
results obtained, respectively, with the FE and PGD
method after 50 enrichments (that is, the PGD solution
consists in 50 modes).
As it can be noticed, the results shown in Figs. 9

and 10 are very close, and we need to reduce the pair
correlation function to its second-order moment tensor
in order to appreciate the difference between FE and
PGD solutions.

tr
 m

*
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Finite Elements
PGD - 10 enrichments
PGD - 20 enrichments
PGD - 30 enrichments
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Fig. 11 Trace of the second-order moment of the pair correlation
function computed at position (−0.51, 0.33) as a function of the
number of terms involved in the separated representation of the
pair correlation function



Fig. 12 Five first functions
involved in the PGD
representation defined
on the physical (top)
and configurational
space (bottom)

Figure 11 shows the trace of the second-order mo-
ment of the pair correlation function computed at posi-
tion (−0.51, 0.33) as a function of the number of terms
involved in the separated representation of the pair cor-
relation function. The solution computed by applying
the PGDmethod even with few enrichments (of around
ten terms in the separated representation) is close to
the reference FEM solution even if 40 enrichments are
required to achieve the desired accuracy.
Figure 12 shows the five first functions defined on

each subspace involved in the separated representation
of the solution.
In this geometry, the fluid velocity field is assumed

known, and we look for the steady state of the pair
correlation function, allowing us to perform some nu-
merical test illustrating the PGD capabilities. First, we
represent in Fig. 13 the error of the PGD solution as
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Fig. 13 Error of the PGD method as a function of the number
of terms m involved in the separated representation of the pair
correlation function and for three different refinements of the
configurational space

a function of the number of enrichments m for three
different meshes.
The error is defined by

Err = ‖SolFE − SolPGD‖2 (36)

where SolFE and SolPGD are, respectively, the solutions
obtained with FE and PGD method.
The influence of the refinement on the convergence

in not really significant as the error reached after 80 it-
erations remains almost unchanged, although the finer
mesh has twice more nodes than the coarser one. The
optimality of the separated representation, that is, the
number of modes that it involves, constitutes a work in
progress (Nouy 2010).
When plotting the calculation time of the FE and

PGD method as a function of the total number of
degrees of freedom (see Fig. 14), we can notice the
efficiency of the PGD for treating high-dimensional
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e 
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Fig. 14 Calculation time for both FE and PGD methods as a
function of the total number of degrees of freedom used for
describing the problem



Fig. 15 Fluid velocity field
and associated streamline
after the first iteration

(a) Fluid velocity field. (b) Streamlines.

Fig. 16 Fluid velocity field
and associated streamline
at iteration 10

(a) Fluid velocity field. (b) Streamlines.

Fig. 17 Five first functions
involved in the PGD
separated representation
defined on the physical
(top) and configurational
space (bottom)



Fig. 18 Nodes considered for evaluating the pair correlation
function

problem. These results have been obtained on a stan-
dard laptop with Intel Core i7 @ 2-GHz Processor with
6 GB of RAM.

Solving the pair correlation function in complex flows

For illustrating the performances of the PGD for ad-
dressing complex flows, in what follows we consider the
driven cavity flow problem. We consider a suspension
characterized by φ = 0.05 with long-range particle in-
teractions (ε = 106 in Eq. 8).
In addition to the equation governing the pair cor-

relation function that we considered in the previous
sections, now we should consider also the ones related
to the fluid flow kinematics that involve the mass and
momentum balance equations:

∂vα

∂t
= −Pe ∂

∂xβ

(
vβuα + Iαβ p + 1

Re
σαβ

)
(37)

∇ · v = 0 (38)

where u = v/ρ, σ is defined in Eq. 11 and Re the
Reynolds number defined by

Re = ρa2γ̇

η0

The physical (2D) and the conformational (2D) do-
mains are discretized by employing 1,976 and 1,680
nodes. At t < 0, the fluid is at rest, i.e., v = 0, and at
t = 0, we impose a velocity on the upper side defin-
ed by:

v(x) = 16

h4
vmax x2 (h − x)

2 (39)

with the width of the container h = 1 and vmax = 1.
We perform the calculation for ten time steps with

	t = 0.01. The resolution of the non-linear equation 37
is performed using a Newton–Raphson procedure, and
40 terms of the separated representation in the PGD
framework were calculated at each time step (this num-
ber was enough for reaching the desired accuracy). For
sake of simplicity in what follows, the word iteration
refers to time step.
The fluid velocity field is depicted in Figs. 15 and 16,

respectively, at iterations 1 and 10.
Figure 17 shows the five first functions defined on

each subspace involved in the separated representation
of the solution G at iteration 10.
We evaluate the evolution of the pair correlation

function for the three different nodes in the physical
space depicted in Fig. 18 with the corresponding veloc-
ity gradient:

∇vnode 1 =
(

0.22 6.79
−0.53 −0.22

)
,

∇vnode 2 =
(−0.01 1.60

−1.30 0.01

)
, ∇vnode 3 =

(−0.03 −0.32
−0.23 0.03

)

(a) Iteration 1. (b) Iteration 5. (c) Iteration 10.

Fig. 19 Configurational space for node 1 at iterations 1, 5, and 10



(a) Iteration 1. (b) Iteration 5. (c) Iteration 10.

Fig. 20 Configurational space for node 2 at iterations 1, 5, and 10

(a) Iteration 1. (b) Iteration 5. (c) Iteration 10.

Fig. 21 Configurational space for node 3 at iterations 1, 5, and 10

(a) Iteration 1. (b) Iteration 5. (c) Iteration 10.

Fig. 22 (σ22 − σ11) at iteration 1, 5, and 10



(a) Iteration 1. (b) Iteration 5. (c) Iteration 10.

Fig. 23 σ12 at iteration 1, 5, and 10

As we can notice in Figs. 19, 20, and 21, the more
is the velocity gradient, the higher is the anisotropy
of the microstructure. For the node 1 that is located
in a zone exhibiting large shear rates, flow-induced
anisotropy is noticed from the first time step, whereas
the distribution in the other nodes remains essentially
isotropic.
Figures 22 and 23 depict the effects of the suspension

on the stress at iteration 1, 5, and 10.

Conclusion

The most direct approach to investigations of colloidal
suspensions is the approach adopted in stochastic sim-
ulations. Smoluchowski’s mesoscopic theory provides
an alternative setting. The microstructure in the Smolu-
chowski theory is characterized by the pair correlation
function. In this paper, the PGD was used for solving
the Smoluchowski equation. Because the PGD numeri-
cal complexity scales linearly with the dimension of the
space instead of the exponential growing characteristic
of mesh-based discretizations, PGD allows circumvent-
ing the curse of dimensionality that models defined
in high-dimensional spaces (like the ones related to
the Smoluchowski equation) exhibit. Thus, by applying
the PGD, we can avoid the solution of the equation
governing the evolution of the second-order moment
related to the pair correlation function and then the
issues related to the closure approximation that such an
approach involves.
In this paper, we proved the capabilities of simulat-

ing complex flows within the kinetic theory framework.
However, we are conscious that the model here consid-
ered is not the more pertinent for addressing scenarios
of real interest because such scenarios imply taking
into account particle migration as well as other ignored

effects essentially in concentrated regimes. These topic
will be addressed in future works.

Appendix 1: Kinetic coefficients

The kinetic coefficients � and λ derive from the Stokes
problem (motion of rigid spheres in a Newtonian fluid)
and appear in Eq. 4. They are defined in Zmievski et al.
(2005) by:

�αβ = kBT
3πη0a

[
σ1(R/a)

Rα Rβ

R2
+σ2(R/a)

(
δαβ − Rα Rβ

R2

)]
(40)

λαβγ =
[
μ1(R/a)

Rα Rβ

R2
+ μ2(R/a)

(
δαβ − Rα Rβ

R2

)]
Rγ

(41)

The dimensionless form of the above terms is
given by

�αβ → 3πη0a
kBT

�αβ and λαβγ → 1

a
λαβγ

In this paper, we strictly follow the approxima-
tions of the coefficient proposed by Zmievski et al. in
Zmievski et al. (2005) (based on Batchelor (1977) and
Batchelor and Green (1972)):

σ1 ≈ 1 − 3

2

a
R

+ a3

R3
− 15

4

a4

R4
+ 109.0

a6

R6
− 236.0

a7

R7

(42)

σ2 ≈ 1 − 3

4

a
R

− 1

2

a3

R3
− 10.336

a6

R6
(43)



μ1 ≈ 5
a3

R3
− 8

a5

R5
+ 25

a6

R6
− 423.712

a7

R7
+ 907.424

a8

R8

(44)

μ2 ≈ −16

3

a5

R5
− 15.317

a6

R6
(45)

Appendix 2: PGD algorithm

This appendix describes the general PGD framework
for solving a model defined in a space of dimension N
whose discrete form reads:

AG = B
where

A =
nA∑
j=1

A
j
1 ⊗ A

j
2 ⊗ ... ⊗ A

j
N

B =
nB∑
j=1

B
j
1 ⊗ B

j
2 ⊗ ... ⊗ B

j
N

We are looking for the solution as a tensor product of
functions

G =
∞∑
j=1

G
j
1 ⊗ G

j
2 ⊗ ... ⊗ G

j
N

For computing the involved functions, we are minimiz-
ing the residual

J (G) = ‖AG − B‖2

that could be rewritten

J (G) = (G − A−1B)T ATA (G − A−1B)
= ∥∥G − A−1B∥∥ATA

Thus, by differentiation in relation to the field G, the
new problem to be solved writes

∂GATAG = ∂GATB
The adaptive strategy consists of enriching progres-
sively the separated representation. Thus, at iteration
nG + 1, we look for:

G =
nG∑
j=1

G
j
1 ⊗ G

j
2 ⊗ ... ⊗ G

j
N︸ ︷︷ ︸

GF

+ R1 ⊗ R2 ⊗ ... ⊗ RN︸ ︷︷ ︸
GR

Because of the non-linearity, these functions are com-
puted by using an alternating directions fixed point
algorithm that proceeds by calculating R j assuming all

the others are known. Thus, when we are looking for
R j, the following test function is used

G∗ = R1 ⊗ ... ⊗ R j−1 ⊗ R
∗
j ⊗ R j+1 ⊗ ... ⊗ RN

The system to be solved then writes

G∗ATAGR + G∗ATAGF = G∗ATB

that results in

nF∑
i=1

nA∑
k′=1

nA∑
k=1

⎛
⎜⎜⎜⎜⎜⎝A

k′
j A

k
j G

i
j

N∏
h = 1
h �= j

R
T
h A

k′
h A

k
hG

i
h

⎞
⎟⎟⎟⎟⎟⎠

+
nA∑

k′=1

nA∑
k=1

⎛
⎜⎜⎜⎜⎜⎝A

k′
j A

k
j R j

N∏
h = 1
h �= j

R
T
h A

k′
h A

k
hRh

⎞
⎟⎟⎟⎟⎟⎠

=
nA∑

k′=1

nB∑
k=1

⎛
⎜⎜⎜⎜⎜⎝A

k′
j B

k
j

N∏
h = 1
h �= j

R
T
h A

k′
h B

k
h

⎞
⎟⎟⎟⎟⎟⎠

Appendix 3: Writing coefficient under separate form

Some of the coefficients of the pair correlation function
are defined both on physical and conformational space,
and following the PGD algorithm (see “Appendix 2”),
it is needed to rewrite these coefficients in a separated
form. Let A(x, R) be such a coefficient :

A(x, R) =
∑

i

Bi(x)Ci(R) (46)

However, it is not easy to write the pair correla-
tion function coefficients in a separate form. As the
only dependence of these coefficients on the physical
coordinates is through the velocity gradient, we could
express it in the velocity gradient canonical basis. In
that basis, the velocity gradient writes (in 2D for the
sake of simplicity):

∂v

∂x
=
(

∂v1
∂x1

∂v1
∂x2

∂v2
∂x1

∂v2
∂x2

)
= ∂v1

∂x1

(
1 0
0 0

)
+ ∂v1

∂x2

(
0 1
0 0

)

+ ∂v2

∂x1

(
0 0
1 0

)
+ ∂v2

∂x2

(
0 0
0 1

)
(47)



A(x, R) can be rewritten as:

A(x, R) = ∂v1

∂x1
(x)A11(R) + ∂v1

∂x2
(x)A12(R)

+ ∂v2

∂x1
(x)A21(R) + ∂v2

∂x2
(x)A22(R)

=
2∑

i=1

2∑
j=1

∂vi

∂x j
(x)Aij(R) (48)

where all the terms Aij(R) are determined numerically.
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