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1 Introduction

Gesture has become ubiquitous as an input modality in computer
system, using multi-touch interfaces, cameras, or inertial measure-
ment units. Whereas gesture control often necessitates the visual
modality as a feedback mechanism, sound feedback has been sig-
nificantly less explored. Nevertheless, sound can provide both dis-
crete and continuous feedback on the gestures and the results of
their action. We present here a system that significantly simplify
and speedup the design of continuous sonification. Our approach is
based on the concept of mapping by demonstration. This method-
ology enables designers to create motion-sound relationships intu-
itively, avoiding complex programming that is usually required in
common approaches. Our system relies on multimodal machine
learning techniques combined with hybrid sound synthesis. We be-
lieve that the system we describe opens new directions in the design
of continuous motion-sound interactions. We developed prototypes
related to different fields: performing arts, gaming, and sound-
guided rehabilitation.

2 Technology

Our system is innovative on two different levels. The first level
concerns the user and/or designer: the system allows for rapid pro-
totyping of motion-to-sound mapping by demonstration. The map-
ping is automatically learned by the system when movement and
sound examples are jointly recorded (see Figure 1). In particular,
our applications focus on using vocal sounds - recorded while per-
forming action - as primary material for interaction design. The
second level is technical and concerns the integration of specific
probabilistic models of the mapping (Multimodal and Hierarchi-
cal Hidden Markov Models [Françoise et al. 2013; Françoise et al.
2012]) with hybrid sound synthesis models. In particular, the sys-
tem supports the simultaneous use of granular, concatenative and
physical modeling synthesis, which offer a diverse set of sound
qualities. Importantly, the system is independent of the type of mo-
tion/gesture sensing devices, and can be used with different sensors
such as cameras, contact microphones, and inertial measurement
units.

3 Applications

Our system is currently applied in different fields, which demon-
strates its versatility. First, it is used in applications that require -
learning specific movements, such as performing arts. As shown in
the videos1, the use of vocalization, is particularly interesting since
it is inherently used in these activities to support action or describe
movement. Second, the system is currently evaluated for rehabili-
tation that could benefit from auditory feedback. In this case, the
use of either vocal sounds or physically-inspired models allows for
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Figure 1: Mapping by Demonstration Workflow

the design of motion-sound interaction metaphors that should fa-
cilitate movement training. Third, we believe that our system can
provide vocally impaired persons with alternative ways to express
themselves sonically through movement.

4 Presentation at Siggraph

We propose two different gaming scenarios that will allow atten-
dees to try the system in a playful manner. In the first game (Sonic
Stories), players first record vocal sketches that can then be used
to communicate messages through their gestures. A set of cards
that symbolize a variety of characters, actions, and objects suggest
players to invent stories together. The goal of the second game
(Sonic Choreographies), is to challenge the players’ ability to learn
complex movements with the help of auditory feedback. The play-
ers are sonically guided through movement sequences that become
more and more challenging from one level to another! How fast can
you learn?
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1Additional material and examples can be found on:
http://ismm.ircam.fr/siggraph2014-mad/
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