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a b s t r a c t

In this paper, we investigate ability of proper generalized decomposition (PGD) to solve transient
elastodynamic models in space–time domain. Classical methods use time integration schemes and an
incremental resolution process. We propose here to use standard time integration methods in a non-
incremental strategy. As a result, PGD gives a separated representation of the space–time solution as a
sum of tensorial products of space and time vectors, that we interpret as space–time modes. Recent time
integration schemes are based on multi-field formulations. In this case, separated representation can be
constructed using state vectors in space and same vectors in time. However, we have experienced bad
convergence order using this decomposition. Furthermore, temporal approximation must be the same
for all fields. Thus, we propose an extension of classical separated representation for multi-field
problems. This multi-field PGD (MF-PGD) uses space and time vectors that are different for each field.
Calculation of decomposition is done using a monolithic approach in space and time, potentially allowing
the use of different approximations in space and time. Finally, several simulations are performed with the
transient elastodynamic problem with one dimension in space. Different approximations in time are
investigated: Newmark scheme, single field time discontinuous Galerkin method and two fields time
continuous and discontinuous Galerkin methods.

Ó 2012 Elsevier B.V. All rights reserved.

1. Introduction

Thanks to progresses in computer technologies, resolution of
problems involving millions of unknowns has become ordinary
in engineering applications [17]. And such simulations should be
performed as many times as possible in optimization contexts. It
seems now to be clear that traditional approaches (like finite ele-
ment method) are no more compatible with phases of industrial
design or times of scientific studies. Therefore innovative method-
ologies must be proposed in order to exploit the impressive
amount of computational resources today available, in a more effi-
cient way.

Reduced order modelling techniques appear to be good candi-
dates to achieve this issue. In the context of evolution problems,
models are traditionally projected on a reduced basis in space
and resolved in time. Then, strategies differ from the definition of
reduced spatial basis. In structural dynamics, the oldest strategies
use structure eigen-modes [18]. More recently, methods based on
Proper Orthogonal Decomposition (POD) were proposed (see

[30,47,36,19] for examples in transient elastodynamics and
[14,29] for physical interpretation of POD modes). These methods
are well suited only when the displacement vector presents a sim-
ilar behaviour over time [19]. Thus, for transient problem, enrich-
ment strategies are needed in order to improved reduce spatial
basis over simulation time [49].

In this paper, we use a different strategy: the full space–time
solution is expressed as a linear combination of space–time modes,
that are calculated a priori thanks to proper generalized decompo-
sition (PGD). The PGD has been proven to be highly efficient in dif-
ferent applications [32,12,4,45]. For space–time decomposition of
parabolic problems [3,46], computational requirements can be de-
creased of several orders of magnitude. However, to our knowl-
edge, there is no significant work with application to second
order hyperbolic equations. In this paper, we investigate PGD’s
ability to solve second order hyperbolic equations and concentrate
on transient elastodynamic models.

Key point of PGD method is the separated representation
[31,11]. Each space–time mode is decomposed as a tensorial prod-
uct of one mode in space and an other in time. Separated represen-
tation drastically reduces computational storage if few modes are
required to represent model solution with a good accuracy. As an
example, suppose we use a space–time mesh with nS points in
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space and nT time instants. Also suppose that m space–time modes
are necessary to accurately represent the model solution. Then, we
need nS � nT numerical values to store the full solution whereas
onlym � ðnS þ nTÞ values are required for the separated representa-
tion. This drastically reduces memory requirement as long as
m � nS; nT . Question is how many space–time modes do we need
to accurately represent solution of transient elastodynamic prob-
lems in space–time domain?

Resolution of linear elastodynamic problems has been a chal-
lenging task for decades (and it still is), coming up with the crea-
tion of a huge amount of efficient time integration methods. We
report the reader to [24,27] for overviews of existing time schemes
and corresponding properties. Our purpose here is not to develop a
new time integration algorithm. It is to propose a general strategy
that can potentially decrease computational costs and/or memory
requirements of almost all existing time integration methods, the
only condition being that space and time field approximations
can be uncoupled. This condition is shortly restrictive but excludes
space–time finite element approximations based on unstructured
meshes as used in [1].

Time integration algorithms differ in the way equations of mo-
tion are resolved and time derivatives are approximated (see
[41,21,54,10,26,16] for different examples). However, all time inte-
gration methods end up in a recursive formula that allows an
incremental resolution of the problem in time. An alternative could
be to recast this incremental procedure over the whole space–time
domain. The obtained problem could be identified with a square
linear system whose size equals dimension of spatial approxima-
tion multiplied by dimension of temporal one. Its resolution would
give the whole space–time solution, solving only one linear system.
This strategy is not used in practice since it is computationally
inefficient compared to an incremental strategy. In this paper, we
propose to use it in conjunction with PGD, in order to make
space–time problem’s resolution efficient.

Indeed, PGD allows to break space–time problem into two
non-linear problems, one in space and an other in time, that are
resolved alternatively until convergence. Each resolution step
consists in solving a linear system in space and an other in time.
Thus, depending on the number of resolution steps, complexity
of PGD algorithms can be of several orders of magnitude lower
than complexity of a brutal resolution of space–time problem.
For simplicity suppose nS ¼ nT ¼ n and solving a linear system of
size n� n requires Oðn3Þ operations.1 As space–time problem is of
size n2 � n2, its brutal resolution requires Oðn6Þ operations whearas
PGD algorithms complexity is 2n � Oðn3Þ, where n is the resolution
steps number.

Following this example, incremental resolution can be done
with Oðn3Þ operations for lumped explicit time schemes and
Oðn4Þ for implicit time schemes. Thus PGD methods can have a
complexity of same order of magnitude (or bigger) as classical
incremental algorithms. In fact, PGD methods exhibit their full po-
tential when multiple space–time resolutions must be performed
(as in the context of non-linear solver [32,13,42,40]) or when prob-
lems are defined in higher dimensional spaces (due to physical
modelisations [2,11,45,9] or in optimisation context [35,48]). In
this paper, we only illustrate potential of PGD method for one tran-
sient dynamic problem resolution.

Outline of this paper is as follows: in Section 2, we establish
separated representation of elastodynamic problems over space–
time domain. Space–time operators are identified and different
examples are given for single field and two fields formulations.

In Sections 3 and 4, we show how to use these operators within
PGDmethods in order to construct space–time separated represen-
tation of the solution. Particularly, in Section 3, we shortly review
classical definition of PGD for single field case and in Section 4, we
introduce a new formulation of PGD for multi-field problems,
which is the main contribution of this paper. Finally, in Section 5,
several numerical simulations are performed with the transient
elastodynamic problem with one dimension in space. Importance
of time integration schemes on decomposition is highlighted.

2. A strategy based on tensorial formalism to build space–time

operators

In this section, we describe a generic strategy that allows to
build space–time separated representation of elastodynamic prob-
lems. Aims is to identify separated representation of bilinear and
linear operators involved in the linear system equivalent to the
whole space–time problem. Technical details are based on tensori-
al formalism and thus multilinear algebra definitions are given in
Appendix A. Different examples are given for single field and two
fields formulations. Also, particular attentions are paid to boundary
conditions. Following classical methodology employed in finite
element method [24], we show how they can be introduced in
the right hand side of the equivalent space–time problem.

2.1. Recasting space–time problem as a linear system

Let’s consider an evolution problem whose unknown field is
discretized on a structured space–time mesh with nS points in
space and nT time instants. We denote by Y its space–time discret
representation with Y ij ¼ yðxi; tjÞ. We want to identify a linear sys-
tem whose direct resolution gives Y . Using tensorial formalism,
such linear system can be expressed as:

Problem 1 (Single field). Find Y 2 RnS�nT such that

B : Y ¼ L with
B 2 RnS�nS�nT�nT

L 2 RnS�nT

(
ð1Þ

This linear system is called the space–time problem. It is said to
be separable when bilinear and linear operators involved in (1)
verify the following properties [4]:

B ¼
XnB

k¼1

BSk 
 BTk and L ¼
XnL

k¼1

LSk 
 LTk ð2Þ

where superscripts S and T denote space and time operators, respec-
tively. The technical difficulty is to identify such operators for a gi-
ven evolution problem.

Let’s now consider a two-fields formulation of the evolution
problem, where the two unknown fields can be discretized on dif-
ferent meshes in space and time. We denote by Y1 and Y2 their dis-
crete representations. Such problem involves two set of coupled
equations, that can be recasted into matrix form using a monolithic
approach. Thus, a generalization of the space–time problem to
multi-field formulations can be written as:

Problem 2 (Multi-field). Find
Y1 2 RnS

1�nT
1

Y2 2 RnS
2�nT

2
such that

B11 B12

B21 B22

2
4

3
5 : �

Y1

Y2

" #
¼

L1

L2

" #
with

Bij 2 R
nS
i
�nS

j
�nT

i
�nT

j

Li 2 R
nS
i
�nT

i

8
><
>:

ð3Þ

This multi-field problem is said to be separable if each
component of bilinear and linear operators involved in (3) have
the separation properties (2), that is:

1 This complexity is not representative of practical algorithms in use. However,
PGD preserves matrix operators structures (such as sparsity). So important here is
that same complexity of linear system solver can be considered for comparison of the
different methods.



Bij ¼
XnBði;jÞ

k¼1

BSk
ij 
 BTk

ij and Li ¼
XnLðiÞ

k¼1

LSki 
 LTki ð4Þ

Remark 1. Thanks to separation properties, it is possible to recast
the monolithic system (3) in a single field way using state vector in
space. The only condition is that the different fields should have
the same temporal approximations, that is nT

1 ¼ nT
2 ¼ nT . This will

lead to Problem 1 with Y 2 RðnS1þnS
2Þ�nT ; B 2 RðnS

1þnS
2Þ�ðnS

1þnS
2Þ�nT�nT

and L 2 RðnS
1þnS

2Þ�nT .

2.2. Reference problem

We illustrate construction of previously mentioned operators
for the transient elastodynamic problem with one dimension in
space. It models traction-compression waves travelling in a linear
elastic medium X ¼ ½0; L� during time interval I ¼ ½0; T�. The scalar
displacement field is denoted by uðx; tÞ with x 2 X and t 2 I. The
medium is submitted to imposed displacement udðx; tÞ on @Xu � I

and punctual external forces f dðxi; tÞ on @Xf � I, with @Xf [ @Xu ¼

@X and @Xf \ @Xu ¼£. Initial state is known and described by
initial displacement field u0ðxÞ and initial velocity field v0ðxÞ. The
medium is characterized by its density q, its elasticity modulus E

and its section A. Then, the strong formulation of the problem
can be written as: find u : X� I ! R such that

q
@2u

@t2
¼ E

@2u

@x2
on X� I ð5aÞ

u ¼ ud on @Xu � I ð5bÞ

@u

@x
¼

f d

EA
on @Xf � I ð5cÞ

u ¼ u0 on X� 0f g ð5dÞ

@u

@t
¼ v0 on X� 0f g ð5eÞ

In the following, we use dot convention for time derivatives,

that is _uðx; tÞ ¼ @u
@t

and €uðx; tÞ ¼ @2u
@t2

.

2.3. Weak formulation in space and Newmark family of time

integration schemes

We give here a first illustration of the strategy starting from a
weak formulation in space and resolution in time with Newmark
family of integration schemes. In this case, tensorial formalism is
introduced once the problem has been fully approximated over
space and time domains.

2.3.1. Space weak formulation

We define the following functional spaces

U ¼ uju 2 H1ðXÞ; u ¼ ud 8x 2 @Xu

� 	
ð6Þ

U0 ¼ uju 2 H1ðXÞ ; u ¼ 0 8x 2 @Xu

� 	
ð7Þ

and scalar products

u;vh i
X
¼

Z

X

Auv dx ð8Þ

u;vh idef
X

¼

Z

X

EA
du
dx

dv
dx

dx ð9Þ

u;vh i@Xf
¼
XnF

i¼1

uðxiÞvðxiÞ 8 xif gi¼1;...;nF
2 @Xf ð10Þ

where nF is the number of spatial points including in @Xf . We im-
pose Dirichlet boundary conditions ud and initial conditions u0

and v0 in a strong sense. Thus, a spatial weak formulation of (5)
writes: find u : I ! U such that

BSðu;u
HÞ ¼ LS uH

ÿ �
; 8uH 2 U0 ð11aÞ

uð0Þ ¼ u0 ; _uð0Þ ¼ v0 ð11bÞ

where bilinear and linear forms in space are defined as:

BSðu;u
HÞ ¼ hq€u;uHi

X
þ u;uH

 �def

X
ð12Þ

LS uH
ÿ �

¼ f dðx; tÞ;uH

 �

@Xf
8t 2 I ð13Þ

2.3.2. Spatial approximation using finite elements

We introduce spatial approximation using finite elements. This
writes for unknown and virtual fields, respectively:

uðx; tÞ ¼ /ðxÞ � uðtÞ þ /dðxÞ � udðtÞ ð14Þ

uHðxÞ ¼ /ðxÞ � uH ð15Þ

Initial displacement and velocity fields are identified with their
values at spatial points, that is u0ðxÞ � u0 and v0ðxÞ � v0. Introduc-
tion of finite element approximations (14) and (15) in the weak
formulation in space (11) leads to the classical discrete equations
of motion, that is: find u : I ! R

nS such that

M � €uðtÞ þ K � uðtÞ ¼ FðtÞ ð16Þ

uð0Þ ¼ u0; _uð0Þ ¼ v0 ð17Þ

where discrete bilinear operators in space are classical mass and
stiffness matrices:

M ¼

Z

X

qA/ðxÞ 
 /ðxÞdx; K ¼

Z

X

EA
d/ðxÞ
dx



d/ðxÞ
dx

dx

2.3.3. Temporal approximation using Newmark family of time

integration schemes

We now introduce temporal approximation with Newmark
family of integration schemes [41]. Time interval is approximated
with nT þ 1 time instants, that is I � tiji ¼ 0; . . . ;nTf g where
t0 ¼ 0 and tnT ¼ T , and time increment is constant, that is
ti ÿ tiÿ1 ¼ Dt; 8i. Then, Newmark approximations at time ti write:

uðtiÞ ¼ uðtiÿ1Þ þ Dt _uðtiÿ1Þ þ Dt2
1
2
ÿ b

� �
€uðtiÿ1Þ þ Dt2b €uðtiÞ ð17Þ

_uðtiÞ ¼ _uðtiÿ1Þ þ Dt 1ÿ cð Þ€uðtiÿ1Þ þ Dtc €uðtiÞ ð18Þ

These approximations require that the acceleration vector €uðtÞ

must be known at time t0. This is classicaly done using equation
of motion taken at time t0:

€uðt0Þ ¼ Mÿ1 � ðFðt0Þ ÿ K � uðt0ÞÞ ð19Þ

One can then resolve problem (16) incrementally, by introduc-
ing Newmark approximations (17) and (18) in equation of motion
(16) taken at time ti. The recursive formula, obtained for
i ¼ 1; . . . ;nT , is initialized with the known boundary conditions
(17) and (19).

2.3.4. Space–time reformulation using tensorial formalism

We now reformulate the incremental problem as a unique lin-
ear system. To this end, we identify the displacement vector at
all time instants with a second order tensor, that is:

u ¼ ½uðt1Þ � � �uðtnT Þ� 2 R
nS�nT ð20Þ



In a similar way, _u denotes all vectors _uðtiÞ; €u all vectors €uðtiÞ and F

denotes all vectors FðtiÞ for i ¼ 1; . . . ;nT .
Notice that Newmark approximations (17) and (18) can be

rewriten as:

ÿuðtiÿ1Þ þ uðtiÞ ÿ Dt _uðtiÿ1Þ ÿ Dt2
1
2
ÿ b

� �
€uðtiÿ1Þ ÿ Dt2b€uðtiÞ ¼ 0

ð21Þ

ÿ _uðtiÿ1Þ þ _uðtiÞ ÿ Dt 1ÿ cð Þ€uðtiÿ1Þ ÿ Dtc€uðtiÞ ¼ 0 ð22Þ

Then, we first recast Eqs. (21), (22) and (16) taken at all time in-
stants ti for i ¼ 1; . . . ;nT , as a unique system of equations. Thanks to
tensorial implementations (A.8) and (A.13), this can be written as:

IS 
 A1 IS 
 A2 IS 
 A3

0S 
 0T IS 
 A1 IS 
 A4

K 
 IT 0S 
 0T M 
 IT

2
664

3
775 : �

u

_u

€u

2
664

3
775

¼

uðt0Þ 
 A5 þ _uðt0Þ 
 A6 þ €uðt0Þ 
 A7

_uðt0Þ 
 A5 þ €uðt0Þ 
 A8

F

2
6664

3
7775 ð23Þ

where matrices Ai and vectors Ai depend on Newmark parameters b
and c as well as time increment Dt; matrices IS and IT are identity
matrix in space and time; 0S and 0T are null matrix in space and
time.

Second, we express _u and €u in function of u thanks to the first
two equations of (23). We insert the obtained expression of €u in
the third equation of (23), and replace uðt0Þ; _uðt0Þ and €uðt0Þ with
their correspondings values given by (17) and (19).

Finally, after some simplications, we obtain the formulation in
displacement of the whole space–time problem, as a unique linear
system. This linear system can be identified with Problem 1 and
reads:

Example 1 (Newmark). Find u 2 RnS�nT such that

K 
 N1 þM 
 N2

� �
: u ¼ IS 
 N1

� �

: F þ M � u0

� �

 N3 þ M � v0

� �

 N4

þ Fðt0Þ ÿ K � u0

� �

 N5 ð24Þ

Newmark bilinear operators in time are given by

N1 ¼ b

b 0 � � � 0

a .
.

.
0 .

.

.

b .
.

.
.
.

.
0

0 b a b

2
66666664

3
77777775

with
a ¼ 1

2 ÿ 2bþ c

b ¼ 1
2 þ bÿ c

(

N2 ¼
b

Dt2

1 0 � � � 0

ÿ2 .
.

.
0 .

.

.

1 .
.

.
.
.

.
0

0 1 ÿ2 1

2
666664

3
777775
; N3 ¼

b

Dt2

1

ÿ1

0

.

.

.

2
66664

3
77775

N4 ¼
b

Dt

1

0

.

.

.

2
64

3
75; N5 ¼ b

1
2 ÿ b

1
2 þ bÿ c

0

.

.

.

2
66664

3
77775

Remark 2. The right hand side of Eq. (16) contains the contribu-
tion of boundary conditions due to exterior forces and imposed
displacement:

FðtÞ ¼ Fd
f ðtÞ ÿ Fd

uðtÞ ÿ Fd
€uðtÞ

One can easily writes these contributions under a sum of scalar
products of spatial vectors and temporal functions, that is:

FðtÞ ¼
X

i

ai biðtÞ with ai 2 R
nS

This is straightforward for exterior forces f dðxi; tÞ since they are
imposed at spatial points, we get:

Fd
f ðtÞ ¼

XnF

i¼1

/ðxiÞf
dðxi; tÞ 8 xif gi¼1;...;nF

2 @Xf

Imposed displacement udðx; tÞ is continuously approximated in

space throw the finite element basis /d
i

n o
i¼1;...;nd

U

, where nd
U denotes

the number of spatial points including in @Xu. After introduction in
the space weak form, this leads to two contributions Fd

uðtÞ and Fd
€uðtÞ

due to bilinear forms, see Eq. (12). These contributions thus write
as a matrix–vector product. We decompose this product row by
row and obtain the following decomposition:

Fd
uðtÞ ¼

Z

X

EA
d/ðxÞ
dx



d/dðxÞ

dx
dx � udðtÞ ¼

XndU

i¼1

Kd
i u

d
i ðtÞ

Fd
€uðtÞ ¼

Z

X

qA/ðxÞ 
 /dðxÞdx � €u
d
ðtÞ ¼

XndU

i¼1

Md
i
€ud
i ðtÞ

Remark 3. The right hand side of Eq. (24) contains all contribu-
tions due to boundary conditions. In particular, initial conditions
in displacement and velocity are taken into account as equivalent
forces. Also, contribution of exterior forces and imposed displace-
ment are given in a non-separated way as:

F ¼ Fd
f ÿ Fd

u ÿ Fd
€u

One can express these contributions directly as a sum of
products of space and time vectors thanks to the decomposition
introduced in Remark 2. Hence, we have:

Fd
f ¼

XnF

i¼1

/i 
 f di with f di ¼ ½f dðxi;DtÞ � � � f
dðxi; TÞ�

0

Fd
u ¼

XndU

i¼1

Kd
i 
 ud

i with ud
i ¼ ½ud

i ðDtÞ � � �u
d
i ðTÞ�

0

Fd
€u ¼

XndU

i¼1

Md
i 
 €ud

i with €ud
i ¼ ½€udðDtÞ � � � €udðTÞ�0

2.4. Space–time weak formulation – One field case

We give here a second illustration of the strategy starting from a
space–time weak formulation. In this case, identification of the lin-
ear system equivalent to the space–time problem is straightfor-
ward. Indeed, tensorial formalism can be introduced at the
approximation step, using a structured space–time finite elements
mesh. Then, after introduction of approximations in the weak
forms, identification of the space–time separated representation
of operators is direct.



2.4.1. Space–time discontinuous Galerkin method

We consider the following functional spaces:

U ¼ uju 2 H1ðX� IÞ; u ¼ ud 8x 2 @Xu � I
� 	

ð25Þ

U0 ¼ uju 2 H1ðX� IÞ; u ¼ 0 8x 2 @Xu � I
� 	

ð26Þ

and we use scalar products defined by Eqs. (8) to (10).
As an example, we use the space–time weak formulation of the

elastodynamics problem proposed in [25]. In this formulation, time
interval is decomposed in NT subintervals as I �

S
i¼1;...;NT

Ii with

Ii ¼�tþiÿ1; t
ÿ
i ½ where tþ0 ¼ 0 and tÿNT

¼ T. Then, space–time domain is
decomposed in NT subintervals called space–time slabs as
X� I ¼

S
i¼1;...;NT

X� Ii.
The problem is weakly formulated over each slab X� Ii and

continuity between two slabs is weakly inforced. Writing this for-
mulation over the whole space–time domain, we obtain: find u 2 U

such that

BSTDG-Uðu; u
HÞ ¼ LSTDG-U uH

ÿ �
8uH 2 U0 ð27Þ

where space–time bilinear and linear forms are given by:

BSTDG-U u;uH
ÿ �

¼
XNT

i¼1

Z

Ii

q€u; _uH

 �

X
dtþ

XNT

i¼1

Z

Ii

u; _uH

 �def

X
dt

þ
XNT

i¼2

q _uðx; tþiÿ1Þ ÿ q _uðx; tÿiÿ1Þ; _u
Hðx; tþiÿ1Þ


 �
X

þ
XNT

i¼2

uðx; tþiÿ1Þ ÿ uðx; tÿiÿ1Þ; u
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 �def
X

þ q _uðx;0Þ; _uHðx;0Þ
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X

þ uðx;0Þ;uHðx;0Þ

 �def

X
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LSTDG-U uH
ÿ �

¼
XNT
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Z

Ii

f dðx; tÞ; _uH

 �

@Xf
dtþ qv0ðxÞ; _u

Hðx;0Þ

 �

X

þ u0ðxÞ;u
Hðx;0Þ


 �def
X

ð29Þ

The first two terms in (28) and the first term in (29) act to
weakly inforce the equation of motion over all space–time slabs,
while the remaining terms weakly enforce continuity of displace-
ment and velocity between space–time slabs. In particular, initial
displacement and velocity are weakly inforced throw the two last
terms in (28) and (29).

2.4.2. Space and time approximations

We introduce approximations using continuous finite elements
in space and piecewise continuous in time. Displacement udðx; tÞ is
imposed in a strong way. Initial conditions u0ðxÞ and v0ðxÞ are
weakly imposed. This writes for unknown and virtual fields as

uðx; tÞ ¼ /ðxÞ 
 wðtÞ : uþ /dðxÞ 
 wðtÞ : ud ð30Þ

uHðx; tÞ ¼ /ðxÞ 
 wðtÞ : uH ð31Þ

External load f dðxi; tÞ is approximated in time with the same
temporal basis as uðx; tÞ.

2.4.3. Equivalent space–time problem

Introducing finite element approximations (30) and (31) in (27)
and using tensorial notations directly lead to the space–time repre-
sentation of the problem as a unique linear system. This system
has the general form of Problem 1, and can be written has:
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Bilinear operators in time associated with the time discontinu-
ous Galerkin method are given by:

W
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i
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Remark 4. The right hand side of Eq. (32) contains all contribution
due to boundary conditions. In particular, initial displacement and
velocity fields are weakly imposed. Indeed, the matrix of
unknowns u includes projection coefficients associated with
uðx; t ¼ 0Þ. Contributions due to exterior forces f dðx; tÞ and imposed
displacement udðx; tÞ need to be decomposed, in order to be
identified as a sum of products of space and time vectors.
Following the same method as used in Remark 3, we can directly
write these decompositions as:

Fd
f ¼

XnF

i¼1

/i 
 f di with f di ¼ ½f dðxi;0Þ � � � f dðxi; TÞ�
0 ð33Þ

Fd
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XndU
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Kd
i 
 ud

i withud
i ¼ ½ud

i ð0Þ � � � u
d
i ðTÞ�

0 ð34Þ

Fd
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XndU

i¼1

Md
i 
 ud

i ð35Þ

2.5. Space–time weak formulation – Two fields case

As a last illustration, we use a multi-field formulation of the
problem. Here, unknowns are displacement and velocity fields.
Using different approximations in time for both fields, the linear
system equivalent to the space–time problem can be identified
with the general multi-field Problem 2. Also, it can be recasted in
a single field form (as Problem 1) using a state vector in space
and same approximations in time.

2.5.1. Two-field space–time discontinuous Galerkin method

We use functional spaces and scalar products respectively de-
fined by (25), (26), (8) and (10). In addition, we introduce the fol-
lowing functional spaces:

V ¼ v jv 2 H1ðX� IÞ; v ¼ v
d 8x 2 @Xu � I

� 	
ð36Þ

V0 ¼ v jv 2 H1ðX� IÞ ; v ¼ 08x 2 @Xu � I
� 	

ð37Þ

where vd is the velocity associated to imposed displacement ud, that
is vd ¼ _ud.

We use the two-fields version proposed in [26] of previously
mentioned space–time weak formulation of the elastodynamic
problem. As for the one field case, space–time domain X� I is
decomposed in NT space–time slabs. But displacement uðx; tÞ and



velocity vðx; tÞ are two distinct fields. Then, continuity between the
first time derivative of the displacement field and the velocity field
is weakly imposed. This space–time weak formulation is written

over the space–time domain as: it find
u 2 U
v 2 V

�
such that

8uH 2 U0

8vH 2 V0

�

BSTDG-UV fu;vg; fuH;vHg
ÿ �

¼ LSTDG-UV fuH; vHg
ÿ �

ð38Þ

where space–time bilinear and linear forms are given by:
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X

ð40Þ

The third term in (39) weakly inforced the continuity between
the displacement and velocity fields over time. Remaining terms
are similar to those of the one field case and have been previously
described.

2.5.2. Space and time approximations

We introduce approximations using continuous finite elements
in space and piecewise continuous in time for both fields. We use
the same approximation in space but allow different approxima-
tions in time. This writes for unknown and virtual fields:

uðx; tÞ ¼ /ðxÞ 
 wuðtÞ : uþ /dðxÞ 
 wuðtÞ : u
d ð41Þ

vðx; tÞ ¼ /ðxÞ 
 wvðtÞ : v þ /dðxÞ 
 wvðtÞ : v
d ð42Þ

uHðx; tÞ ¼ /ðxÞ 
 wuðtÞ : u
H ð43Þ

v
Hðx; tÞ ¼ /ðxÞ 
 wvðtÞ : v

H ð44Þ

2.5.3. Equivalent space–time problem: multi-field approach

Introducing finite element approximations (41) to (44) in (38)
and recasting it with tensorial implementation (A.13), one directly
obtains the linear system equivalent to the space–time problem.
This linear system can be identified with the generic multi-field
Problem 2. This writes:
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Bilinear operators in time associated with the two fields time
discontinuous Galerkin method are given by:

Wuu ¼ wuð0Þ 
 wuð0Þ þ
XNT

i¼2
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þ
iÿ1Þ 
 wuðt

þ
iÿ1Þ ÿ wuðt

þ
iÿ1Þ 
 wuðt

ÿ
iÿ1Þ

� �

Wu0 ¼ wuð0Þ and Q ij
uv ¼

Z

I

d
i
wuðtÞ

dt
i



d
j
wvðtÞ

dt
j

dt

Operators Q ij
uu; Q ij

vv are defined similarly to Q ij
uv ; operator Wvv sim-

ilarly to Wuu and operator Wv0 similarly to Wu0.

Remark 5. The right hand side of Eq. (45) contains a contribution
due to the imposed velocity v

d (other contributions are defined in
Remark 4). This contribution can be decomposed as:

Fd
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Xndv
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Md
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 v
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i ðTÞ�
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2.5.4. Equivalent space–time problem: state vector approach

The multi-field problem (45) can be recasted into a single field
problem using a state vector approach. To do this, we defined the
following state vector y :

yðx; tÞ ¼
uðx; tÞ

vðx; tÞ

� �
ð47Þ

Then, we assume the same approximations in time for the dis-
placement and velocity fields, that is wuðtÞ ¼ wv ðtÞ ¼ wðtÞ. By this
way, the space–time approximation of the state vector reads:

yðx; tÞ ¼ /ðxÞ 
 wðtÞ : y þ /dðxÞ 
 wðtÞ : yd ð48Þ

with the following implementations:
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Finally, introduction of approximation (48) in the weak form (38)
gives the following equivalent linear system, that can be identified
with the generic one field Problem 1. That is:
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where bilinear operators in time are implemented similarly to the
multi-field approach whereas bilinear operators in space are imple-
mented as follow:
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" #
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3. The proper generalized decomposition for non-symmetric

operators

In this section, we shortly review classical PGD methods that al-
low to build a space–time separated representation of the solution
of an evolution problem. We only consider one field cases and
problems formulated in the form of the generic Problem 1.

As in [5,48], we adopt an algebraic point of view. This allows to
design generic PGD solvers that can be used with various time inte-
gration methods. Then, PGD can be viewed as an alternative to [7]
for efficient iterative resolution of linear system given in tensor like
format.

As shown in Section 2, contributions of boundary conditions
(such that Neumann and Dirichlet conditions over time, and also
initial conditions) can be expressed as equivalent external
loads. Therefore, there is no need for special procedures (as pro-
posed in [20,9]) in order to imposed boundary conditions, since
they directly appear in the right hand side of the space–time
problem.

3.1. Separated representation

The PGD aims at finding a priori a separated representation of Y ,
the space–time problem solution. We mean by a priori, that Y

needs not to be known (that is nor calculated or stored) before
calculation of its decomposition. We only need the separated
representation of operators involved in the space–time problem,
see Eqs. (2).

Adopting a discrete point of view, the separated representation
is defined as a sum of tensorial products of space and time vectors.
It was first introduced in the framework of the LATIN method
under the name ‘‘radial approximation’’ (see [31,42]). In this
paper, we adopt a slightly different representation, that has been
used in the context of multidimensional problems (see [8,2,11]).
We are seeking Y as a linear combination of normalized tensorial
products of space and time vectors, that is we are seeking Y under
the form:

Ym ¼
Xm

i¼1

aiW i 
 Ki with
W i 2 R

nS

Ki 2 R
nT

ai 2 R

8
><
>:

ð50Þ

where integerm is the decomposition rank, scalar coefficients ai are
the separation values and products W i 
 Ki are the space–time
modes. These are normalized with respect to a chosen metric. To
this end, we denote by

k�kN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� : N : �

q

the norm of a second order tensor � associated with bilinear oper-
ator N. Also, we impose the following normality property to the

decomposition:

kW i 
 KikN ¼ 1; 8i ¼ 1; . . . ;m ð51Þ

The main advantage of this normalization is that separation
values can be used to directly quantify (in a chosen metric) the
contribution of a given space–time mode to the whole decom-
position. This will be usefull in order to reordonnate the decom-
position in cases where non-optimal algorithms where used to
build the separated representation. We discuss this aspect in
Section 3.4.

3.2. Classical definitions

The PGD is classically defined as the solution of a minimization
problem. The space and time vectors are seeking as the ones which
minimize an associated functional J : RnS�nT ! R

þ. This functional
can be defined using Galerkin orthogonality criteria [3,43] or a
minimal residual formulation [8,42]. These definitions are summa-
rized in Table 1.

The PGD converges if it tends to the space–time solution as the
decomposition rank tends to infinity. For symmetric problems,
convergence can be proven for both PGD definitions; but for non-
symmetric problems, convergence is guaranteed only with the
minimal residual definition (see [43,34,5] for convergence analy-
sis). However, convergence of Galerkin based PGD has been
numerically observed for non-symmetric problems (see for exam-
ple results obtain in [3,46] with parabolic problems). In the elasto-
dynamics case, bilinear operators associated to the space–time
problem are non-symmetric (due to unsymmetrical nature of tem-
poral operators). Then, minimal residual PGD should be used to in-
sure decomposition convergence.

A rank m PGD is said to be optimal if it minimizes the distance
(in a givenmetric) between the reference solution Y and all possible
separated representations of rank m. Optimality of PGDs can be
evaluated by expressing functional J in an a posteriori way (that is
in function of the reference solution Y). For both a priori definitions
of the functional J, it is easy to find an equivalent a posteriori func-
tional whoseminimization leads to the same problem (see Table 2).

Then, a posteriori definitions of PGD can be compared with the
Singular Value Decomposition (SVD) of matrix Y . Indeed, SVD
can be defined as the one which minimizes the distance, in the
Frobenius norm (denoted by k�k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
� : �

p
), between the matrix

Y and all separated representation of rankm (see [50]). In this case,
m is the matrix rank and the coefficients ai are its singular values.
Then, SVD gives the optimal decomposition in the jj::jj2 metric,
while Galerkin PGD gives the optimal decomposition in the jj::jjB

metric (if it exists) and residual PGD in the jj::jjB0 :B metric.

Remark 6. A new definition of PGD, called minimax PGD, has been
recently introduced by Nouy in [46]. It is based on Petrov–Galerkin
criteria and allows to improve convergence properties of Galerkin
based PGD with respect to a desired metric. We have tested this
formulation for the elastodynamic problems with respect to the
Frobienus metric but experienced divergence of the decomposition
after some PGD iterations. Also, when applied to the symmetrized
problem, we do not obtain better results than with minimal
residual PGD. Thus, we do not consider the minimax definition in
this paper.

Table 1

a priori definitions of functional J : RnS�nT ! R
þ .

JðYHÞ Galerkin PGD Residual PGD

a priori jYH : Lÿ 1
2 ðY

H
: B : YHÞj kLÿ B : YHk22

Table 2

Equivalent a posteriori definitions of functional J and comparison with SVD of the
space–time solution Y .

JðYHÞ Galerkin PGD Residual PGD SVD

a posteriori kY ÿ YHk2B kY ÿ YHk2B0 :B kY ÿ YHk22



3.3. Algorithms

The simplest way to compute PGD is based on a progressive
construction [8,2,46]. In order to compute decomposition of rank
m, we suppose decomposition of rank mÿ 1 has been previously
calculated and search for the best rank one enrichment for which
functional J reaches its minimum value. The minimization process
is alternatively performed with respect to space and time vectors,
leading to two stationnary conditions. In this paper, we additionaly
imposed normality of the enrichment with respect to a chosen
metric. This allows to calculate separation values. Then, progres-
sive definition of PGD reads:

Definition 1 (Progressive PGD).
Knowing Y ðmÿ1Þ , find am;Wm and Km such that

ðWm;KmÞ ¼ arg min
WH2Rn

K
H2RnT

J Y ðmÿ1Þ þ amWH 
 K
H

� �
ð52aÞ

kWm 
 Kmk
2
N ¼ 1 ð52bÞ

This contruction of PGD is optimal only if bilinear operator in-
volved in the space–time problem admits a rank one decomposi-
tion [46], that is if:

B ¼ BS 
 BT ð53Þ

However, this is not the case for elastodynamic problems and
then progressive construction of PGD is not optimal. An optimal
definition can be introduced by minimizing functional J with re-
spect to all space and time vectors [44], that is:

Definition 2 (Optimal PGD). Find ai;W i;Kif gi¼1;...;m such that

W i;Kif gi¼1;...;m ¼ arg min
WH

1
;...;WH

m2RnS�m

KH
1
;...;KHm2RnT�m

J
Xm

i¼1

aiW
H

i 
 K
H

i

 !
ð54aÞ

kW i 
 KikN ¼ 1; 8i ¼ 1; . . . ;m ð54bÞ

One way to resolve this problem is based on subspace iteration
algorithm [44]. It consists in solving one system in space of size
m � nS �m � nS and an other in time of size m � nT �m � nT alterna-
tively. So, this algorithm requires the resolution of spatial and tem-
poral problems whose size increases with the decomposition rank.
Thus, it becomes computationaly untractable as decomposition
rank increases. An alternative was proposed in [46]. It consists in
constructing the decomposition in a progressive way, and updating
all temporal vectors with the optimal problem, at the end of each
progressive step. This procedure still requires resolution of the
optimal problem in time whose size increases with the decompo-
sition rank. It is then tractable only if temporal discretization re-
mains coarse. But in the context of elastodynamics, describtion of
waves propagation often requires a fine discretization in time.
Thus, in this paper, we propose an other updating strategy which
only requires resolution of spatial and temporal problems of size
nS � nS and nT � nT . Our strategy can be viewed as a Gauss–Seidel
type substitution method for resolution of the optimal problem.
Implementation details are given in Appendix B.

3.4. Convergence and reordering

Separation values ai are of great interest since they contain
informations related to convergence of decomposition. In particu-

lar, minimal residual definition of PGD verify the following conver-
gence property [46]:

Property 1 (Convergence property – Minimal residual PGD). Let Ym

be the rank m minimal residual PGD of Y , constructed in a progressive

way. Let N ¼ B0
: B be the operator norm used to normalized space–

time modes. Then the decomposition verifies the following property:

kY ÿ Ymk
2
B0 :B ¼ kYk2B0 :B ÿ

Xm

i¼1

a2
i ð55Þ

Thus, separation values ai exhibit contribution of each space–
time mode to the whole decomposition, without any postprocess-
ing. Then, if the computed decomposition is not sorted in a
decreasing order (that is if coefficients ai are not decreasing for
i ¼ 1; . . . ;m), it is possible to rearrange the decomposition in
decreasing order using a permutation of coefficients ai and corre-
sponding space–time modes. Such reordering is negligible in term
of computational costs. More over, using equivalence between
norms defined in finite dimensional spaces, we can guaranty
decomposition convergence when space–time modes are normal-
ized with a different norm than the norm used to defined J (see Ta-
ble 2). In particular, decomposition will converge if we impose
normality of space–time modes with respect to Frobenius norm
k�k2 and define PGD with minimal residual formulation.

4. A new multi-field proper generalized decomposition

In this section, we introduce a new PGD method that allows to
efficiently compute space–time separated representation of solu-
tion of multi-field evolution problems. For the sake of clarity, we
only consider generic two-field problems of the form of Problem
2 but the following developments can be directly generalized to
n-field problems.

We have shown in Section 2 that multi-field problems can be
recasted into one field problems using state vector in space and
same temporal approximations. Then, it is possible to use one-field
PGD methods as describe in Section 3 to get a separated represen-
tation of both fields. However, we have experienced bad conver-
gence order using this strategy. Furthermore, temporal
approximation must be the same for all fields. These limitations
have motivated the proposition of a new approach.

Traditionally, one distinguishes two classes of methods for the
resolution of multi-field problems: partitioned procedures and
monolithic approaches. Partitioned procedures rely on separation
of physics and avoid simultaneous treatment of the different fields
[15]. One of the main advantages of partitioning approaches is
their ability to use different discretizations, in space and time, for
each physics. In the context of reduced order modeling, partition-
ing approaches were used in conjunction with PGD for calculation
of space–time separated representation of multi-field problems
[13,40]. An example using different space and time discretizations
for each physic can be found in [39]. Monolithic approaches rely on
a single system of equations for the entire problem formulation
[23]. As an example, Problem 2 is formulated using a space–time
monolithic approach. In cases where the different physics exhibit
strong interactions, monolithic approaches may be preferable to
partitioned procedures in order to ensure unconditional stability
and better accuracy [38]. Recently, a reduced order model, based
on POD and using monolithic space–timemodes, has been success-
fully applied to resolution of fluid–structure interaction problems
[53]. One limitation of monolithic approaches is that if the problem
is monolithically formulated in space, then temporal discretization
must be the same for all fields. This is highly restrictive when the
different fields exhibit different physical kinematics.



In this paper, we present a new multi-field PGD (MF-PGD) that
overcomes this limitation. We propose to use the monolithic
space–time problem to construct separated representation of both
fields, and thus take advantage of the better convergence proper-
ties of monolithic approaches. Moreover, due to space–time nature
of problem formulation, we potentially allow the use of different
approximations in space and time for each field, which overcomes
the above-mentioned limitation of monolithic approaches.

4.1. Separated representation

In the proposed multi-field PGD, each field is represented in a
separated way as a sum of tensorial products of space and time
vectors. That is, space and time vectors differ for each fields.2 The
coupling is automatically enforced through the space–time weak
formulation of the evolution problem and thus only depends on it.
As in the single field case, we use scalar coefficients (that we also
called separation values) to define the decomposition. But in the
multi-field case, a separation value is related to the contribution of
a multi-field space–time mode. Then, the separated representation
of rank m is given by:

Y1m

Y2m

" #
¼
Xm

i¼1

ai

W1i 
 K1i

W2i 
 K2i

� �
ð56Þ

with W1i 2 R
nS1 ; W2i 2 R

nS2 ; K1i 2 R
nT1 ; K2i 2 R

nT2 ; ai 2 R

We impose normality of each multi-field space–time mode as:

k
W1i 
 K1i

W2i 
 K2i

� �
k2½N� ¼ 1; 8i ¼ 1; . . . ;m ð57Þ

where operator kXk½N� denotes a norm in the vectorial space of third
order tensors. It can be written for a two-fields formulation and
using tensorial implementation (A.13) as:

kXk½N� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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" #vuuut ð58Þ

4.2. Space–time monolithic definition

The MF-PGD is defined as the solution of a minimization prob-

lem, associated with the functional J :
R

nS
1
�nT

1

R
nS2�nT2

� �
! R

þ.

By analogy with the single field case, we can introduce Galerkin
based and minimal residual PGD formulations. However, since
Galerkin based PGD do not converge for the elastodynamic prob-
lems we have tested, we only focus on minimal residual formula-
tion (see Table 3).

Key point of the proposed approach is to minimize residual of
the space–time monolithic problem. Indeed, this is different than
breaking the monolothic problem into two separated problems
and then minimizing the residual of each separated problem.

4.3. Algorithms

We now introduce multi-field version of PGD algorithms. As a
first algorithm, we introduce a progressive construction of
MF-PGD. At a given rank m, we suppose decomposition of rank
mÿ 1 is known. Then we search for the best rank one enrichment

that minimizes the functional J . Minimization is alternatively
performed, in a monolithical way, with respect to the multi-field
space and time vectors. And we additionaly normalized the rank
one enrichment. Then, progressive definition of multi-field PGD
reads:

Definition 3 (Progressive MF-PGD). Knowing
Y1ðmÿ1Þ
Y2ðmÿ1Þ

� �
, find

am;
W1m
W2m

� �
and
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As for the single field case, we can also introduce an optimal
algorithm for MF-PGD. This is done by minimizing the functional
J with respect to all space and time vectors, that is:

Definition 4 (Optimal MF-PGD). Find ai;
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Implementation details are given in B for both algorithms.

4.4. Convergence and reordering

Thanks to the particular choice we have made for the separated
representation (56), we can preserve convergence property of min-
imal residual PGD in the multi-field case. Indeed, we can easily
shown the following convergence property:

Table 3

a priori and equivalent a posteriori definitions of functional J for the minimal residual
formulation of the multi-field PGD.

J
YH1
YH2

" # !
Residual MF-PGD

a priori L1
L2

� �
ÿ

B11 B12

B21 B22

" #
: �

YH1
YH2

" #


2

a posteriori Y1
Y2

� �
ÿ

YH1
YH2

" #


½B�0 :�½B�

2 This kind of separated representation was also used for space-space decompo-
sitions of 2D or 3D structural problems [9,52]. In these cases, the unknown field was
the displacement vector uðx; y; zÞ ¼ ½uxðx; y; zÞ;uyðx; y; zÞ;uzðx; y; zÞ�

0 , and each compo-
nent ux ; uy; uz was decomposed in space using tensorial products of independant
functions of each coordinate x; y; z.



Property 2 (Convergence property – Min. residual MF-PGD). Let
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be the operator norm used to normalized space–time multi-field modes.

Then the multi-field decomposition verifies the following property:

Y1
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ÿ

Y1m
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" #
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a2
i ð62Þ

Then, separation values still characterise contribution of a given
multi-field space–time mode to the whole decomposition. Thus, a
calculated decomposition can be reorder at negligible computa-
tional cost, by performing a permutation on separation values
and corresponding multi-field space–time modes. This is shown
in Algorithm 3 of Appendix B.

5. Numerical results

In this section, we illustrate and comment the ability of proper
generalized decomposition methods to solve the linear elastody-
namic problem with one dimension in space.

5.1. Description of the reference problem

5.1.1. Space and time approximations

In all the study, spatial approximation is done with linear finite
elements. The comparison focuses more on the temporal approxi-
mations. We compare:

� Two temporal approximations associated with single field for-
mulations, that are the Newmark scheme and the single field
time discontinuous Galerkin method in displacement. The
space–time problem is given by Exemple 1 for the Newmark
scheme and by Exemple 2 for the time discontinuous method.
Newmark parameters are set to b ¼ 0:25 and c ¼ 0:5, which
gives unconditionnal stability to the scheme. We choose these
parameters since they are widely used in industrial codes. How-
ever, we have obtained similar results with conditionally stable
Newmark schemes. For the time discontinuous method, we use
piecewise continuous quadratic finite elements for the approx-
imation in time, and we refer to this scheme as TDG P2.

� Two temporal approximations associated with multi-field for-
mulations, that are the two-fields time continuous and time dis-
continuous Galerkin methods, formulated in displacement and
velocity. Space–time problem is given by Exemple 3 for the time
discontinuous method. Its construction is similar for the time
continuous method.3 We use linear finite elements (continuous
or piecewise continuous) for the approximation in time. Identical
approximations are used for the displacement and velocity fields.
We refer to the time continuous Galerkin method as TG P1–P1
and to the time discontinuous Galerkin method as TDG P1–P1.

Classicaly, time integration schemes are evaluated in terms of
stability, accuracy, dissipation of spurious high-frequency, starting

procedure or computational work [22]. We do not have experience
any problem with PGD as regard to stability or starting procedure:
we obtain PGD of the unstable solution when the chosen time
scheme is unstable and initial conditions are inserted in the right
hand side of the space–time problem. Then, in this study, we focus
on the influence on PGD of high-frequency perturbations and order
of accuracy.

5.1.2. Geometry, material and boundary conditions

The calculations are performed on a beam of size L ¼ 0:1 m and
section A ¼ 5:10ÿ4 m2. The elasticity constant is taken to
E ¼ 2:1011 N=m2 and the density to q ¼ 8000 kg=m3. The calcula-
tion are done in the transient response until T ¼ 10ÿ4 s. We im-
posed four different boundary conditions, that are:

� a ponctual external load f dðtÞ applied at the spatial point x ¼ 0,
and represented by a unique sinus of period T=10 and maximal
value Fmax ¼ 1:105 N as

f dðtÞ ¼
Fmax

2 1þ sin 2p
T=10 t ÿ

p
2

� �� �
8t < T=10

0 8t P T=10

(

� an imposed displacement udðtÞ applied at the spatial point
x ¼ 0, and also represented by a unique sinus of period T=10
and maximal value Umax ¼ FmaxL=EA ¼ 1:10ÿ4 m as

udðtÞ ¼
Umax

2 1þ sin 2p
T=10 t ÿ

p
2

� �� �
8t < T=10

0 8t P T=10

(

� an initial displacement u0ðxÞ varying linearly from ÿUmax to 0
and given by:

u0ðxÞ ¼ Umax
x

L
ÿ 1

� �

� an initial velocity v0ðxÞ, constant and equals to 10 m=s.

As represented in Fig. 1, all conditions are studied separately
and are associated with four test cases. Each test case will be iden-
tify by the activated boundary condition. Moreover, for all test
cases, displacement and velocity are fixed to zero at the spatial
point x ¼ L.

5.1.3. Physical homogeneity and multi-field norms

The multi-field formulations used in this study involve the dis-
placement and velocity fields, that are different physical quantities.
Then, multi-field norms required in MF-PGDs definitions are not
homogeneous in terms of physical units (see for example, defini-
tion of the multi-field norm in Eq. (58) applied with the bilinear
operators of Exemple 3).

Thus, in order to preserve physical homogeneity of multi-field
norms, we propose to preconditionate the multi-field space–time
problem and to use a change of variables. The preconditioner is
simply chosen to:

½P� ¼
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 0T
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 0T
1
h
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 IT

2
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5 ð63Þ

and the change of variable is such that

u

v

" #
¼ ½P� : �

u

ev

" #
ð64Þ

where the parameter h is chosen to the time increment Dt.

3 The two-fields time continuous Galerkin method can be constructed using
continuous approximation in time, starting from the space–time weak formulation
given by Eq. (38). Then, the fourth and fifth terms in (39) vanish, due to continuity of
the temporal approximation. After discretization, the space–time problem is thus
given by Exemple 3 with Wuu ¼ Wuð0Þ 
Wuð0Þ and Wvv ¼ Wv ð0Þ 
Wv ð0Þ.



5.1.4. Physical units and separated representations

The physical unity of each term of the separated representation
depends on PGD definitions and norms used to normalize the
space–time modes. Physical unity of each term is summarized in
Table 4 when the decomposition is defined with the minimal resid-

ual formulation and the space–time modes normalized with differ-
ent norms. One can notice that when the space–time modes are
normalized with the Frobenius norm, the separation values ai have
the same units as the singular values of the displacement matrix u.
These constatations hold true in the multi-field cases after physical
homogenization of the space–time problem (see the previous
subsection).

5.2. Results and analyses

We perform several numerical analyses with the four time
schemes and the four test cases. If it is not specified, the spatial
and temporal approximations are fixed to Dx ¼ L=40 andDt ¼ T=80.

5.2.1. Direct space–time solutions

To begin, we directly resolve the linear systems associated to
the space–time problems. The obtained solutions are represented
in Fig. 2. Spatial discretization has been chosen to Dx ¼ L=40 and
temporal increment to T=80 in order to exhibit the different behav-
iours of temporal approximations. In particular, solution calculated
with the Newmark scheme exhibits the well known high frequency
perturbations that are not physical, whereas, TDG P2 and TDG P1–
P1 schemes allow to attenuate these perturbations. We can also
notice that TG P1–P1 scheme behaves better than Newmark one.

5.2.2. Comparison of PGDs definitions and algorithms

We now resolve space–time problems with PGDs, that is we
manufacture the space–time solution in a separated way. We cal-
culate it a priori, which means that we give a separated represen-
tation of the space–time solution without knowing it.

In this subsection, we compare different definitions of single
and multi-field PGD, that are the Galerkin based PGDs and minimal
residual PGDs. For each definitions, we calculate the decomposi-
tion with progressive and optimal algorithms (see B).

Here, our comments are based convergence of residual as
decomposition rank increases. For single field cases, the relative
residual is post-traited as

rh;mPGD ¼

Lÿ B : Yh
m



2

kLk2
ð65Þ

Table 4

Physical units of each term of the space–time decomposition when it is build with the
minimal residual formulation of the PGD and space–time modes are normalized with
different operators norm N.

N W K a

IS 
 IT [–] [–] [m]

B0
: B [–] [m/N] [N]

Fig. 2. Solutions obtained by direct resolution of the space–time problems, with Dx ¼ L=40 and Dt ¼ T=80. The velocity fields are post-traited thanks to temporal
approximations for the Newmark and TDG P2 schemes. The reference solutions are calculated with TDG P2 and a finer space–time mesh.

Fig. 1. Space–time geometry and description of boundary conditions for the four
test cases: (a) external load, (b) imposed displacement, (c) initial displacement and
(d) initial velocity.



and for multi-field cases, it is:
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To better understanding, we recall that for single field cases, Yh
m

corresponds to the rank m decomposition of the displacement field
uh and for multi-field cases, Yh

1m and Yh
2m are respectively associ-

ated with the rank m decomposition of the displacement and
velocity fields uh and v

h. The superscript h denotes solution of
the discrete space–time problem.

For all time schemes and for all test cases, we experience a
divergence of the residual for Galerkin based definition of the
PGD and MF-PGD, calculated with progressive or optimal algo-
rithms. Thus, for the present second order hyperbolic problem,
Galerkin based definition of PGD and MF-PGD does not work.

On the contrary, minimal residual definition of PGD and MF-
PGD behaves quite better: the relative residual reaches 10ÿ7 for
all test cases and times schemes (see Fig. 3). Then, we only use
minimal residual definition in the following and we implicitely re-
fer to it if not mentioned.

Fig. 3 also validates our proposed strategy for imposition of
boundary conditions: we see that there is no need for special pro-
cedures in order to take into account Dirichlet kind of conditions,

such that imposed displacement over time or initial displacement
and velocity.

The residual convergence is similar for all test cases and all time
schemes: for low decomposition ranks, the residual decreases line-
arly, in logarithmic representation, with a slope that depends on the
test cases, and thus on the physics of the problem. After a given rank,
the residual brutaly falls. The rank associated with the fall depends
on the time schemes. Its slope also depends on the time schemes but
it is principally related to the decomposition algorithms. Indeed, rel-

Fig. 3. Convergence in residual of progressive and optimal algorithms for minimal residual definition of PGD and MF-PGD. Recomposed solutions are displayed at the bottom
left corner for each cases. Convergence criterium for fixed point loop are chosen to kmax ¼ 1 and cstop ¼ 10ÿ6 .

Fig. 4. Comparison of multi-field approach (computed with MF-PGD) and state
vector approach (computed with PGD) for TGD P1–P1 scheme. Decompositions are
computed with optimal algorithms. Solutions obtained by direct resolution are
displayed at the bottom left and right corners.



ative residual reaches 10ÿ7 for a rankwhich is around one order big-
ger for progressive algorithm than for optimal one.

5.2.3. Comparison of multi-field and state vector approaches

It is possible to recast a two-field problem into a single field one,
using state vector in space and same approximations in time. To
this end, the two-field time discontinuous Galerkin method has
been recasted as a one-field problem, using state vector in space
(see Exemple 4). Then, for this space–time problem, we can com-
pare convergence of decomposition calculated with PGD or MF-
PGD algorithms. This is done in Fig. 4 with optimal algorithms
and for the imposed displacement test case. Similar results are ob-
tained with progressive implementations and other test cases.

As shown on Fig. 4, we observe that MF-PGD behaves far better
than PGD, for the same space–time problem. This can be explain
looking at decomposition for both cases. With the multi-field ap-
proach (MF-PGD), decompositions of discrete displacement and
velocity fields are seeking as

um

vm

" #
¼
Xm

i¼1

ai

Wui 
 Kui

Wv i 
 Kvi

� �
ð67Þ

and with the state vector approach (PGD), we are manufacturing
the decomposition as

ym ¼
Xm

i¼1

ai

Wui

Wv i

� �

 Ki with ym �

um

vm

" #
ð68Þ

Notice that using decomposition (68), we impose to temporal
modes to be the same for displacement and velocity fields. Or, um

and vm are related to continuous displacement and velocity fields
by:

uðx; tÞ ¼ UðxÞ 
WðtÞ : um and vðx; tÞ ¼ UðxÞ 
WðtÞ : vm

and we weakly imposed continuity between _u and v in the space–
time weak formulation. Then, imposing temporal modes to be the
same for displacement and velocity fields (as done in (68)) appears

Table 5

Influence of maximum number of fixed point iterations kmax , in progressive algorithms. Decomposition rank is given in function of relative residual rPGD or rMFÿPGD . The
convergence criterium is set to cstop ¼ 10ÿ6 .

Relative residual Progressive PGD Progressive MF-PGD Test case

Newmark TDG P2 TG P1–P1 TDG P1–P1

kmax kmax kmax kmax

1 10 100 1 1 10 100 1 1 10 100 1 1 10 100 1

Decomposition rank m

10ÿ3 294 52 45 45 316 67 57 57 164 34 32 32 177 42 36 36

10ÿ5 >500 152 139 139 >500 135 130 122 314 65 60 60 366 99 84 83 f d

10ÿ7 >500 270 227 224 >500 249 211 204 471 113 101 102 >500 156 144 144

10ÿ3 175 46 53 56 181 51 30 30 101 19 17 17 95 31 26 26

10ÿ5 414 99 83 79 339 75 73 73 211 34 34 34 249 61 60 61 ud

10ÿ7 >500 128 132 126 >500 136 119 117 301 59 56 57 382 97 92 91

10ÿ3 163 67 39 38 482 120 104 103 214 43 40 40 247 66 59 59

10ÿ5 >500 171 133 139 >500 210 179 177 358 84 80 79 454 128 113 114 u0

10ÿ7 >500 282 236 245 >500 325 272 272 >500 131 111 111 >500 199 174 182

10ÿ3 301 77 68 68 181 55 50 44 166 31 27 27 153 44 38 38

10ÿ5 >500 169 149 150 >500 145 116 122 296 95 66 66 357 114 93 93 v0

10ÿ7 >500 281 242 250 >500 244 205 202 478 131 109 107 >500 198 165 166

Table 6

Influence of maximum number of fixed point iterations kmax , in optimal algorithms. Decomposition rank is given in function of relative residual rPGD or rMFÿPGD . The convergence
criterium is set to cstop ¼ 10ÿ6 .

Relative residual Optimal PGD Optimal MF-PGD Test case

Newmark TDG P2 TG P1–P1 TDG P1–P1

kmax kmax kmax kmax

1 10 100 1 1 10 100 1 1 10 100 1 1 10 100 1

Decomposition rank m

10ÿ3 49 23 23 23 61 24 23 23 42 17 16 16 42 20 18 18

10ÿ5 78 41 40 40 94 39 36 36 54 22 21 21 56 28 28 28 f d

10ÿ7 89 48 46 46 106 48 43 43 63 27 24 24 63 34 33 33

10ÿ3 50 23 20 20 60 36 23 23 35 13 13 13 42 15 15 15

10ÿ5 77 40 40 40 93 36 33 33 41 16 16 16 53 23 23 23 ud

10ÿ7 100 46 43 43 109 43 44 44 50 20 20 20 63 29 29 29

10ÿ3 72 47 39 26 87 48 35 36 44 19 18 18 50 25 30 30

10ÿ5 80 51 45 44 109 51 41 44 56 25 22 22 59 32 33 33 u0

10ÿ7 105 54 55 54 115 58 47 54 63 27 25 25 69 38 38 38

10ÿ3 82 42 40 40 77 35 38 38 46 25 18 18 42 24 21 21

10ÿ5 92 50 47 47 102 41 42 42 54 27 21 21 64 32 31 31 v0

10ÿ7 100 55 53 53 117 54 52 50 60 31 25 25 80 39 36 36



to be constraining for the construction of their decompositions. In-
deed, we do not impose this condition using the multi-field ap-
proach (since space and time modes are different for each field)
and observe better convergence of the decomposition.

5.2.4. Influence of algorithms parameters

The PGD and MF-PGD are defined as solutions of minimization
problems. Minimization is alternatively perform as regard to spa-
tial and temporal modes. Stationnary conditions associated with
these minimization problems leads to the definition of two prob-
lems, one in space and an other in time, that are non-linear and
coupled. Then, a fixed point strategy is classicaly used to solve this
problem. It consists of alternatively solving the problem in space
and in time, until some convergence criterium is reached (see B).

Thus progressive and optimal PGDs algorithms depend on some
numerical parameters that pilot convergence of this fixed point
loop, performed each times a new space–time mode is calculated.
These parameters are:

� kmax the maximum number of fixed point iterations,
� and cstop the convergence criterium.

For PGD, convergence of the fixed point problem is reached as soon

as kW
ðkÞ
m ÿW

ðkÿ1Þ
m k2 is smaller than cstop, where k and kÿ 1 denote

two successive fixed point iterates and m is the current decomposi-
tion rank. For MF-PGD, the criterium is applied to W1m and W2m.
We recall that space vectors are normalized in Frobenius norm, be-
fore verification of fixed point convergence.

In Tables 5 and 6, we can observe the number of space–time
modes necessary to reach a given relative residual gets smaller
when kmax (the maximum number of fixed point iterations) in-
creases. For all test cases, for all time schemes and for both PGD
and MF-PGD algorithms, decomposition calculated with a mixi-
mum of ten fixed point iterations (kmax ¼ 10) is closed to the fully
converged decomposition (with kmax ¼ 1 and cstop ¼ 10ÿ6). This is
still true when we refine discretization (see Table 7). The same or-
ders of fixed point iterations (kmax ¼ Oð10Þ) is necessary to get the
fully converged decomposition. Moreover, convergence criterium
cstop has a small influence on decomposition. Indeed, as shown in
Table 8, with a small value of cstop, say 10ÿ1, the fully converged
decomposition is closed to the one obtained with cstop ¼ 10ÿ6.

Thus, one can conclude that PGD and MF-PGD algorithms exhi-
bit small dependency as regards to fixed point parameters. A rela-
tively small number of fixed point iterations is needed and very
small convergence criterium can be used for computation of each
new space–time mode.

In the following, all decompositions are calculated with param-
eters kmax ¼ 50 and cstop ¼ 10ÿ2.

5.2.5. Influence of normalization of space–time modes and reordering

In all previous manufactured decompositions, space–time
modes were normalized in norms defined with bilinear operators
of the physical problems. For minimal residual formulations, these
operators are the symmetrized ones and write

N ¼ B0
: B for PGD

Table 7

Influence of discretization and maximum number of fixed point iterations kmax , in MF-PGD optimal algorithm. Decomposition rank is given in function of relative residual rMFÿPGD .
The convergence criterium is set to cstop ¼ 10ÿ6 .

Relative residual TDG P1–P1 and optimal MF-PGD Test case

Dx ¼ L=40
Dt ¼ T=80

Dx=2
Dt=2

Dx=4
Dt=4

kmax kmax kmax

1 10 100 1 1 10 100 1 1 10 100 1

Decomposition rank m

10ÿ3 42 15 15 15 42 21 17 17 25 11 10 10

10ÿ5 53 23 23 23 69 36 42 42 96 51 49 49 ud

10ÿ7 63 29 29 29 91 46 47 47 140 78 65 64

Table 8

Influence of convergence criterium cstop , in optimal algorithms. Decomposition rank is given in function of relative residual rPGD or rMFÿPGD . Fixed point process iterates until
reaching convergence, that is kmax ¼ 1.

Relative residual Optimal PGD Optimal MF-PGD Test case

Newmark TDG P2 TG P1–P1 TDG P1–P1

log10ðcstopÞ log10ðcstopÞ log10ðcstopÞ log10ðcstopÞ

ÿ1 ÿ2 ÿ3 ÿ6 ÿ1 ÿ2 ÿ3 ÿ6 ÿ1 ÿ2 ÿ3 ÿ6 ÿ1 ÿ2 ÿ3 ÿ6

Decomposition rank m

10ÿ3 26 21 23 23 28 24 23 23 18 16 16 16 24 19 18 18

10ÿ5 45 44 40 40 40 34 36 36 23 21 21 21 33 29 28 28 f d

10ÿ7 50 50 46 46 51 42 44 43 27 25 24 24 41 34 33 33

10ÿ3 25 20 20 20 40 24 32 23 13 13 13 13 15 15 15 15

10ÿ5 44 40 40 40 40 34 33 33 18 16 16 16 24 24 23 23 ud

10ÿ7 53 45 43 43 52 43 40 44 24 20 20 20 31 30 29 29

10ÿ3 23 30 22 26 50 43 35 36 23 20 21 18 26 29 30 30

10ÿ5 45 44 47 44 63 49 41 44 26 25 25 22 35 33 33 33 u0

10ÿ7 53 56 51 54 69 54 49 54 30 28 28 25 39 38 38 38

10ÿ3 41 47 40 40 44 37 40 38 24 21 18 18 24 21 21 21

10ÿ5 51 49 47 47 52 44 42 42 26 25 21 21 32 30 31 31 v0

10ÿ7 59 55 53 53 63 51 50 50 31 28 25 25 41 37 36 36
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In this subsection, we normalize space–time modes in Frobenius
norms, that are defined with

N ¼ IS 
 IT for PGD
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We observe no significant influence of space–time modes normali-
zation on decomposition convergence in relative residual.

Also, we compare convergence of decompositions obtained
with and without reordering. Reordering is performed in Frobenius
norms (see Algorithm 3 of Appendix B).

Here, our comments are based on convergence of relative error
(calculated in Frobenius norm), between separated and non-sepa-
rated solutions, as decomposition rank increases. Relative error
indicators read:

eh;mROMðYÞ ¼
kYh ÿ Yh

mk2
kYhk2

ð69Þ

with ROM ¼ PGD; MF-PGD or SVD

where Yh denotes the discret space–time problem solution and Yh
m

its decomposition.
Without reordering, convergence of decomposition in relative

errors is characterized by a succession of stagnation steps and
abrupt falls (see Figs. 5 and 6). It exhibits the fact that contribuant
space–time modes (in Frobenius norm) are calculated after less
contribuant modes. Indeed, looking at separation values associated
with each space–time mode, we observe they are not sorted in
decreasing order (see Fig. 7).

Then, we can reordonnate decompositions in function of sepa-
ration values. By this way, we can gather space–time modes asso-
ciated with convergence falls, together at the beginning of the
decomposition, and shift modes associated with stagnation steps
at the end of the decomposition (see Figs. 5 and 6).

We also compare convergence of PGD and MF-PGD with SVD of
the discrete space–time solutions (see Figs. 5 and Fig. 6). SVD gives
the optimal decomposition if we evaluate convergence of error in
Frobenius norm. We observe that PGD calculated with optimal
algorithms give a good approximation of SVD: the first separation
values are of the same order of magnitude as singular values and
similar space–time modes are found in the decomposition (see
Fig. 7). However, PGD and MF-PGD do not give space–time solu-
tions to machine precision when decomposition rank equals the
smallest problem dimension size, that is when m ¼ nS, as do SVD
(see relative error obtained for the last decomposition rank in Figs.
5 and 6).

Finally, decompositions calculated with TG P1–P1 and TDG P1–
P1 approximations converge more quickly (in error norm) than
decomposition calculated with Newmark and TDG P2 approxima-
tions, for all test cases.

5.2.6. Influence of discretization

We recall our principal objective is to compute the exact solu-
tion of an elastodynamic problem. Previously shown solutions con-
tained different kinds of errors. In this subsection, we study
influence of discretization on various error types.

Suppose we know the exact analytical solution of the consid-
ered elastodynamic problem. We can express it on a space–time
mesh, and thus, denote it by Y . This is the solution we track. For

the displacement test case, this solution can be written as finite
sum of analytical functions. Starting from the strong problem for-
mulation (see Eqs. (5)) and using Laplace transform, we easily
show that the exact analytical solution is given by:

uexactðx; tÞ ¼
Xn

k¼0

ud t ÿ
xþ 2Lk

c

� �
ÿ ud t þ

xÿ 2Lðkþ 1Þ
c

� �� �
ð70Þ

where c ¼
ffiffiffiffiffiffiffiffiffi
E=q

p
is the waves velocity and n is the lower integer

part of ðcT ÿ xÞ=ð2LÞ.
Considerate now a weak formulation (in space or space–time).

In order to compute a solution, we use approximations in space
and time. These approximations are a first source of error that
we call discretization error. We use the following error indicator
to characterized it:

ehDISCðYÞ ¼
kY ÿ Yhk2

kYk2
ð71Þ

where Yh denotes the discrete solution of the space–time problem
and h is related to discretization parameters in space and time, that
is h ¼ ðDx;DtÞ. Convergence order of discretization error is related
to the chosen approximation spaces. Since we use piecewise linear
finite elements in space, we have a quadratic rate of convergence of
the spatial discretization. Concerning temporal discretization, New-
mark (with b ¼ 0:25; c ¼ 0:5) and TG P1–P1 schemes give qua-
dratic rate of convergence whereas TDG P2 and TDG P1–P1
schemes are third order accurate (see [24,41,26]). However, in this
study we evaluate space–time rate of convergence, that is ðDx;DtÞ

Fig. 5. Influence of reordering in Frobenius norm for progressive and optimal PGDs,
and comparison with SVD of the discrete displacement field.



are decrease at the same time. Then, space–time accuracy order is a
combinaison of accuracy orders in space and time.

In this paper, we use PGD methods in order to solve the space–
time problem at low computational costs. The obtained solution is
given in a separated representation. It is expressed, after spatial
and temporal approximations, as a linear combinaison of m tenso-
rial products of space and time vectors. We denote this solution by
Yh

m. It would be exactly the discrete space–time solution if m ¼ 1.
Here, due to the fact we use a finite number of tensorial products,
an other error is committed. We call it decomposition error and we
evaluate it as:

eh;mROMðYÞ ¼
kYh ÿ Yh

mk2
kYhk2

ð72Þ

with ROM ¼ PGD; MF-PGD

Then, if we look at the total error committed with the PGDmethods,
we should consider both discretization and decomposition errors.
We characterize the total error with the following indicator:

eh;mTOTðYÞ ¼
kY ÿ Yh

mk2
kYk2

ð73Þ

Finally, it is interesting to compute SVD of the exact analytical solu-
tion. This decomposition is denoted by Ym and is, to our sens, the
best space–time decomposition we could obtained. Then, difference
between Y and Ym exhibits error due to space–time decomposition.
We call this error the exact error and express it thanks to the fol-
lowing error indicator:

emEXACTðYÞ ¼
kY ÿ Ymk2

kYk2
ð74Þ

Links between all mentioned error indicators are illustrated on
Fig. 8.

In this subsection, we compute all error indicators with
displacement fields u;uh;uh

m and um. The obtained convergence
curves are displayed in function of decomposition rank m on
Fig. 9, for different discretizations.

Here, we clearly exhibit importance of the temporal approxi-
mations for the space–time proper generalized decomposition
of the elastodynamic problem. Indeed, the total error committed
with PGD methods will never be lower than the discretization
error4 (compare blue curves and discontinuous magenta curves
in Fig. 9). Then, it is unnecessary to try to compute a PGD with
a bad time integration scheme. And a PGD should be performed
with the best available temporal approximations. As an example,
one can compare discretization errors obtained with Newmark
scheme, TDG P2, TG P1–P1 and TDG P1–P1 methods on Fig. 9:
looking at blue curves, we see that Newmark scheme gives a dis-
cretization error one order bigger than other methods, at fixed
discretization.

We can also notice that, whatever the temporal approximation
is, all decompositions tend to the SVD of the analytical solution as

Fig. 6. Influence of reordering in Frobenius norm for progressive and optimal MF-PGDs, and comparison with SVD of the discrete displacement and velocity fields.

4 In fact, we observe on Fig. 9 that the total error can be a little smaller than
discretization error. This is due to the fact that high frequency perturbations (that are
non physical and due to temporal approximations) are shifted at the end of the
decomposition.



discretization gets finer (compare red curve and all discontinuous
magenta curves on Fig. 9).

Finally, we see an harmful effect of discretization on the conver-
gence of PGDs (or MF-PGDs). If we look at the decomposition errors
on Fig. 9 (black curves), we observe that the step at the end of the
decomposition (and associated with non-contribuant space–time
modes), increases as the discretization gets finer. In this study,
all calculations were performed until the relative residual reaches
10ÿ7 (see Fig. 10). So, this means that finding the optimal decom-
position by minimizing the residual does not give the optimal
decomposition that minimizes the error mesured in the Frobenius
norm. And the distance between these two decompositions gets
bigger as discretization gets finer.

Fig. 7. First ninth space–time modes of the discrete displacement field, for TDG P1–P1 scheme, calculated with optimal MF-PGD without and with reordering in Frobenius
norm, and SVD.

Fig. 8. Illustration of error indicators.



Then, it exhibits two facts: first, PGD methods should be used in
conjuctionwith efficient error estimators, as done in [6,33], and sec-
ond we need an efficient algorithm for PGD calculation that can
break dependency of the proposed algorithms to discretization.

6. Conclusions and perspectives

We propose a general strategy, based on tensorial formalism,
for the resolution of second order hyperbolic equations with PGD

Fig. 9. Influence of discretization on the decomposition convergence, in relative errors. Decompositions are calculated with optimal algorithms. Calculations are stopped
when relative residual reaches 10ÿ7 (see Fig. 10). A reordering were performed in Frobenius norm. Test case is ud .

Fig. 10. Relative residuals associated with decompositions shown in Fig. 9. Decompositions are calculated with optimal algorithms and no reordering were performed.
Calculations are stopped when relative residual reaches 10ÿ7. Test case is ud .



methods. In particular, we show there is no need for special proce-
dure in order to imposed Neumann or Dirichlet conditions (and
notably, initial conditions in displacement and velocity), since they
can be directly introduced in the right hand side of the space–time
problem.

In order to use recent time integration schemes, we introduce a
new PGD method for the resolution of multi-field problems. This
multi-field PGD (MF-PGD) takes advantage of monolithic ap-
proaches while allowing the use of different approximations in
space and time for each field. It converges far better than PGD ap-
plied to the multi-field problem recasted as a single field one using
state vector in space.

Numerical results hightlight importance of temporal approxi-
mations for PGD of elastodynamic problems. It appears to be
unnecessary to try to calculate a PGD with inaccurate time
schemes. Indeed, PGDmethods commit errors due to discretization
and decomposition. Then, even if the decomposition error is very
small, the total error cannot be lower than the discretization one.
This is reinforced by the fact we observe an harmful effect of dis-
cretization on the convergence of PGDs to the optimal decomposi-
tion given by SVD.

Different definitions of PGD (and MF-PGD) are investigated.
Galerkin based PGDs appears to not converge for the second order
hyperbolic problem we have treated. On the contrary, minimal
residual PGD converges for all temporal approximations we have
compared and all test cases. Also, we evaluate convergence of pro-
gressive and optimal implementations of PGD (and MF-PGD). Our
optimal implementation a priori gives a decomposition closed to
SVD of space–time solutions. But this algorithm is still computa-
tionally not optimal.

Then, future works will focus on definition of PGD algorithms
that can track optimal decompositionwith a reasonable algorithmic
complexity. Krylov subspace type solvers have been proposed in
[44] but they are applicable only when space–time bilinear opera-
tors have a rank one decomposition. Finally, one can probably takes
advantage of multi-scale methods in order to break discretization
dependency of PGD algorithms for hyperbolic type equations.
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Appendix A. Multilinear algebra definitions

Since the strategy proposed in this paper for identification of
space–time operators is strongly related to tensorial formalism,
we give here some details about multilinear algebra notations
and definitions we use.

We adopt the underline convention to denote tensors. That is
the number of underlines relates to the tensor order. For example,
A denotes a first order tensor, A a second order tensor, et cetera.
Tensorial products are denoted with ‘‘
’’ and dot convention is
used for contracted product. The following definitions are ex-
tracted from classical multilinear algebra textbooks, and we refer
to [37,28] for more details.

We consider fourth-order tensor as linear mapping between
second-order tensor:

ðA
 BÞ : C ¼ D ()
X

j;l

AijBklCjl ¼ Dik ðA:1Þ

C : ðA
 BÞ ¼ D ()
X

i;k

CikAijBkl ¼ Djl ðA:2Þ

The two times contracted product ‘‘:’’ between second or fourth
order tensors is defined as:

A : B ¼
X

i;j

AijBij ðA:3Þ

ðA
 BÞ : ðC 
 DÞ ¼ ðA � CÞ 
 ðB � DÞ ðA:4Þ

We also use transpose and inverse operations for fourth order
tensors:

ðA
 BÞ0 ¼ A0 
 B0 ðA:5Þ

ðA
 BÞÿ1 ¼ Aÿ1 
 Bÿ1 ðA:6Þ

Implementation of mappings (A.1) and (A.2) can be done using

matrix–vector algebra. To this end, we denote by ½
a b
c d

� a matrix

and ½
a
b
� a vector; one can use the following matrix implementation

for fourth order tensor, and vector implementation for second or-
der tensor:

A
 B �

B11A � � � B1nA

.

.

.
.
.

.
.
.
.

Bm1A � � � BmnA

2
664

3
775 and a
 b �

b1a

.

.

.

bma

2
664

3
775 ðA:7Þ

This implementation slightly differs from the classical one using
Kronecker product [51]. But it is more appropriate in order to con-
struct space–time decomposition of elastodynamic problem for-
mulated using spatial weak form and integration schemes based
on finite difference formulas. For example, mapping (A.1) can be
equivalently recasted as a linear system of equations as:

ðA
BÞ : ða
bÞ¼ c
d()

ðB11AÞ � ðb1aÞþ � � �þðB1nAÞ � ðbnaÞ¼ d1c

.

.

.

ðBm1AÞ � ðb1aÞþ � � �þðBmnAÞ � ðbnaÞ¼dmc

8
>><
>>:

ðA:8Þ

Finally, we define sixth-order tensor as linear mapping between
third-order tensor. This enables the use of fourth-order and sec-
ond-order tensors in conjunction with matrix–vector algebra. We
thus introduce the three times contracted product ‘‘: :’’ and define
the left and right mappings as:

ðA
 BÞ : �C ¼ D ()
X

j;l;n

AijklBmnCjln ¼ Dikm ðA:9Þ

C : �ðA
 BÞ ¼ D ()
X

i;k;m

CikmAijklBmn ¼ Djln ðA:10Þ

Definitions for the three times contracted product between
third or sixth order tensors are given by:

A : �B ¼
X

i;j;k

AijkBijk ðA:11Þ

ðA
 BÞ : �ðC 
 DÞ ¼ ðA : CÞ 
 ðB � DÞ ðA:12Þ

Notice that a matrix can be identified with a second-order ten-
sor, and a vector with a first-order tensor. Also, one can use the fol-
lowing implementation for sixth-order tensor and third-order
tensor:

A

1 0

0 0

� �
�

A 0

0 0

2
4

3
5; and A


1

0

� �
�

A

0

" #
ðA:13Þ



Then, using (A.13) and (A.9) one can easily demonstrates the
following property:

A11 A12

A21 A22

2
4

3
5 : �

B1

B2

" #
¼

C1

C2

" #
()

A11 : B1 þ A12 : B2 ¼ C1

A21 : B1 þ A22 : B2 ¼ C2

8
<
:

ðA:14Þ

This property is usefull to build the space–time separated rep-
resensation of multi-field formulations.

Appendix B. PGD and MF-PGD algorithms: implementation

details

In this appendix, we give implementation details related to
PGDs algorithms.

Since multi-field PGD is simply an extension to classical one-
field PGD, we can use multi-field algorithms applied to a single
field problem in order to compte PGD of one field problem. Indeed,
writing MF-PGD definitions for a single field problem leads to the
classical single field definitions of PGD.

B.1. Symmetrization

In practice, minimal residual and Galerkin based PGDs are
implemented with the same algorithms. Indeed, minimal residual
PGD is equivalent to Galerkin based PGD defined with the
symmetrized problem. Operators of the symmetrized problem
are obtained by preconditionning operators of the reference
problem with the adjoint operator [4]. In the multi-field case, this
writes:

½Bsym� �

Bsym
11 Bsym

12

Bsym
21 Bsym

22

2
4

3
5 ¼

B0
11 B0

21

B0
12 B0

22

2
4

3
5 : �

B11 B12

B21 B22

2
4

3
5

and ½Lsym� �
Lsym1

Lsym2

" #
¼

B0
11 B0

21

B0
12 B0

22

2
4

3
5 : �

L1

L2

" #

In the following, we implicitely refer to the operators of the
symmetrized problem for the construction of the minimal residual
formulation of the MF-PGD.

B.2. Progressive algorithm

In order to express the two stationary conditions associated
with the minimization problem (59a), we introduce the following
mappings:

Sm :

R
nT1þnT2 ! R

nS1þnS2

K1i

K2i

� �
#

W1i

W2i

� �
¼ Sm

K1i

K2i

� �� �
8
><
>:

()
Sii
11 Sii

12

Sii
21 Sii

22

" #
�

W1i

W2i

� �

¼
FS
1i

FS
2i

" #
ÿ
Xm

j¼1;j–i

Sij
11 Sij

12

Sij
21 Sij

22

" #
� aj

W1j

W2j

� �� �

ðB:1Þ

and T m :

R
nS1þnS2 !R

nT1þnT2

W1i

W2i

� �
#

K1i

K2i

� �
¼T m

W1i

W2i

� �� �
8
><
>:

()
T ii

11 T ii
12

T ii
21 T ii

22

" #
:
K1i

K2i

� �

¼
FT
1i

FT
2i

" #
ÿ
Xm

j¼1;j–i

T ij
11 T ij

12

T ij
21 T ij

22

" #
� aj

K1j

K2j

� �� �

ðB:2Þ

with the following implementations

Sij
mn ¼

XnBðm;nÞ

k¼1

ðKmi � B
Tk
mn � KnjÞB

Sk
mn

T ij
mn ¼

XnBðm;nÞ

k¼1

ðWmi � B
Sk
mn �WnjÞB

Tk
mn

and FS
mi ¼

XnLðmÞ

k¼1

ðKmi � L
Tk
m ÞLSkm

FT
mi ¼

XnLðmÞ

k¼1

ðWmi � L
Sk
m ÞLTkm ðB:3Þ

Then we easily show that the two stationary conditions associ-
ated with minimization problem (59a) are equivalent to:

am

W1m

W2m

� �
¼ Sm

K1m

K2m

� �� �
ðB:4aÞ

am

K1m

K2m

� �
¼ T m

W1m

W2m

� �� �
ðB:4bÞ

Finally, using the following property of mapping (B.1),

am

W1m

W2m

" #
¼Sm T m

W1m

W2m

" # ! ,
am

!
()

W1m

W2m

" #
¼Sm T m

W1m

W2m

" # ! !

ðB:5Þ

it is easy to demonstrate that the progressive definition of the mul-
ti-field PGD (Eq. (59)) is equivalent to the following fixed point
problem:

W1m

W2m

� �
¼ Sm T m

W1m

W2m

� �� �� �

K1m

K2m

� �
¼ T m

W1m

W2m

� �� ��
am

am ¼
W1m

W2m

� �

 T m

W1m

W2m

� �� �

½N�

This naturally leads to Algorithm 1 for the computation of the
progressive multi-field PGD.

Algorithm 1. Progressive MF-PGD

1: for m ¼ 1 to mmaxdo

2: Initialize
K1m
K2m

� �

3: fork ¼ 1 to kmax do

4:
W1m
W2m

� �
¼ Sm

K1m
K2m

� �� �

5: W1m ¼ W1m=kW1mk2
6: W2m ¼ W2m=kW2mk2

7:
K1m
K2m

� �
¼ T m

W1m
W2m

� �� �

8: Check convergence of W1m and W2m

9: end for

10: am ¼
W1m
W2m

� �



K1m
K2m

� �

½N�

11:
K1m
K2m

� �
¼

K1m
K2m

� ��
am

12: end for



B.3. Optimal algorithm

Using mappings Sm and T m, it is easy to show that the two sta-
tionnary conditions associated with the minimization problem
(60a) are given by:

ai

W1i

W2i

� �
¼ Sm

K1i

K2i

� �� �
ðB:6aÞ

ai K1iK2i½ � ¼ T m

W1i

W2i

� �� �
ðB:6bÞ

8i ¼ 1; . . . ;m

Thanks to property (B.5), the optimal definition of the MF-PGD
(Eq. (60)) is equivalent to the following fixed point problem:

W1i

W2i

� �
¼ Sm T m

W1i

W2i

� �� �� �
ðB:7aÞ

K1i

K2i

� �
¼

T m

W1i

W2i

� �� �

ai

ðB:7bÞ

ai ¼
W1i

W2i

� �

 T m

W1i

W2i

� �� �

N

ðB:7cÞ

8i ¼ 1; . . . ;m

Our strategy for the resolution of the fixed point problem (B.7a)
can be viewed as a Gauss–Seidel type substitutionmethod. In order
to limit algorithmic complexity, we proceed progressively. At a gi-
ven rank m, we suppose that a decomposition of rank mÿ 1 has
been calculated. Then, we accurately resolve the fixed point prob-
lem associated with the new space–time mode of rank m, and we
finally update the remainder modes by performing only one itera-
tion of their associated fixed point problem. This leads to Algo-
rithm 2.

Algorithm 2. Optimal MF-PGD

1: form ¼ 1 to mmaxdo

2: Perform steps 2 to 11 of Algorithm 1
3: for i ¼ 1 to mdo

4:
W1i
W2i

� �
¼ Sm

K1i
K2i

� �� �

5: W1i ¼ W1i=kW1ik2
6: W2i ¼ W2i=kW2ik2

7:
K1i
K2i

� �
¼ T m

W1i
W2i

� �� �

8: ai ¼
W1i
W2i

� �



K1i
K2i

� �

½N�

9:
K1i
K2i

� �
¼

K1i
K2i

� ��
ai

10: end for

11: end for

One should notice that in the proposed algorithm, the number of
spatial and temporal problems, necessary to compute the decom-
position of rank m, increases with Oðm2Þ. Then, this algorithm is
computationally inefficient in terms of CPU time, as soon as the
decomposition rank m is to big. However, the convergence of the
calculated decomposition, in the frobenius norm, is closed to the

optimal decomposition obtained with SVD, and then the proposed
algorithm can be used to a priori compute an optimal decomposi-
tion, at less cost than subspace iteration type algorithm [44].

B.4. Reordering

For decomposition reordering, we use the following algorithm.

Algorithm 3. Reordering MF-PGD

1: Give ½N�

2: Perform Algorithms 1 or 2
3: Rearrange aif g1;...;mmax

in decreasing order

4: Rearrange
W1i 
 K1i
W2i 
 K2i

� �� �

1;...;mmax

in function of aif g1;...;mmax
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