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Bandwidth selection in clustering with errors in variables

Sébastien Loustau and Simon Souchet∗

Abstract
We consider the problem of clustering when we observe a corrupted sample. We test two bandwidth selection methods. It allows to deal with the isotropic and the anisotropic problem of selecting the bandwidth of a deconvolution kernel. These methods are based on Lepski’s type procedure. The first method (see [5]) compares empirical risks associated with different bandwidths by using ICI (Intersection of Confidence Intervals) rule whereas the second one (see [6]) computes the gradient of the empirical risk and allows us to construct an anisotropic data-driven bandwidth. Numerical experiments are proposed to illustrate the efficiency of the methods.
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1 Introduction
The problem of clustering is focal in data mining. It has received many attention in the literature (see [11], [10], [19], [20], [16]). The purpose is to learn clusters from a big cloud of data. Probabilistic assumptions, such as the "i.i.d." paradigm, is mostly often used in clustering. The aim becomes to summarize a probability distribution $P$ thanks to an i.i.d. sequence of observations $X_1, \ldots, X_n$ with law $P$. However, in many applications, direct data are not available and measurement errors may arise. The problem of noisy clustering is to represent compactly and efficiently the measure $P$ when a contaminated empirical version $Z_1, \ldots, Z_n$ is observed.

This framework is a particular case of inverse statistical learning (see [17]), and is known to be an inverse problem. In [3], an algorithm called noisy k-means is introduced to deal with this issue. The principle is to plug a deconvolution kernel in the standard k-means optimization, for a well-chosen bandwidth parameter optimizing a bias-variance trade-off. In this paper, we propose two bandwidth selection method in order to select automatically the bandwidth in noisy k-means algorithm.

1.1 Model and notations
We first introduce the following notations. Suppose we observe a corrupted sample $Z_i$, $i = 1, \ldots, n$ of i.i.d. observations satisfying:

$$Z_i = X_i + \epsilon_i, \quad i = 1, \ldots, n. \tag{1.1}$$

We denote by $f$ the unknown density (with respect to the Lebesgue measure on $\mathbb{R}^d$) of the i.i.d. sequence $X_1, X_2, \ldots, X_n$ and $\eta$ the known density of the i.i.d. random variables $\epsilon_1, \epsilon_2, \ldots, \epsilon_n$, independent of the sequence $(X_i)_{i=1}^n$. Given some integer $k \geq 1$, we are looking at $k$ clusters from $f$ when a contaminated empirical version $Z_1, \ldots, Z_n$ is observed. This problem is a particular case of inverse statistical learning which has deserved particular attention in [17]. For a bandwidth $h \in \mathbb{R}_+^d$ and a given kernel $K_h(\cdot) = K(\cdot/h)/h$, let us introduce a deconvolution kernel $\tilde{K}_h(\cdot)$ defined as:

$$\tilde{K}_h(t) = \mathcal{F} \left[ \frac{\mathcal{F}[K_h]}{\mathcal{F}[\eta]} \right](t), \tag{1.2}$$
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provides that \( \eta \) has non-null Fourier transform, where \( \mathcal{F}[\cdot] \) denotes the usual Fourier transform. With such a kernel, [3] propose a collection of noisy k-means minimizers:

\[
\hat{c}_h := \arg \min_{c \in \mathcal{C}} \hat{R}_h(c), \quad h > 0, \tag{1.3}
\]

where \( \hat{R}_h(c) \) depends on a kernel deconvolution estimator \( \hat{f}_h(\cdot) = \frac{1}{n} \sum_{i=1}^n \tilde{K}_h(Z_i - \cdot) \) according to:

\[
\hat{R}_h(c) = \int_{\mathcal{B}(0,1)} \ell(c, x) \hat{f}_h(x) dx = \frac{1}{n} \sum_{i=1}^n \ell_h(c, Z_i). \tag{1.4}
\]

In (1.4), \( \ell_h(c, Z) \) is the following convolution product:

\[
\ell_h(c, Z) := [\tilde{K}_h * (\ell(c, \cdot) \mathbb{1}_{\mathcal{B}(0,1)}(\cdot))] (Z) = \int_{\mathcal{B}(0,1)} \tilde{K}_h(Z - x) \ell(c, x) dx, \quad c = (c_1, \ldots, c_k) \in \mathcal{C},
\]

and \( \mathcal{C} := \{ c = (c_1, \ldots, c_k) \in \mathbb{R}^{dk} : c_j \in \mathcal{B}(0, 1), j = 1, \ldots, k \} \) is the set of possible codebooks and \( \ell(c, x) \) is the standard k-means loss function:

\[
\ell(c, x) = \min_{j=1, \ldots, k} |x - c_j|^2,
\]

where \( | \cdot |_2 \) is the Euclidean norm in \( \mathbb{R}^d \).

### 1.2 The Noisy k-means algorithm

The algorithm of noisy k-means is an alteration of the popular k-means algorithm (see [11]). It gives an approximation of the solution of the optimization problem (1.3). Following the direct case of the k-means, we compute in [3] an iterative procedure based on Newton optimization. The update at each iteration is performed according to the first order conditions:

\[
c_{\ell,j} = \frac{\int_{V_j} x \ell_h(x) dx}{\int_{V_j} \ell_h(x) dx},
\]

where \( V_j \) stands for the Voronoi cell of group \( j \) and \( \hat{f}_h(\cdot) \) is the deconvolution kernel estimator. The algorithm and its theoretical foundations are more detailed in [3], where an experimental study reveals a good robustness to the errors in (1.1) when the level of variance increases. However, a data-driven choice of \( h \) has to be done to reach these performances.

### 1.3 The bandwidth selection problem

An appropriate choice of the bandwidth provides in [3] fast rates in noisy clustering thanks to the following bias-variance decomposition:

\[
R(\hat{c}_h, c^*) \leq (R - \hat{R}_h)(\hat{c}_h, c^*) \leq (R - R_h)(\hat{c}_h, c^*) + (R_h - \hat{R}_h)(\hat{c}_h, c^*) =: \text{bias}(h) + \text{var}(h), \tag{1.5}
\]

where \( \hat{R}_h(\cdot) \) is defined in (1.4) with associated minimizer \( \hat{c}_h \), whereas \( R_h(\cdot) = \mathbb{E}\hat{R}_h(\cdot) \). This bias-variance decomposition is by and large comparable to the usual bias-variance decomposition in nonparametric statistics. In particular, under a regularity assumption over the density \( f \), gathering with a polynomial decreasing of the characteristic function of the noise distribution \( \eta \), [3] states fast rates of convergence for \( \hat{c}_h \). This result holds for a deterministic choice of the bandwidth \( h = (\bar{h}_1, \ldots, \bar{h}_d) \) in (1.3) according to:

\[
\bar{h}_j = n^{-\frac{1}{2s_j+1} \sigma_j^{s_j}},
\]
where \( s \in \mathbb{R}_+^d \) is the regularity index of \( f \) in terms of Hölder space whereas \( \beta = (\beta_1, \ldots, \beta_d) \in \mathbb{R}_+^d \) is the degree of ill-posedness. This choice depends on unknown parameters and a data-driven choice of \( h \) has to be investigated.

One of the most popular method for choosing the bandwidth is suggested by [14] in a gaussian white noise model. It is based on the Lepski’s principle ([15]). The idea is to test several estimators (by comparison) for different values of the bandwidth. This work is at the origin of various theoretical papers dealing with adaptive minimax bounds in nonparametric estimation (see for instance [8], [18], [4]). From the practical point of view, Lepski’s method has also received further development, such as the intersection of confidence intervals (ICI) rule (see [12]). This algorithm reveals computational advantages in comparison to the traditional Lepski’s procedure, or even traditional cross-validation techniques since it does not require to compute all the estimators of the family. It was originally designed for a problem of gaussian filtering, which is at the core of many applications in image processing (see [13], [1] and references therein). In a deconvolution setting as well, [7] obtain adaptive optimal results (for pointwise and global risks) using an improvement of the standard Lepski’s principle (see also [9]).

In this paper, we investigate the problem of bandwidth selection in the family \( \{ \hat{c}_h, h \in \mathcal{H} \} \). For this purpose, the empirical risk \( \hat{R}_h(\cdot) \) is of first interest. This quantity will be evaluated for different values of \( h \in \mathcal{H} \), where \( \mathcal{H} \subset \mathbb{R}_+ \) is a given grid of bandwidth. More precisely, the computation of (1.4) for increasing values of \( h \) will be at the core of the ICI rule defined in Section 2. However, as it was shown in [6], this empirical risk is not suitable in the anisotropic case. As a result, we introduce in the sequel a second bandwidth selection based on the computations of the gradient of \( \hat{R}_h(\cdot) \). For any given \( h \in \mathbb{R}_+^d \), we also defined the empirical gradient as:

\[
\hat{G}_h(c) = \left( \frac{1}{n} \sum_{i=1}^{n} 2 \int_{V_j(c)} \left( x_u - c_{uj} \right) \hat{K}_h(z_i - x) dx \right)_{u=1, \ldots, d, j=1, \ldots, k} \in \mathbb{R}^{dk}, \quad \forall c \in \mathbb{R}^{dk}, \quad (1.6)
\]

where for any \( j = 1, \ldots, k \), \( V_j(c) := \{ x \in [0,1]^d : \arg \min_{a=1,\ldots,k} |x - c_a|_2 = j \} \) is the Voronoï cells associated to \( c \), and \( x_u \) denotes the \( u \)th coordinate of \( x \in \mathbb{R}^d \). In the sequel, we suggest to compare (1.6) at different values of \( h \) in order to construct an data-driven bandwidth \( \hat{h} \) in the anisotropic framework.

Note that to construct the family of estimators \( \{ \hat{c}_h, h \in \mathcal{H} \} \), we use an alteration of the popular \( k \)-means algorithm of [11]. At each iteration, a deconvolution kernel function is involved in the Newton optimization. Unfortunately, the minimization problem is not convex and we can only compute a local minimizer. As a result, the solution depends strongly on the initialization step in the algorithm and affects significantly the problem of bandwidth selection. At the light of Section 2, ERC rule compares empirical risks \( \hat{R}_h(\cdot) \) at given global minimizers \( \hat{c}_h \), which is not achievable in practice. In Section 3, EGC rule is introduced as a non-convex optimization problem related with the minimization of (1.6). With these considerations in mind, we expect that, up to some optimization intrinsic difficulties, computations of ERC and EGC can lead to efficient performances, at least in comparison with standard \( k \)-means. In this direction, some hints could be proposed, such as multiple initializations.

In our problem, we have to choose a bandwidth \( h \in \mathcal{H} \). In the isotropic case, we can consider a one-dimensional grid \( \mathcal{H} \subset \mathbb{R} \) made of \( L \) values. We denote it as \( \mathcal{H}_{iso} \) in the sequel. Equipped with this grid, we use a sequential procedure based on the ICI rule to deal with the isotropic choice of the bandwidth. Loosely speaking, for increasing values of bandwidths \( h \in \mathcal{H}_{iso} \), we construct an intersection of confidence intervals and stops when this intersection is the empty set. In the anisotropic case, we we restrict the study to the two-dimensional case for computational issues \( (d = 2) \). We consider a two-dimensional bandwidth \( (h_1, h_2) \) and consider the set \( \mathcal{H}_{aniso} \) of \( L \times L \) values. Given this two-dimensional grid, we minimize an estimate of the bias-variance decomposition of the gradient risk introduced in [6]. This estimation is computed thanks to (1.6) and the introduction of an auxiliary empirical gradient defined below.
1.4 Outlines

The rest of this paper is organised as follows. Section 2 could be considered as a first step into the study of data-driven selection rule in the isotropic case. By considering empirical risks instead of estimators, Lepski’s heuristic allows to select an isotropic bandwidth in noisy clustering. In Section 3 we want to deal with a more challenging problem: the bandwidth selection with anisotropic regularity assumptions. These could be done by extending the Goldenshluger-Lepski procedure in the same flavour as we extend the Lepski’s method. However, as we will see, this problem needs the introduction of a new criterion: the empirical gradient. Eventually, Section 4 is dedicated to a simulation study which shows the accuracy of these bandwidth selection methods.

2 Isotropic bandwidth selection

The ICI method is a now popular bandwidth selection method. It was proposed by [12] as an alteration to the theoretical Lepski’s method. The implementation is very simple and does not need the computation of all the estimators in the family, in comparison to the Lepski’s method. It has been successfully applied in various areas, such as image processing (see [2], [1]). In our case, we want to use an ICI-based method to implement the ERC method.

In [3], the ERC selection rule allows a theoretical well justified method to design noisy $k$-means with adaptive properties. The selected bandwidth does not depend on the regularity of the density $f$ in (1.1). The data-driven bandwidth chosen with ERC is given by:

$$\hat{h} = \max \left\{ h \in \mathcal{H} : \hat{R}_h(\mathbf{c}_h) - \hat{R}_{h'}(\mathbf{c}_{h'}) \leq 3\delta_{h'}, \forall h' \leq h \right\},$$

(2.1)

where $\delta_h = \log n \text{var}(h)$ for any $h \in \mathcal{H}$. The principal motivation to introduce ERC is to compare empirical risks instead of estimators. Then, in order to apply the ICI rule to (2.1), we choose to replace intervals centered at pointwise estimators (see [12]) by intervals centered at empirical risks. This motivates the introduction of a sequence of intervals $(D_k)_{k=1}^L$ such that:

$$D_k = \left[ \widehat{R}_k - C \frac{h_k^{-2\beta} \log(n)}{n}; \widehat{R}_k + C \frac{h_k^{-2\beta} \log(n)}{n} \right], \quad \forall k = 1, \ldots, L,$$

(2.2)

where in (2.2), $\beta = \sum_{i=1}^d \beta_i$, $C > 0$ and for any bandwidth $h_k \in \mathcal{H}_{iso}$, $\widehat{R}_k := \widehat{R}_{h_k}(\mathbf{c}_{h_k})$. Then, the selected bandwidth $\hat{h}_{ICI}$ according to ICI rule is selected according to:

$$\hat{h}_{ICI} := \max \{ h_k, k = 1, \ldots, |\mathcal{H}_{iso}| : I_k \neq \emptyset \} \text{ where } I_k = \bigcap_{j=1}^k D_k.$$

(2.3)

The ICI rule [2,3] can be interpreted as follows. The first interval $D_1$ is constructed thanks to (2.2) with $h_1$. Then, the second interval $D_2$ is constructed with $h_2 > h_1$ and $I_2 = D_1 \cap D_2$ is computed. If $I_2 = \emptyset$, the algorithm stops and the selected bandwidth is $\hat{h}_{ICI} = h_1$. Otherwise, $D_3$ is constructed and $I_3 = I_2 \cap D_3$ is built. If $I_3 = \emptyset$, the algorithm stops and $\hat{h}_{ICI} = h_2$. At each iteration $k$, a new intersection $I_k$ is obtained and we stop when the result has no point. The selected bandwidth is the maximal value of $k$ such that $I_k \neq \emptyset$. Figure 1 illustrates the method. It is important to notice that the chosen bandwidth made the better compromise between bias and variance of the decomposition of the excess risk. Indeed, when $k$ increases in the algorithm, the bias increases whereas the variance decreases. Then, the lengths of the $I_k$’s are decreasing whereas the centers of $I_k$’s have increasing variability. As a result, we propose to stop the algorithm when the intersection of intervals $D_k$ becomes the empty set.

The rest of this paper is organised as follows. Section 2 could be considered as a first step into the study of data-driven selection rule in the isotropic case. By considering empirical risks instead of estimators, Lepski’s heuristic allows to select an isotropic bandwidth in noisy clustering. In Section 3 we want to deal with a more challenging problem: the bandwidth selection with anisotropic regularity assumptions. These could be done by extending the Goldenshluger-Lepski procedure in the same flavour as we extend the Lepski’s method. However, as we will see, this problem needs the introduction of a new criterion: the empirical gradient. Eventually, Section 4 is dedicated to a simulation study which shows the accuracy of these bandwidth selection methods.

2 Isotropic bandwidth selection

The ICI method is a now popular bandwidth selection method. It was proposed by [12] as an alteration to the theoretical Lepski’s method. The implementation is very simple and does not need the computation of all the estimators in the family, in comparison to the Lepski’s method. It has been successfully applied in various areas, such as image processing (see [2], [1]). In our case, we want to use an ICI-based method to implement the ERC method.

In [3], the ERC selection rule allows a theoretical well justified method to design noisy $k$-means with adaptive properties. The selected bandwidth does not depend on the regularity of the density $f$ in (1.1). The data-driven bandwidth chosen with ERC is given by:

$$\hat{h} = \max \left\{ h \in \mathcal{H} : \hat{R}_h(\mathbf{c}_h) - \hat{R}_{h'}(\mathbf{c}_{h'}) \leq 3\delta_{h'}, \forall h' \leq h \right\},$$

(2.1)

where $\delta_h = \log n \text{var}(h)$ for any $h \in \mathcal{H}$. The principal motivation to introduce ERC is to compare empirical risks instead of estimators. Then, in order to apply the ICI rule to (2.1), we choose to replace intervals centered at pointwise estimators (see [12]) by intervals centered at empirical risks $\hat{R}_h(\mathbf{c}_h)$. This motivates the introduction of a sequence of intervals $(D_k)_{k=1}^L$ such that:

$$D_k = \left[ \widehat{R}_k - C \frac{h_k^{-2\beta} \log(n)}{n}; \widehat{R}_k + C \frac{h_k^{-2\beta} \log(n)}{n} \right], \quad \forall k = 1, \ldots, L,$$

(2.2)

where in (2.2), $\beta = \sum_{i=1}^d \beta_i$, $C > 0$ and for any bandwidth $h_k \in \mathcal{H}_{iso}$, $\widehat{R}_k := \widehat{R}_{h_k}(\mathbf{c}_{h_k})$. Then, the selected bandwidth $\hat{h}_{ICI}$ according to ICI rule is selected according to:

$$\hat{h}_{ICI} := \max \{ h_k, k = 1, \ldots, |\mathcal{H}_{iso}| : I_k \neq \emptyset \} \text{ where } I_k = \bigcap_{j=1}^k D_k.$$
It is important to stress that the proposed method depends on a threshold term $C > 0$ in (2.2). This problem was studied in [21] using the propagation method.

3 Anisotropic bandwidth selection

The EGC (Empirical Gradient Comparison) rule is an anisotropic bandwidth selection rule. It was motivated in [6] where general adaptive properties had been stated in kernel empirical risk minimization problems. Here, we propose to use this method in clustering with errors-in-variables to choose the bandwidth in the family of noisy $k$-means (1.3) when the regularity of $f$ depends on the direction.

The EGC rule is based on the computation of gradient empirical risk as in (1.6) instead of empirical risk as in ERC. The principal motivation to use the gradient is summarized in Section 3, where EGC rule is described precisely. In the context of noisy clustering, the data-driven bandwidth is defined as:

$$
\hat{h}_{\text{EGC}} = \arg\min_{h \in \mathcal{H}_{\text{aniso}}} \hat{\mathcal{B}}V(h), \tag{3.1}
$$

where $\hat{\mathcal{B}}V(h)$ is an estimation of the bias-variance decomposition of the excess risk. This quantity is based on the introduction of an auxiliary kernel:

$$
\hat{\mathcal{K}}_{h,h'} = \mathcal{F}^{-1}\left[\frac{\mathcal{F}[\mathcal{K}_h \ast \mathcal{K}_{h'}]}{\mathcal{F}[\eta]}\right](x),
$$

where $\mathcal{K}_h \ast \mathcal{K}_{h'}$ stands for the convolution product between two kernel functions. This auxiliary kernel allows to compute the auxiliary gradient empirical risk $\hat{G}_{h,h'}(c)$, where $\hat{G}_{h,h'}$ is used in (1.6) instead of $\hat{G}_h$. Then, the quantity $\hat{\mathcal{B}}V(h)$ in (3.1) is defined as:

$$
\hat{\mathcal{B}}V(h) := \sup_{h' \in \mathcal{H}_{\text{aniso}}} \left\{ |\hat{D}_{h,h'}|_2,2,\infty - \mathcal{M}_1(h,h')\right\} + \mathcal{M}_1^\infty(h), \quad \text{with} \quad \mathcal{M}_1^\infty(h) := \sup_{h' \in \mathcal{H}_{\text{aniso}}} \mathcal{M}_1(h',h),
$$

where $|T|_2,2,\infty := \sup_{\theta} |T(\theta)|_2$ for any $T : \mathbb{R}^d \to \mathbb{R}$ whereas $\mathcal{M}_1(h,h')$ is a majorant function (see [6] for a definition). In our framework, it is defined for the mildly ill-posed case as:

$$
\mathcal{M}_1(h,h') = C \sqrt{k} \left( \frac{\prod_{i=1}^d h_i^{-\beta_i}}{\sqrt{n}} + \frac{\prod_{i=1}^d (h_i \vee h_i')^{-\beta_i}}{\sqrt{n}} \right), \tag{3.2}
$$
where \( C > 0 \) is a positive constant. Note that in this experimental study, we also consider a Gaussian distribution for the noise \( \epsilon \) in (1.1). In this case, we choose a majorant function in \( \hat{BV}(h) \) as a product of exponentially decreasing functions of \( h_i, i = 1, \ldots, d \) instead of polynomial type as in (3.2). This choice is originated in [7] where a study of the standard GL method is suggested in a deconvolution setting.

The computation of (3.1) requires many optimization steps. To overcome this computational issue, in our simulations we use simultaneously packages doParallel and foreach to provide a parallel execution of our R code on machines with multiples cores. The foreach package promotes a new looping construct for executing R code repeatedly. It is similar to the standard lapply function, but does not require the evaluation of a function. It facilitates the execution of the loop in parallel. The doParallel package registers the parallel backend with the foreach package. In our simulation study, we use a machine with 64 cores to speed up the EGC minimization (3.1).

4 Experiments

We generate an i.i.d. noisy sample \( \mathcal{D}_n = \{Z_1, \ldots, Z_n\} \) where:

\[
Z_i = X_i + \epsilon_i(u), \ i = 1, \ldots, n, \tag{4.1}
\]

where \( (X_i)_{i=1}^n \) are i.i.d. with density \( f \) defined as:

\[
f^{(1)} = 1/2f_N(0_2, I_2) + 1/2f_N((5,0)^T, I_2). \]

In this study, \( (\epsilon_i(u))_{i=1}^n \) are i.i.d. with Gaussian noise with zero mean \((0,0)^T\) and covariance matrix \( \Sigma(u) = \begin{pmatrix} 1 & 0 \\ 0 & u \end{pmatrix} \) for \( u \in \{1, \ldots, 10\} \). In this setting, we propose to compare the performances of k-means with Noisy k-means by computing the empirical clustering error according to:

\[
\mathcal{I}_n(\hat{c}) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}(Y_i \neq f_{\hat{c}}(X_i)), \ \forall \hat{c} = (\hat{c}_1, \ldots, \hat{c}_k) \in \mathbb{R}^{2d}, \tag{4.2}
\]

where \( f_{\hat{c}}(x) = \arg \min_{j=1,2} \|x - \hat{c}_j\|_2 \) and \( Y_i \in \{1, 2\} \) corresponds to the mixture of the point \( X_i \).

For each criterion, we study the behaviour of the Lloyd algorithm (standard k-means) with two different noisy k-means, corresponding to two different choice of bandwidths \( h \), with ERC or EGC. Thanks to the theoretical results, we know that each bandwidth selection method depends on some constant \( C > 0 \). For ERC with ICI implementation, the constant \( C > 0 \) is defined in (2.2) whereas for the gradient, the constant is defined in (3.2). In the sequel, we illustrate the behaviour of these methods with respect to the fluctuation of the constant \( C > 0 \).

Figure 3.2 (a)-(b) illustrates the evolution of the clustering risk (4.2) when \( u \in \{1, \ldots, 10\} \) in the model for k-means and the two selection rules. For each rule, we bring into play 3 constants \( C > 0 \) which give rise to 3 different performances.
The performances of ERC method with ICI implementation depends on the constant $C > 0$ which appears in (2.2). A good calibration of this constant gives slightly better results than $k$-means (Figure 3.2 (a)). In comparison, the noisy $k$-means algorithm with EGC method significantly outperforms $k$-means or ERC (Figure 3.2 (b)). That highlights the importance in practice to choose two different bandwidths in each direction in this model, i.e. an anisotropic bandwidth. Moreover, the dependence on the constant $C > 0$ is higher for ERC than for EGC, which confirms the theoretical study stated in [6].

5 Conclusion

This note investigates the bandwidth selection problem in noisy $k$-means. By using theoretical results of [5] and [6], we present two data-driven bandwidth selection for both the isotropic and anisotropic case. A first simulation study reveals a good behaviour of EGC in terms of clustering. Many other problems could be adressed in the future. One can use these bandwidth selection methods in other kernel empirical risk minimization problems, such as in image denoising or local fitted likelihood. In particular, it could be a way of calibrating a local constant approximation method in image denoising with non gaussian noise by using robust loss, such as the Huber loss.
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