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Abstract: A dynamic high gain like observer is proposed for a class of MIMO nonlinear systems that are
observable for any inputs. Two main results are worth to be mentioned. The first one is related to the considered
class of systems that is composed by cascade subsystems and each subsystem is associated to a subset of the
outputs. Each subsystem assumes a triangular dependence on the state of that subsystem itself but may depend
on the state of all other subsystems. Hence, the contribution is to extend the results existing in the literature
in that more interconnections between the subsystems are allowed. The second important result lies in the
nature of the observer gain which involves a scalar time-varying parameter governed by some scalar Riccati
equation. Simulation results are given in order to highlight the performances of the proposed observer, namely
its exponential convergence and a good behavior with respect to noise measurements.

Keywords: Nonlinear system. Dynamic high gain observer. Lyapunov Equation. Riccati equation. Exponentiel
convergence.

1. INTRODUCTION

The need to study the observer design problem for nonlinear systems
is, from a control point of view, well understood by now as pointed
out by the contributions given by the list of references herein.
Roughly speaking, the methods to design observers for nonlinear
systems can be classified into four varieties. The first one which
has met a great success in the past is based on the Kalman filter
which is used as a nonlinear observer (Scharf and Sigurdsson [1984],
Kalman and Bucy [1961]). The attractiveness of the Kalman filter
is mainly due to its implementation simplicity independently of the
system complexity. Nevertheless, a major drawback of this method
still be the lack of guaranteed stability. The second approach is
based on linearizable error dynamics where state transformations are
exhibited in order to put the considered systems under a form where
the nonlinearities depends only on the inputs and the outputs (Guay
[2002], Hou and Pugh [1999], Krener and Isidori [1983], Souleiman
et al. [2003], Xia and Gao [1989]). Thus, the resulting class of systems
constitutes a subclass of triangular systems with the particularity
that nonlinearities only depends on the measured inputs and outputs.
The third approach consists in deeply exploring the LMI techniques,
this leads to many studies over the last decade (Cho and Ro [2005],
Tan and Edwards [2001]). More precisely, the gain of the observer
is designed through the resolution of a LMI problem and as a
consequence an observer exits only if the considered LMI problem
is feasible (Fan and Arcak [2003], Rajamani [1998]). As pointed out
in (Arcak and Kokotović [2001]), the feasibility of the LMI problems
considered is generally not known a priori and is to be determined
numerically. The forth approach is based on the observable canonical
form. The pioneer contribution has been made in (Gauthier et al.
[1992]) where the authors gave a necessary and sufficient condition
giving rise to the well known single output triangular canonical
form. This canonical form is composed of a fixed linear dynamics
component and a nonlinear triangular controlled one. Using this
canonical form, the authors have designed a high gain observer
under some global Lipschitz assumption on the controlled part. The
gain of the proposed observer is issued from an algebraic Lyapunov
equation that can be explicitly solved. Many generalizations of this
result to systems with many outputs have been proposed (see e.g.
Busawon et al. [1998], Hammouri and Farza [2003], Shim et al.
[2001]). In (Shen et al. [2010]), a finite-time observer design for
MIMO systems was also proposed. The main characteristic of the
high gain observer proposed in (Gauthier et al. [1992]) lies in the
easiness of its implementation since the observer is a copy of the

model with a gain whose expression is explicitly given. Moreover
the tuning of the observer is achieved through the choice of a single
scalar design parameter. The effectiveness of such observer has been
highlighted through many successful industrial applications (see e.g.
(Gauthier et al. [1992], Farza et al. [1999])). There is however a
main drawback of this observer that is worth to be noticed, namely
the specification of the design parameter is generally carried out
through a try and error procedure to get a satisfactory compromise
between the accuracy of the observer and its sensitivity to noise
measurements. Roughly speaking, the design parameter has to be
chosen high enough with respect to the Lipschitz constant of the
system nonlinearities. The aim of this paper is twofold. Firstly, one
aims to extend the high gain observer design to a large class of
systems that are observable for any input. The second main objective
is to propose an alternative for the choice of the observer design
parameter when designing a high gain observer. Indeed, the proposed
observer is a high gain one and its gain is calibrated through a
single parameter which is not constant, as in the usual high gain
observers (Gauthier et al. [1992], Khalil and Saberi [1987]), but it is
governed by a suitable scalar Riccati differential equation which takes
advantage of the observer dynamics. As it shall be detailed later,
the dynamics of the design parameter is such that this parameter
continuously grows until some value and then decreases to a priori
specified low value. At this low value, the observer still provide
accurate estimates of the state while performing an appropriate
insensitivity with respect noise measurements. The idea behind the
use of a design parameter governed by a Riccati equation is not new
and has been considered in other contributions dealing with output
regulation (see e.g. Krishnamurthy and Khorrami [2004], Lei and Lin
[2006], Praly [2003] and references therein). This paper is organized
as follows. In the next section, the class of nonlinear systems which
will be the subject of the observer design throughout this paper is
introduced. Section 3 is dedicated to the recall of some preliminaries
and the introduction of some variables that shall be used through the
paper. In section 4, the observer design is given and a full convergence
analysis is provided. An academic example with simulation results is
given in section 5 for illustration purposes.

2. PROBLEM FORMULATION

This paper exhibits a state observer for nonlinear systems which are
diffeomorphic to:

{

ẋ = Ax+ '(u, x)
y = Cx

(1)
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where the state x = (x1T x2T . . . xqT )T ∈ Rn, with xk =
(xkT

1 xkT
2 . . . xkT

�k
)T ∈ Rnk , xk

i ∈ Rpk , i = 1, . . . , �k, k = 1, . . . , q,
∑q

k=1
nk =

∑q

k=1
pk�k = n with pk ≥ 1 and �k ≥ 2; the output

y = ( y1 y2 . . . yq )T ∈ Rp with yk ∈ Rpk , k = 1, . . . , q and
∑q

k=1
pk = p;

A =

⎡

⎣

A1

. . .

Aq

⎤

⎦ , Ak =

⎡

⎢

⎢

⎣

0 Ipk 0
..
.

. . .

0 . . . 0 Ipk
0 . . . 0 0

⎤

⎥

⎥

⎦

(2)

C = diag
(

C1 ⋅ ⋅ ⋅ Cq

)

, Ck =
[

Ipk 0 . . . 0
]

(3)

and the nonlinear function field '(u, x) = ('1T (u, x), . . . , 'qT (u, x))T ∈
Rn; 'k(u, x) = ('kT

1 (u, x), . . . , 'kT
�k

(u, x))T ∈ Rnk where for k =

1, . . . , q, the function 'k
i (u, x) ∈ Rpk is differentiable with respect to

x and assumes the following structural dependence on the states:

∙ for 1 ≤ i ≤ �k − 1:

'k
i (u, x) = 'k

i (u, x
1, . . . , xk−1, xk

1 , . . . , x
k
i , x

k+1
1 , . . . , x

q
1) (4)

∙ for i = �k:

'k
�k

(u, x) = 'k
�k

(u, x1, x2, . . . , xq) (5)

Our objective is to design a high gain like observer for system (1)
whose gain is derived from an algebraic Lyapunov equation and
which is calibrated by the choice of a single design parameter.
However, unlike the classical high gain observer (Gauthier et al.
[1992]) and in order to improve the performance of such observer
with respect to noise rejection, the design parameter has not to be
chosen constant but time-varying with a dynamics which allows it to
be maintained at low values while the observer continues to provide
accurate estimates.

3. PRELIMINARIES

In this section, one shall introduce some variables used in the
observer equations. A technical lemma needed in the proof of the
convergence of the observation error, is also given.

3.1 Some definitions and notations

Let � : R → R, t 7→ �(t) be a real-valued function and for
k = 1, . . . , q, let Δk(�) be the diagonal matrix defined by:

Δk(�) = diag(
1

��k
Ipk ,

1

�2�k
Ipk , . . . ,

1

��k�k
Ipk ) (6)

and one defines �k which indicates the power of � as follows:

�k = 2q− k(

q
∏

i= k+1

�i − 1), for k = 1, . . . , q − 1; �q = 1 (7)

Notice that for any k = 1, . . . , q − 1, one has

�k

2
= (�k+1 − 1)�k+1 (8)

Since �k ≥ 2, the �q ’s constitute a non increasing sequence of positive
real numbers, i.e.

�1 ≥ �2 ≥ . . . ≥ �q = 1 (9)

One now shall give a lemma needed in the proof of the observation
error convergence. This lemma allows to provide a sequence of reals
that reflects in some sense the interconnections between the blocks
nonlinearities. Its proof is similar to that given in (Liu et al. [2008]).

Lemma 3.1. For k, l = 1, . . . , q and i = 1, . . . , �k, j = 2, . . . , �l −
1, one defines �

k,i
l,j

as follows: �
k, i
l, j

= 0 if
∂ 'k

i

∂ xl
j

≡ 0; �k, i
l, j

=

1otherwise. Now, consider the following sequence of reals:

�k
i = �k

1 + i�k, k = 1, . . . , q and i = 1, . . . , �k

where �k
1 = −�k�k + �1�1 + 1

(10)

and the �k’s are given by (7). Then, the terms of this sequence satisfy
the following two properties:

(P1) 1 = �1
1 > �2

1 > . . . > �
q
1 (11)

(P2) if �k,i
l,j

= 1 then �l
j − �k

i − �k

2
− �l

2
≤ −1

2
(12)

Notice that the reals �k
1 given by Lemma 3.1. also satisfy the

following properties

�k
�k

Δ
= �k

1 + �k�k = 1 + �1�1 = �1
�1

for k = 1, . . . , q (13)

Before ending this section, one shall define some matrices that shall
be used throughout this paper. Indeed, for k = 1, . . . , q, set

Λk(�) = �−�k
1 Δk(�) (14)

where the �k
1 ’s are the non negative reals given by Lemma 3.1. and

Δk(�) is defined by (6). Taking into account the structure of Ak and
Ck respectively given by (2) and (3), one can show that the following
identities hold:

Λk(�)AkΛ
−1
k

(�) = ��kAk, CkΛ
−1
k

(�) = ��
k
1
+�kCk (15)

Moreover, one can check that

Λ̇k(�)
Δ
=

d

dt
Λk(�) = − �̇(t)

�(t)
Λk(�)(�

k
1 Ink

+ �kDk) (16)

where Ink
is the nk × nk identity matrix and Dk is the following

nk × nk diagonal matrix Dk = diag(Ipk , 2Ipk , . . . , �kIpk ). Now, for
k = 1, . . . , q, let

KT
k =

[

KT
k,1 KT

k,2 . . . KT
k,�k

]T
(17)

be the nk × pk matrix, with Kk,i ∈ Rpk×pk , such that Ãk
Δ
= Ak −

KkCk is Hurwitz. Then, there exist a strictly positive real number
a > 0 and q symmetric positive definite matrices Sk, nk × nk

(Krishnamurthy and Khorrami. [2002], Lei and Lin [2006]) such that

ÃT
k Sk + SkÃk ≤ −aSk and DkSk + SkDk ≥ 0 (18)

Set

Qk = SkDk +DkSk; Ωk = �kQk + 2�k
1Sk

Ω = diag(Ω1,Ω2, . . . ,Ωq); S = diag(S1, S2, . . . , Sq)
(19)

It is easy to see that since Qk ≥ 0 (according to (18)), Ωk is
symmetric positive definite and so is Ω. In the sequel, one shall denote
by �M (⋅) and �m(⋅) the largest and the smallest eigenvalue of (⋅),
respectively. The conditioning number of (⋅) shall be denoted by �(⋅),
i.e. �(⋅) = �M (⋅)

�m(⋅)
. 4. OBSERVER DESIGN

As generally assumed in the high gain observer design (Gauthier
et al. [1992], Farza et al. [2004], Shen and Xia. [2008]), one considers
the following Lipschitz assumption:

Assumption 1. '(u, x) is a globally Lipschitz nonlinear function
with respect to x uniformly in u.

4.1 Dynamic high gain observer

The candidate observer borrows from the usual high gain observer
up to appropriate change in the involved design as pointed out by
the following equations

⎧













⎨













⎩

for k = 1, . . . , q :

˙̂x
k
(t) = Akx̂

k(t) + 'k(u(t), x̂(t))−Δ−1
k

(�)KkCke
k(t)

�̇(t) = −�1

2
�(t)(a(�(t)− 1)− g(t)
(∥ỹ(t)∥))

with �(0) ≥ 1

g(t) =
M

1 + min(�, 1
T

∫ t

max(0,t−T )
∥ỹ(�)∥2d�)

(20)

with

∙ x̂ = (x̂1T x̂2T . . . x̂qT )T ∈ Rn,
x̂k = (x̂kT

1 x̂kT
2 . . . x̂kT

�k
)T ∈ Rnk , x̂k

i ∈ Rpk , i = 1, . . . , �k,

k = 1, . . . , q,
∑q

k=1
nk = n.

∙ x̂k
1 = xk

1 (output injection) for k = 1, . . . , q.
∙ x̂k

i = x̂k
i if i ∕= 1.

∙ ek = x̂k − xk, ỹ = Ce = C(x̂− x), �1 =
�m(S)
�M (Ω)

.

∙ u and y are known inputs and outputs of system (1).
∙ The reals �, T and M are positive and are the observer design

parameters.
∙ 
 : R −→ R+, ∥ỹ∥ 7→ 
(∥ỹ∥) is a real-valued non negative, non

decreasing and bounded function satisfying 
(0) = 0.
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One now states the main result of this paper.

Theorem 4.1. Under Assumption 1., the trajectories of system (20)
converge exponentially to those of system (1) for relatively high
values of the parameter M .

The proof of the theorem is given below.

4.2 Convergence Analysis

First of all, one shall prove the boundedness of �(t) and give
expressions of the corresponding lower and upper bounds. To this
end, one shall consider two cases depending on the sign of �̇(t). Before
considering these cases, one notices that the expression of �̇ in (20) is
such that: � = 1 =⇒ �̇ ≥ 0. As a result, one has �(t) ≥ 1 for all t ≥ 0
as soon as �(0) ≥ 1. One also notices that: ∀t ≥ 0 : 0 < g(t) ≤ M .
Let us now discuss both cases mentioned above.

∙ �̇(t) ≥ 0: Since �(t) ≥ 1 and according to (20), one has
a(�(t)− 1)− g(t)
(∥ỹ∥) ≤ 0 which implies that �(t) ≤ 1+ M

a

(∥ỹ∥).

Thus, ∀t ≥ 0 : 1 ≤ �(t) ≤ 1 +
M
max

a
(21)

where 
max is the upper bound of 
.

∙ �̇(t) ≤ 0: Since �(t) ≥ 1 and from (20), one has:

�̇(t) ≤ −a�1

2
�(t) +

a�1

2
(1 +

M
max

a
) (22)

Integrating (22) from some t0 < t to t gives

�(t) ≤ �(t0) + (1 +
M
max

a
) (23)

Now, the time t0 may be either 0, in which case �(0) is arbitrary,
either the final time of an interval on which �(t) ≥ 0 and according
to (21), one has �(t0) ≤ 1 + M
max

a
. As a result, for any t0, one

can choose M high enough such that �(t0) ≤ 1 + M
max

a
and (23)

becomes

�(t) ≤ 2(1 +
M
max

a
) (24)

To summarize and according to (21) and (24), �(t) is bounded and
satisfies:

∀t ≥ 0 : �(t) ≤ �max
Δ
= 2(1 +

M
max

a
) (25)

Let us, now, derive the time derivative of e(t) = x̂(t) − x(t) and let
ek(t) be the k′tℎ subcomponent of e(t). For writing convenience and
as long as there is no ambiguity, one shall omit the time t for each
variable. One has:

ėk = Ake
k + 'k(u, x̂)− 'k(u, x)−Δ−1

k
(�)KkCke

k (26)

where u is an admissible control such that ∥u∥∞ ≤ �, � > 0 is a
given constant. For k = 1, ⋅ ⋅ ⋅ , q, set

ēk = Λk(�)e
k (27)

From equation (26) and using (15) and (16), one gets:

˙̄e
k
= ��k Ãk ē

k + Λk(�)('
k(u, x̂)− 'k(u, x))− �̇

�
(�k

1 Ik + �kDk)ē
k

Set

Vk(ē
k) = ēk

T

Sk ē
k (28)

and let V (ē) =
∑q

k=1
Vk(ē

k) = ēTSē where S is given by (19), be the
candidate Lyapunov function. Please notice that according to (27)
and (28), one has ∀t ≥ 0 : ∥ek(t)∥2 ≤ ∥ēk(t)∥2 ≤ 1

�m(Sk)
Vk(ē

k(t)

and as a result one has

∀t ≥ 0 : ∥e(t)∥ ≤ ∥ē(t)∥ ≤ 1√
�m(S)

√

V (ē(t)) (29)

Using (18), one can show that

V̇k ≤ −a��kVk − �̇

�
ēk

T

Ωk ē
k

+ 2
√

�M (S)
√

Vk

�k
∑

i=1

1

��
k
i

∥('k
i (u, x̂)− 'k

i (u, x))∥

where Ωk is given by (19), �k
i and �l

j are as given in (10). Then,

V̇k ≤ −a��kVk − �̇

�
ēk

T

Ωk ē
k

+2�k
√

�M (S)
√

Vk

�k
∑

i=1

q
∑

l=1

�l
∑

j=2

�
k,i
l,j

�−�k
i ∥elj∥

where �k = sup {
∥

∥

∥

∥

∂'k
i

∂xl
j

(u, x)

∥

∥

∥

∥

;x ∈ Rn and ∥u∥∞ ≤ �} and the

�
k,i
l,j

’s have the same definition as in Lemma 3.1.. Hence

V̇k ≤ −a��kVk − �̇

�
ēk

T

Ωk ē
k

+2�k
√

�M (S)
√

Vk

�k
∑

i=1

q
∑

l=1

�l
∑

j=2

�
k,i
l,j

�
�l
j
−�k

i ∥ēlj∥

where �l
j is defined as in (10), i.e. �l

j = �l
1 + j�l. This leads to

V̇k ≤ −a��kVk + 2�k�(S)
√

��kVk
�k
∑

i=1

q
∑

l=1

�l
∑

j=2

�
k,i
l,j

�
�l
j
−�k

i
−

�k
2

−
�l
2

√

��lVl −
�̇

�
ēk

T

Ωk ē
k (30)

Now, since �(t) ≥ 1 and according to Lemma 3.1., one has

�
�l
j
−�k

i
−

�k
2

−
�l
2 ≤ �−

1
2 . Inequality (30) becomes

V̇k ≤ −a��kVk − �̇

�
ēk

T

Ωk ē
k + 2�k�k�(S)�

− 1
2

√

��kVk ×
q

∑

l=1

�l
∑

j=2

√

��lVl

(31)

Set Wk(ē
k) = ēk

T
Ωk ē

k and W (ē) =
∑q

k=1
Wk(ē

k). One has

�1Wk
Δ
=

�m(S)
�M (Ω)

Wk ≤ Vk ≤ �M (S)
�m(Ω)

Wk
Δ
= �2Wk. One recalls that

�2

�1
= �(S)�(Ω). So, inequality (31) becomes

V̇k ≤ −a��kVk − �̇

�
Wk + 2�k�k�(S)�

− 1
2

√

��kVk

q
∑

l=1

�l
∑

j=2

√

��lVl

Now, for k = 1, ⋅ ⋅ ⋅ , q, set V ∗
k

= a��kVk and let V ∗ =
∑q

k=1
V ∗
k
.

Notice that since � ≥ 1 and according to (9), one has a�V = a��qV ≤
V ∗ ≤ a��1V . Then,

V̇k ≤ −V ∗
k + 2�k

�k

a
�(S)�−

1
2

√

V ∗
k

q
∑

l=1

�l
∑

j=2

√

V ∗
l

− �̇

�
Wk

≤ −V ∗
k + 2�kn

�k

a
�(S)�−

1
2 V ∗ − �̇

�
Wk

Hence, V̇ ≤ −V ∗+2n2 �
a
�(S)�−

1
2 V ∗− �̇

�
W , where � = max{�k, 1 ≤

k ≤ q}. Substituting �̇
�
by its expression, one gets

V̇ ≤ −V ∗ + 2n2 �

a
�(S)�−

1
2 V ∗ +

�1

2
(a(� − 1)− g(t)
(∥ỹ∥))W (32)

Two cases shall be considered depending on whether �(t), governed
by the differential equation in (20), is greater or not than

�c
Δ
= 42(2n2 �

a
�(S))2 (33)

∙ Case 1: �(t) > �c. One can check that

�(t)− 42(2n2 �

a
�(S))2 > 0 =⇒ 1− (2n2 �

a
�(S))�−

1
2 (t) >

3

4
(34)

Using (32) and (34), inequality (32) becomes:

V̇ (t) ≤ −(1− 2n2 �

a
�(S)�−

1
2 )V ∗ +

�1

2
(a(� − 1)− g(t)
(∥ỹ∥))W

≤ −1

4
a(� + 1)V (t)− �1

4�2
g(t)
(∥ỹ∥)V (t)

∙ Case 2 : �(t) ≤ �c. Using (32) and the fact that �(t) ≥ 1, inequality
(32) becomes:
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V̇ ≤ −V ∗ +
�

1
2
c

4
�−

1
2 V ∗ +

�1

2
(a(� − 1)− g(t)
(∥ỹ∥))W

≤ −1

4
a(� + 1)V (t) +

a�
�1+

1
2

c

4
V − �1

4�2
g(t)
(∥ỹ∥)V

(35)

Comparing (35) and (35), one can easily conclude that for any �, one
has:

V̇ ≤ −a

4
(� + 1)V +

a�
�1+

1
2

c

4
V − �1

4�2
g(t)
(∥ỹ∥)V (36)

The remaining of the proof is as follows. One shall firstly show
that ∥ỹ(t)∥ is bounded. Then, One shall prove the boundedness of
∥e(t)∥. Finally, the convergence to zero of ∥ỹ(t)∥ and ∥e(t)∥ will be
established. Let us show that ∥ỹ(t)∥ is bounded. Indeed, this shall
be done by contradiction. Suppose the contrary and choose � high
enough. Then,

∃K > 0;∃t★ > T ;∀t ≥ t★ − T :

∥ỹ(t)∥ > K and
1

T

t
∫

t★−T

∥ỹ(�)∥2d� > � (37)

As a result, one has ∀t ≥ t★ − T : ∥ỹ(t)∥ > K and g(t) = M
1+�

. Let


K = 
(K). Since 
 is a positive non decreasing function of ∥ỹ∥, one
has: ∀t ≥ t★ − T : 
(∥ỹ(t)∥) ≥ 
K . Let us choose M as follows

M =
�(1 + �)


K
(38)

where � is a positive constant and is such that � > �
�1+

1
2

c
�2

�1
. For

t ≥ t★ − T , using (37), inequality (36) becomes:

V̇ (ē(t)) ≤ −1

4
a(� + 1)V (ē(t)) +

a�
�1+

1
2

c

4
V (ē(t))− �1

4�2

M
K

1 + �
V (ē(t))

Substituting M by its expression, (38), one gets

V̇ (ē(t)) ≤ −(
�1

�2
�− �

�1+
1
2

c )
1

4
V (ē(t)) (39)

Thus, for all t ≥ t★ − T , one has

V (ē(t)) ≤ exp(−(
�1

�2
�− �

�1+
1
2

c )t)V (ē(t★ − T )) (40)

Since V (ē(t★ − T )) is constant, one can choose � such that

exp(−(
�1

�2
�− �

�1+
1
2

c )t)V (ē(t★ − T )) < �m(S)
K2

4
(41)

Combining (40), (41) and (29), one gets for t ≥ t★ − T : ∥ỹ(t)∥2 ≤
∥e(t)∥2 ≤ ∥ē(t)∥2 ≤ 1

�m(S)
V (ē(t)) < K2

4
, i.e. ∥ỹ(t)∥ < K

2
. This is in

contradiction with (37) and ∥ỹ(t)∥ is then bounded. In the sequel,
one shall denote by Bỹ the upper bound of ∥ỹ(t)∥, i.e.

∀t ≥ 0 : ∥ỹ(t)∥ ≤ Bỹ (42)

Let us now show the boundedness of ∥e(t)∥. To this end, we introduce
the following change of coordinates

ẽk = Λk(�̄)e
k, k = 1, . . . , q (43)

where �̄ is a constant satisfying

�̄ ≥ max{�max, �c} (44)

where �max and �c are respectively given by (25) and (33). Then,
the error dynamics (26) is transformed into

ėk = Ake
k −Δ−1

k
(�̄)KkCke

k + 'k(u, x̂)− 'k(u, x)

+Δ−1
k

(�̄)KkCke
k −Δ−1

k
(�)KkCke

k (45)

Using (43) and (45) and proceeding as above, one gets:

˙̃e
k
= �̄�k (Ak −KkCk)ẽ

k + Λ(�̄)('k(u, x̂)− 'k(u, x)) + �̄−�k
1 Kk ỹk

−�̄−�k
1 Δ−1(

�

�̄
)Kkỹk

Now set Ṽk(ẽ
k) = ẽkTSk ẽ

k and consider the Lyapunov function
Ṽ (ẽ) =

∑q

k=1
Ṽk(ẽ

k) for system (45). Again, proceeding as above,
one can show that (see inequality (31)):

˙̃
V k ≤ −a�̄�k Ṽk + 2�k�k�(S)�̄

− 1
2

√

�̄�k Ṽk

q
∑

l=1

�l
∑

j=1

√

�̄�l Ṽl

+ �̄−�k
1 ẽkTSkKkỹk − �̄−�k

1 ẽkTSkΔ
−1
k

(
�

�̄
)Kk ỹk

Now, for k = 1, ⋅ ⋅ ⋅ , q, set Ṽ ∗
k

= �̄�k Ṽk and let Ṽ ∗ =
∑q

k=1
Ṽ ∗
k
.

Notice that

�̄Ṽ ≤ Ṽ ★ ≤ �̄�1 Ṽ (46)

Then

˙̃
V k ≤ −aṼ ∗

k + 2�kn�k�(S)�̄
− 1

2 Ṽ ∗ + �̄−�k
1 ẽkTSkKk ỹk

−�̄−�k
1 ẽkTSkΔ

−1
k

(
�

�̄
)Kkỹk

Hence

˙̃
V ≤ −aṼ ∗ + 2n2��(S)�̄−

1
2 Ṽ ∗

+

q
∑

k=1

(�̄−�k
1 ẽkTSkKkỹk − �̄−�k

1 ẽkTSkΔ
−1
k

(
�

�̄
)Kk ỹk)

According to the choice of �̄, (1− 2n2��S �̄
− 3

4 ) > 1
2
. Using (46), one

gets

˙̃
V ≤ −a

3

4
�̄Ṽ +

q
∑

k=1

(�̄−�k
1 ẽkTSkKkỹk − �̄−�k

1 ẽkTSkΔ
−1
k

(
�

�̄
)Kk ỹk)

Now, it is clear that

q
∑

k=1

�̄−�k
1 ẽkSkKk ỹk ≤ �̄−�k

1
∥Kk∥
�m(S)

√

Ṽ Bỹ

q
∑

k=1

�̄−�k
1 ẽkTSkΔ

−1
k

(
�

�̄
)Kk ỹk ≤ �̄−�k

1 ∥Kk∥�(S)
√

Ṽ Bỹ

(47)

where Bỹ is the upper bound of ỹ(t) as given in (42). In view of the
estimations above, we have

˙̃
V ≤ −3

4
a�̄Ṽ + (KM �̄−�k

1 (�(S) +
1

�m(S)
)Bỹ)

√

Ṽ

where KM = max1≤k≤q ∥Kk∥. This yields to
√

Ṽ (ẽ(t)) ≤ exp(−3

8
a�̄t)

√

Ṽ (ẽ(0)) + k (48)

where k = 4
3a

KM �̄−�k
1 (�(S) + 1

�m(S)
)Bỹ . As a result, Ṽ (ẽ(t)) is

bounded with an ultimate bound equals to k and so is ẽ(t), or
equivalently e(t). In the sequel, one shall denote Be the upper bound
of ∥e(t)∥, i.e.

∀ t ≥ 0 : ∥e(t)∥ ≤ Be (49)

To end the proof, one shall firstly show that ỹ(t) converges to zero
and then the convergence to zero of e(t) shall be proven. Let us
show that ∥ỹ(t)∥ converges to zero. In fact, one shall show not
only that ỹ converges to zero, but also it does it exponentially.
This can be done by a contradiction argument. Indeed, suppose
that ỹ does not exponentially converge to zero. This implies that:
∀c > 0; ∀� > 0; ∀T ★ > T ;∃t★ > T ★ : ∥ỹ(t★)∥ > ce−�t★ . But since
the function t 7→ ∥ỹ(t)∥ − ce−�t is continuous, one also has:

∀c > 0; ∀� > 0;∀T ★ > T ;∃T1 > 0; ∀t ∈ [t★, t★ + T1] :

∥ỹ(t)∥ > ce−�t ≥ ce−�(t★+T1)
(50)

Now, since ∥ỹ∥ is bounded and by choosing � > B2
ỹ
, one has for

t ≥ t★:

g(t) ≥ M

1 +B2
ỹ

(51)

Now, choose M as follows

M =
�(1 +B2

ỹ
)


m
(52)
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where 
m = inf{
(∥ỹ(t)∥); t ∈ [t★, t★ + T1]} and � is a positive

constant satisfying � > �
�1+

1
2

c
�2

�1
. Using (51), inequality (36)

becomes V̇ (t) ≤ − 1
4
a(� + 1)V (t) +

�
�1+ 1

2
c
4

V − �1

4�2

M

(1+B2
ỹ
)

mV .

Substituting M by its expression, (52), in (36), one obtains for all
t ∈ [t★, t★ + T1]:

V̇ ≤ −(
�1

�2
�− �

�1+
1
2

c )
1

4
V (53)

Integrating (53) on [t★, t★ + T1], one gets: V (ē(t★ + T1)) ≤
exp(−T1

4
(�1

�2
� − �

�1+
1
2

c ))V (ē(t★)), or equivalently: ∥ē(t★ + T1)∥ ≤
√

�(S) exp(−T1

4
(�1

�2
�−�

�1+
1
2

c ))∥ē(t★)∥. Now, according to (27) and

(14) and using (13), one has for �(t) ≥ 1:

∥ēk(t)∥ ≤ ∥ek∥ ≤ ��
k
1
+�k�k∥ēk∥ = ��1�1∥ēk∥ (54)

As a result, one has

∥ỹ(t★ + T1)∥ ≤ ∥e(t★ + T1)∥ ≤ �
�1�1
max ∥ē(t★ + T1)∥ (55)

Combining (54) and (55), one gets ∥ỹ(t★ + T1)∥ ≤
√

�(S)��1�1
max

e
(−

T1
4

(
�1
�2

�−�
�1+ 1

2
c ))∥ē(t★)∥ ≤

√

�(S)Be�
�1�1
max e

(−
T1
4

(
�1
�2

�−�
�1+ 1

2
c ))

,
where Be is the upper bound of e(t) as given by (49). Now, it is clear
that one can choose � high enough such that:

√

�(S)Be�
�1�1
max e

(−
T1
4

(
�1
�2

�−�
�1+ 1

2
c ))

<
1

2
ce−�(T1+t★) (56)

Combining (50) and (56) leads to a contradiction, i.e. 0 <

ce−�(T1+t★) < ∥ỹ(t★ + T1)∥ < 1
2
ce−�(T1+t★). The convergence to

zero of ỹ is proven and thus one has:

∃ c > 0; � > 0; ∃T ★ > T ; ∀t > T ★ : ∥ỹ (t)∥ ≤ ce−�t (57)

To end the proof of the Theorem, one has to prove the exponential
convergence to zero of ∥e(t)∥. Let us proceed as above when proving
the boundedness of e(t) and let us consider again the same change
of variable given by (43). Proceeding as above and miming (48), one
gets for t ≥ T ★ where T ★ is given by (57):

√

Ṽ (ẽ (t)) ≤ exp

(

− 3

8
a �̄ t

)

√

Ṽ (ẽ (0)) + mce−� t (58)

where �̄ is given by (44) and m = 4
3a

KM �̄−�k
1 (�(S) + 1

�m(S)
). It is

clear from (58) that Ṽ (ẽ (t)) exponentially converges to zero. This
ends the proof of the theorem.

4.3 Tuning mechanism design

The equations of the observer involve three design parameters M ,
T and �. The choice of the parameter � is not crucial. It is mainly

introduced to saturate the integral term 1
T

t
∫

max(0,t−T )

∥ỹ (�)∥2 d� .

As a result, a very high value generally does the job in practice.
Indeed, this parameter was never considered in all the simulation we
have carried out. We now propose to discuss the choice of the other
design parameters of the observer, namely the function 
 and the
parameters M and T .

Choice of 
: It is required for the real-valued function 
(⋅) to be
non negative, non decreasing and bounded with 
(0) = 0. Of course
many real functions satisfy such requirements. We give here two
expressions that have been used in the examples given in simulation.

∙ Choice 1: 
(�) = �2

1+�2
where � ∈ R★

+.

∙ Choice 2: 
(�) = tanh �2 where � ∈ R★
+.

Tuning of M and T : For clarity purposes, let us rewrite g(t) as fol-

lows: g(t) = M
1+min(�,PT (t))

, where PT (t) = 1
T

∫ t

max(0,t−T )
∥ỹ(�)∥2d�

and it represents the power of the output observation error, ỹ(t), cal-
culated on a moving window with a width equal to T . It is clear that
the function g(t) is bounded as follows: ∀t ≥ 0 : M

1+�
≤ g(t) ≤ M .

The parameter M can be taken very high in the absence of noise
measurements. Such high values allows to the parameter �(t) to
reach also high values which quickly leads to the vanishing of the
observation error. The values of the parameter �(t) decreases then
to the predefined value 1. However, the adoption of high values
of M are to be avoided as far as possible in practice due to the
unavoidable presence of noise measurements. Indeed, as said above,
high values of M make �(t) high and the observer becomes very
sensitive to the noise. In order to take into account the presence of
the noise measurements, the value of M is divided by the power of
the output observation error calculated on a moving window with
a width equal to T . It is worth noticing that small values of T are
advised in the presence of noise measurements with a variance that
varies significantly and relatively quickly in a continuous manner.
On the contrary, relatively high values of T have to adopted where
the variance of the noise measurements is constant or varies slowly.

5. EXAMPLE

In order to illustrate the performances of the dynamic high gain
observer, one considers the following nonlinear system:

⎧























⎨























⎩

ẋ1 = x2 + x3
2 + u1 − x1

ẋ2 = 10 cos(10x2) + 5 cos(t)
ẋ3 = (a− u2)x5 − u2x6 − x3

ẋ4 = u2x5 + u2x6 − x4 + x2

ẋ5 = −x5 − x3
8 − arctan(x8)− sin(x7)

ẋ6 = x3
7 + x7 +

x5

1 + x2
5

− x6

ẋ7 = x3
8 + tanh(x8) + x2

5 − x7 sin(x7)
ẋ8 = −x8 − 20 cos(x5x2)

y =
(

x1 x3 x4 x6

)T

(59)

One can check that the following map Φ : R8 −→ R9, x 7→ z = Φ(x)
with z1 = x1, z2 = x2 + x3

2, z3 = x3, z4 = x4, z5 = (a − u2)x5,
z6 = u2x5, z7 = x6, z8 = x3

7 + x7 and z9 = (1 + 3x2
7)(x

3
8 + tanhx8)

puts system (59) under form (1) with

∙ x1 =
(

x1
1 x1

2

)T
with x1

1 = z1, x
1
2 = z2.

∙ x2 =
(

x2
1 x2

2

)T
with x2

1
=
(

z3 z4
)T

;x2
2
=
(

z5 z6
)T

.

∙ x3 =
(

x3
1 x3

2 x3
3

)T
with x3

1 = z7, x
3
2 = z8 andx3

3 = z9.

The output y is then partitioned as y =
(

y1 y2 y3
)T

with y1 =

z1; y2 =
(

z3 z4
)T

and y3 = z7. One has �1 = �2 = 2and�3 = 3.

An observer of the form (20) is synthesized for system (59) and
one has �1 = 8; �2 = 4. Due to the lack of space, we don’t
give the equations of the observer. In what follows, one shall give
simulation results obtained with the following initial conditions:
x1(0) = 1, x2(0) = 0.8 and xi(0) = 1, i = 3, . . . , 8, x̂i(0) = 1, i =
{1, 3, 4, 6}; x̂j(0) = −1, j = {5, 7, 8}; x̂2(0) = 2 and the inputs u1 =
2 sin( t

�
), u2 = cos(2� t). In order to simulate practical situations

and to show the insensitivity with respect to noise measurements of
the dynamic high gain observer, all the outputs of system (59) has
been corrupted by a noise measurements with zero mean value and
a standard deviation equals to

√
0.01. The values of the parameters

M , T , a and � used in simulation were respectively equal to 50, 1,
10 and 1. Concerning the function 
, it was specified as follows in

this application: 
(ỹ) =
˜∥y∥

2

1+ ˜∥y∥
2 . The estimation of all missing state

variables provided by the observer is given in figure (1) which clearly
highlight its performance. The evolution of the design parameter �(t)
is given in figure (2). Such figure shows that the parameter � has
decreased to low values as soon as the state estimates coincided with
their real unknown values. At these lows values, the observer still
provide accurate estimate while keeping a good behavior with respect
to noise measurements. For comparison purposes, one has simulated
the proposed observer using two different constant values, 5 and 10
for the design parameter �. The corresponding results are given in
figure (3). Notice that the dynamic high gain observer outperforms
the usual high gain observer from the point of view of sensitivity to
noise measurements.
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Fig. 1. Estimation of the missing states with a dynamic design
parameter.
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Fig. 2. Evolution of �(t).
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Fig. 3. Estimation of the missing states with different values of the
constant design parameter.

6. CONCLUSION

A dynamic high gain observer for a most general class of MIMO
nonlinear systems that are observable for any inputs is proposed. The
main contribution consists in the novelty of the observer whose gain
is coming from a Riccatti equation. Simulation results demonstrated
the well behavior of the proposed high gain observer with respect to
the unavoidable noise measurements.
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