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Analysis of the performance of the TES algorithm
over urban areas

Rosa Oltra-Carrió, Manuel Cubero-Castan, Xavier Briottet, and José A. Sobrino

Abstract—The Temperature and Emissivity Separation (TES)
algorithm is used to retrieve the Land Surface Emissivity (LSE)
and Land Surface Temperature (LST) values from multispec-
tral thermal-infrared sensors. In this work, we analyze the
performance of this methodology over urban areas, which are
characterized by a large number of different surface materials, a
variability in the lowest layer of the atmospheric profiles and a 3D
structure. These specificities induce errors in the LSE and LST
retrieval, which should be quantified. With this aim, the efficiency
of the TES algorithm over urban materials, the atmospheric
correction and the impact of the 3D architecture of urban scenes
are analyzed. The method is based on the use of a 3D radiative
transfer tool, TITAN, for modeling all the radiative components
of the signal registered by a sensor. From the sensor radiance,
an atmosphere compensation process is applied, followed by a
TES methodology that considers the observed scene to be a
flat surface. Finally, the retrieved LSE and LST are compared
with the original parameters. Results show that: first, the TES
algorithm used reproduces the LSE (LST) of urban materials
within an RMSE of 0.017 (0.9 K). Second, 20% of uncertainty
in the water vapor content of the total atmosphere introduces
an RMSE of 0.005 (0.4 K) for the LSE (LST) product. Third,
in a standard case, the 3D structure of an urban canyon leads
to an RMSE of 0.005 (0.2 K) for the LSE (LST) retrieval of the
asphalt at the bottom of the scene.

Index Terms—TES, LST, LSE, urban, error budget.

I. INTRODUCTION

THE growth of a city leads to local climate modifica-
tions. These changes are in most cases related to urban

temperature variations, such as the urban heat island effect.
Thus, the retrieval of an accurate product of Land Surface
Temperature (LST) and of Land Surface Emissivity (LSE) over
urban areas is needed to properly monitor all the temperature
dependent phenomena. Nevertheless, the singularities of urban
areas (wide diversity of man-made materials, modification of
the lowest layer of the atmospheric profiles and 3D surface)
introduce into the LSE and LST products an error associated
with both the response of the retrieval algorithm over urban
materials and structure, and with the atmospheric correction
performed over the imagery. In the paper, we quantify the
performance of the Temperature and Emissivity Separation
(TES) algorithm [1] over a simulated 3D urban canyon with
a partially shaded road composed of man-made materials.
Then, as the atmosphere profiles can vary within a urban
area, the error introduced when using a unique profile will be
considered. These errors are evaluated from synthetic images
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and the 3D radiative transfer code, TITAN (Thermal Infrared
radiance simulaTion with AggregatioN modelling) [3].

We base our study and results on the DESIREX (Dual-
use European Security IR Experiment 2008) field campaign,
which took place in Madrid (Spain) during Summer 2008 [2].
This field experience has been chosen for three main reasons.
Firstly, the data base of the campaign includes atmospheric
and temperature data, which is used to provide realistic
simulations. Secondly, Madrid is a typical European city, so
the materials and urban structures studied in this work can be
found in other European cities where our results might also
be extended. Thirdly, the TES algorithm was used to retrieve
the LST and LSE maps over the city of Madrid from the
Airbone Hyperspectral Scanner (AHS) imagery, so we have
the opportunity to evaluate the performance of the algorithm
already used in a real scenario.

In section II, the methodology of our work is presented
by describing the TITAN code. Then, the urban scenes and
the sensor characteristics used to simulate the scenarios are
presented in section III. In section IV, we analyze and discuss
the results from the three selected sources of error. Finally,
conclusions and perspectives are given in section V.

II. METHODOLOGY

Fig. 1 shows an overview of the procedure followed for
estimating the sensitivity of the TES algorithm. First, a ge-
ometrical scene and an atmospheric profile are introduced
as input into the radiative transfer model (see section II-A)
to compute the total radiance recorded at-sensor level by
each thermal band of the sensor under study, i.e. the AHS
(see section III for sensor specifications). Then, we start an
inversion procedure: the atmospheric effects are corrected
(see section II-B, Eq. 5) and the at-surface radiance and
downwelling atmospheric radiance are used as input in the
TES algorithm (see section II-C for further information about
the method) to retrieve the surface temperature and emissivity.
Finally, the TES LST and LSE outputs are compared to the
reference values of LST and LSE, respectively.

In the following section, the TITAN radiative transfer
model, the atmospheric correction in the TIR region and the
TES methods are described.

A. Radiative transfer model

The TITAN model [3] estimates the main radiative com-
ponents contributing to the total signal received by a sensor
observing a rough and heterogeneous surface in the infrared
domain from 3 µm to 14 µm. In this study, only the
contribution of the TIR region (from 8 µm to 14 µm) is
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Fig. 1. Procedure overview, where L�
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atm is the upwelling atmospheric radiance and τ is the upwelling

atmosphere transmission.

evaluated. The inputs required by TITAN are the 3D scene
and the atmosphere. The synthetic scene was modeled by
triangular facets. Each facet was considered as homogeneous
and isotropic in terms of optical properties and temperature.
TITAN uses the MODTRAN (Moderate Resolution Atmo-
spheric Transmission) code [6] to estimate the atmosphere
contribution. Therefore, when a flat surface is introduced to
the model, only the MODTRAN code is required.

A schematic view of all the radiative terms simulated by
TITAN is shown in Fig. 2. The model computes every compo-
nent of incident irradiance as well as at bottom of atmosphere
(BOA) and at-sensor level radiances for each facet and for all
wavelengths, considering just one reflection inside the urban
canyon. This last constraint does not imply a limitation of our
work: around 2% of the TIR radiance outgoing from an asphalt
facet placed in the middle of the urban canyon comes from the
neighboring influence. If we consider a typical urban material
with a reflectance of 5%, a second reflection will contribute
just for 0.1% to the total radiance, which will not have any
impact on the retrieval of the LSE and LST products.

In the following section, we describe each radiative compo-
nent in the model; a full description is given in [3].

At ground level, TITAN simulates the incident irradi-
ance components, which are then followed by the reflection
components (BOA radiance): the downwelling atmospheric
irradiance (E�

atm,λ); the direct Sun irradiation at ground
level (Esun,λ); the irradiance incident to each facet from
the neighboring facets (En,λ); the downwelling atmospheric
BOA radiance L�

atm,λ (that is, after being reflected by the
observed facet); the direct Sun radiance after the reflection
by each facet (Lsun,λ); the radiance emitted by each facet at
BOA level (εs,λBλ(Ts), where Bλ(Ts) is the Planck radiance
at surface temperature Ts); the radiance arriving from the
atmosphere that is reflected by the neighboring facets and
then reflected by the observed facet (Latm,n,λ); the direct
Sun radiance reflected by the neighboring facets and then

εn,Tn

εs,Ts

Lsun,n

Lemi,n
εsB(Ts)

Latm,n
Latm

Lsun

(a) At BOA level.

εn,Tn

εs,Ts

τLn

τεsB(Ts)

τLatm

τLsun

Latm

(b) At-sensor level.

Fig. 2. Radiances simulated by TITAN at BOA (a) and at-sensor level (b).
Each parameter depends on the wavelength, it is not indicated to simplify
the notation. Two facets are highlighted: the observed facet with temperature
Ts and emissivity εs and the neighboring facet with temperature Tn and
emissivity εn. Note that facets are homogeneous and isotropic and all
computations are done at the center of each facet.

reflected by the observed facet (Lsun,n,λ); the radiance emitted
by the neighboring facets and reflected by the observed facet
(Lemi,n,λ = εn,λBλ(Tn)(1 − εs,λ)); the total radiance that
arrives from the neighboring facets and is reflected by the
observed facet (Ln,λ = Latm,n,λ +Lsun,n,λ +Lemi,n,λ); and
the total radiance at the BOA, after reflection and emission,
that is the land-leaving radiance (Lg,λ), given by Eq. 1.

Lg,λ = εs,λBλ(Ts) + L�
atm,λ + Lsun,n,λ + Ln,λ. (1)

At sensor level, TITAN simulates the radiance observed by
a sensor (Lλ) and its components: the atmospheric radiance
that arrives at the sensor after being reflected by the facet
(τλL�

atm,λ); the Sun radiance that arrives at the sensor after
being reflected by the facet (τλLsun,λ); the radiance emitted by
the facet that arrives at the sensor (τλεs,λBλ(Ts)); the radiance
that comes from the neighboring facets, then it is reflected by
the observed facet, and arrives to the sensor (τλLn,λ). The τλ
parameter is the atmospheric transmittance from the surface
to the sensor and it is computed by MODTRAN, as well as
the atmospheric transmittance from the top of the atmosphere
to the surface (τ�

λ) and the upwelling atmosphere radiance
(L�
atm,λ). Finally, the at sensor radiance obtained from TITAN

is given by Eq. 2.

Lλ = τλ(εs,λBλ(Ts)+L
�
atm,λ+Lsun,λ+Ln,λ)+L

�
atm,λ. (2)

B. Atmospheric correction

Thermal bands on remote sensing instruments work in an
atmospheric window region of the electromagnetic spectrum,
approximately between 8 and 14 µm. Nevertheless, an atmo-
spheric window does not mean that the atmospheric effect is
negligible and the thermal signals are sensitive to the water
vapor content and temperature profiles. The radiant energy
detected by thermal sensors is a composite of two sources:
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the energy emitted and reflected by the land surface, which is
then transmitted through the atmosphere, and the energy that
is emitted by the atmosphere. Thus, supposing the surface as
flat, the radiative transfer equation for the TIR region is given
by Eq. 3.

Li = τiLg,i + L↑atm,i, (3)

where the index i indicates that each parameter is weighted
averaged with the spectral response of each i channel of the
sensor (fi), as seen in Eq.4, for the radiance case.

Li =

∫
fiLλ dλ∫
fidλ

. (4)

The atmospheric correction leads to the estimation of the
land-leaving radiance:

Lg,i =
Li − L↑atm,i

τi
. (5)

C. The TES algorithm
The TES algorithm [1] aims to estimate the LST and

LSE from Eq. 3 using the estimated land-leaving radiance
in Eq. 5 in every channel. The method is organized into
three modules. The NEM (Normalized Emissivity Method)
obtains preliminary values of LST and LSE. The second
module, RATIO, estimates the emissivity normalized spectrum
(β spectrum):

βi =
εs,i

1
N

∑N
i=1 εs,i

, (6)

where N is the number of thermal channels considered.
Finally, the third module, the MMD (Maximum Minimum

Difference), transforms the β spectrum into the absolute LSE
and recalculates the LST by using an empirical relation be-
tween the minimum emissivity (εmin) and the spectral contrast
(the MMD, defined by Eq. 7), which is the hypothesis that
solves the coupling problem.

MMD = max(βi)−min(βi). (7)

This function (Eq. 7) depends on the spectral band con-
ficutration of a sensor. In this work, the AHS sensor in the
DESIREX 2008 experimental field campaign was chosen.
As this sensor was the same used in the SEN2FLEX field
campaign [4] (see table I), the same empirical relationship
was considered. It is given by Eq. 8 and it was obtained
using 108 emissivity spectra from the ASTER spectral library
[5] (including soils, vegetation, water, ice and whole rock
chips. Note that no man-made materials were used to calibrate
this law). The statistical fit of this relation, with the spectra
considered, gave a correlation coefficient of 0.997 and a
standard deviation of 0.005. As mentioned previously, the
same equation has been applied over the urban area of Madrid
and the validation of TES LST results with in-situ data gave
a root mean square error (RMSE) of 1.4 K for night imagery,
that is, when no shadows are present [2], and of 0.039 for the
LSE product [7].

εmin = 0.999− 0.777MMD0.815. (8)

III. DATA SET DESCRIPTION

The input scenes of TITAN varied depending on the ana-
lyzed source of error; an accurate description of each is pro-
vided in section IV. The scenarios were selected to reproduce
the conditions of the DESIREX experimental campaign: the
surface materials were representative of the urban surfaces and
specifically of the city of Madrid, the atmospheric conditions
and LST values were chosen in accordance with the values
recorded during the campaign; and all the wavelength depen-
dent data were processed with the spectral configuration of
the AHS sensor. The AHS spectrometer, with a field of view
(FOV) of 90◦ and an instantaneous FOV of 2.5 mrad, contains
four types of detectors organized into five optical ports. Port 1
covers the VNIR (Visible and Near infrared) range. Its bands
are relatively broad (28-30 nm wide). The spectral coverage
is continuous from 443 nm up to 1025 nm. In the SWIR
(Short-Wave infrared) range, port 2A has an isolated band
centered at 1.6 µm and 90 nm wide. Next, port 2, has a set
of continuous, fairly narrow bands (17-18 nm wide) between
1907 nm and 2558 nm. Port 3, in the MWIR (Medium-Wave
Infrared) region, has 7 bands operating from 3.1 to 5.5 µm
with a mean bandwidth of 350 nm. Finally, the LWIR (Long-
Wave Infrared) photons, from 8.1 to 13.4 µm, are collected by
optical port 4, with a 10-element Mercury Cadmium Telluride
MCT detector array. Its average bandwidth is 480 nm and the
spectral arrangement of the AHS thermal bands, used in this
work, is given in Table I.

TABLE I
AHS THERMAL BANDS (PORT 4) USED IN THE DESIREX 2008

EXPERIMENTAL CAMPAIGN.

Band Effective
wavelength (µm)

71 8.18
72 8.66
73 9.15
74 9.60
75 10.07
76 10.59
77 11.18
78 11.78
79 12.35
80 12.93

IV. ERROR BUDGETS

In the case of the DESIREX campaign, the TES algorithm
was applied to the AHS imagery with satisfactory results
[2], [7]. Nevertheless, our instrument and methods are not
ideal, and we should do a more accurate sensitivity study by
evaluating the error sources that must be taken into account
in order to quantify the accuracy of the results. The first
source of error lies in the algorithm itself. We analyzed the
error committed when applying the TES algorithm with a
εmin-MMD relationship that was not generated from man-
made materials. The next step was to verify atmospheric com-
pensation. Usually, remote sensing data are atmospherically
corrected using atmospheric profiles. Although soundings are
launched in synchronization with the sensor overpass, profile
measurements may not represent the atmosphere of the entire
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left plot.

image. For example, in the specific case of the DESIREX
campaign, the atmospheric sounding was launched not inside
the urban area but next to it. So we studied how small
variations in water vapor content may affect the final LST
and LSE maps. To conclude, we showed the uncertainty that
was introduced due to the 3D structure of the city.

A. Impact of the TES algorithm: εmin and MMD relationship

In this section, we estimate the performance of our MMD
relationship (Eq. 8) over urban surfaces, mostly composed
of constructed materials. From the ASTER spectral library,
we selected 54 man-made spectra. This library contains
directional-hemispherical reflectance spectra so emissivity
spectra were deducted from Kirchhoff’s law. Moreover, all the
spectra were integrated into the spectral response of the AHS.

The εmin and the MMD (see Eq. 7) were obtained for
each spectrum. Then, from each MMD a new ε′min value
was retrieved using Eq. 8. Comparison of both εmin values is
given in Fig. 3. Apart from four materials for which εmin
was slightly underestimated by our MMD relationship (in
ascending order of underestimation we had reddish asphalt,
shingle roofing , terra cotta tile and brick), the εmin was
overestimated for all the materials. It can be observed that
metal surfaces (identified by circles and squares) were badly
modeled by our empirical relationship. This result has already
been mentioned by [8] and [9].

Excluding metal materials and comparing both εmin values
plotted in Fig. 3, we determined that the man-made emis-
sivity spectra can be recovered within a Root Mean Square
Error (RMSE) of 0.025. Similar values are achieved in the
literature, e.g. in [8] the TES accuracy was investigated with
numerical simulations using ASTER spectral library (includ-
ing 521 spectra of soils, minerals, vegetation, water and man-
made materials excluding metals) and MODTRAN code. A
multiband study was carried out in which all the spectra
considered were interpolated to match the spectral response
of the CIMEL 312-2 multiband radiometer, whose bands are
very similar to ASTER bands, plus one broad band. The study
showed that the original MMD relationship proposed by [1]
(εmin = 0.994 − 0.687MMD0.737) allows εmin retrieval
within an RMSE of 0.024, which is similar to our RMSE
value.

In light of these results, for most urban materials, the use
of our MMD relationship will lead to an overestimation of
the output LSE. We have confirmed this hypothesis using the
following approach.

1) Description of the scene: To generate a dataset of
thermal infrared radiances, nine man-made materials repre-
sentative of the urban surfaces were selected from the ASTER
spectral library: brick, glass, tile, 2 types of asphalt, concrete,
asphalt shingle, marble and cement. Four different LST values
were assigned to each material, varying from 295 K to 310 K
in steps of 5 K. The 36 targets (nine different materials at four
LST) were established over a flat surface. Notice that a flat
surface was selected to leave out the errors committed when
a 3D structure is viewed by a sensor.

The atmospheric conditions of the scene introduced in the
TITAN model were described by an atmospheric sounding
acquired during the DESIREX campaign (total column of
atmospheric water vapor content of w = 1.59g/cm2 and air
temperature at the bottom of the atmosphere of 300.8 K).
This profile provided information about pressure, temperature
and humidity but did not include information about other
atmospheric absorbers, such as CO2 and O3. Nevertheless, the
MODTRAN code takes them into account and they were set to
the values of the standard Mid-Latitude Summer Atmosphere.
The Sun position was similar to its position during the AHS
image acquisition: zenith angle θs = 20.11 ◦ and azimuth angle
ϕs = 144.5 ◦. The sensor was set up at the same altitude as the
AHS, 1866 m over the surface, with a nadir viewing angle.

2) Results:
a) LSE analysis: Table II shows the statistical values

from the comparison between the input LSE (LSEinput) and
the output LSE (LSEw hereafter), with Bias = LSEw −
LSEinput, RMSE =

√
bias2 + σ2 and σ the standard

deviation. The spectral shapes are very similar (r2 of 0.99)
over all the targets except for the marble, whose r2 decreases
to 0.84. When all the targets were considered, we obtained
an RMSE of 0.017, which indeed indicates the accuracy of
the TES algorithm. This value is within the interval of error
of the algorithm, considered to be 0.015 in terms of LSE
retrieval [1]. The TES algorithm performed well for surfaces
such as concrete and asphalt. Values for brick and tile surfaces
were slightly underestimated (negative bias). For the rest of
the materials, LSEw values were overestimated. These results
agreed with the conclusions extracted from the analysis of the
εmin-MMD relationship.

TABLE II
COMPARISON BETWEEN THE TITAN LSEinput AND THE LSEw

RETRIEVED FROM TES

Material r2 Bias σ RMSE
Brick 0.99 -0.008 0.002 0.008
Asphalt 1 0.99 0.001 0.001 0.001
Glass 0.99 0.032 0.004 0.032
Tile 0.99 -0.004 0.001 0.005
Asphalt 2 0.99 0.001 0.001 0.001
Concrete 0.99 0.001 0.001 0.001
Asphalt Shingle 0.99 0.015 0.002 0.016
Marble 0.84 0.030 0.005 0.031
Cement 0.99 0.015 0.002 0.015
All targets 0.94 0.009 0.014 0.017
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b) LST analysis: The statistical values from the compar-
ison between the input LST (LSTinput) and the output LSTw
are shown in Table III (Bias = LSTw − LSTinput). The
RMSE obtained when considering all targets was lower than
the accuracy of the algorithm (i. e. 1.5 K, [1]) and the LST was
underestimated. Four material types (cement, asphalt shingle,
marble and glass) had differences of around 0.8 K to 1.8 K
between the input LST and the LSTw. For the other materials
(brick, both asphalts, tile and concrete) both LST values were
almost similar. As expected, LSTw was underestimated for
the materials whose LSEw was overestimated in the TES
approach.

TABLE III
STATISTICAL VALUES FROM THE COMPARISON BETWEEN THE TITAN

LSTinput AND THE LSTw RETRIEVED FROM TES.

Material Bias (K) σ (K) RMSE (K)
Brick 0.3 0.0 0.3
Asphalt 1 -0.1 0.0 0.1
Glass -1.8 0.1 1.8
Tile 0.1 0.0 0.1
Asphalt 2 -0.1 0.0 0.1
Concrete -0.1 0.0 0.1
Asphalt Shingle -1.0 0.1 1.0
Marble -1.5 0.1 1.5
Cement -0.8 0.1 0.8
All targets -0.5 0.7 0.9

B. Impact of the uncertainty over the water vapor content

1) Description of the scene: The scene and dataset of TIR
radiances used in section IV-A were also exploited in this
case. In section II-B, we said that water vapor and temperature
profiles are the primary atmospheric factors contributing to the
thermal signal. Two different water vapor profiles were consid-
ered in the atmosphere compensation process to simulate the
error in the estimation of the water vapor content. One with
20% of the total water content less than the original profile
(w = 1.27g/cm2), and the second one with a 20% increase in
total water content from the original profile (w = 1.91g/cm2).
In the case of the temperature, different profiles were used to
correct the atmosphere effects but we had not recorded any
differences between the output LSE and LST products and
the reference ones.

2) Results:
a) LSE analysis: Fig. 4 plots the output LSE values

against the input LSE values. Results are shown for three
different cases, first, for the ideal case, when the atmospheric
conditions did not change during the entire procedure (LSEw).
Second, when the atmospheric water content increased 20%
in comparison to the original atmospheric profile (LSE+20%w

hereafter). And third, when this value decreased by 20 %
(LSE−20%w hereafter). Each material is represented by a
different symbol in order to differentiate each kind of behavior.
We obtain a wide range of bias values, from -0.012 to 0.026
for the LSE+20%w points, and from -0.005 to 0.038 for the
LSE−20%w values. Glass and marble have the highest bias
values, while brick has the lowest. The materials whose bias
were closest to 0 were: tile in the driest atmosphere and the
two types of asphalts in the wettest. It should also be noted that
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in the highest w case, the materials whose LSE+20%w were
underestimated were not just brick and tile, but also concrete
and the two asphalts.

Notice from Fig. 4 that the same value of LSEw was
retrieved for all targets of the same material, even when the
input LST changed. Nevertheless, this was not the general
result when w was modified. For the same input of LSE
and for some wavelengths, we obtained different values of
LSE+20%w which differed up to 0.01 for marble and cement,
and up to 0.009 for brick and both asphalt surfaces. When
the presence of the atmosphere was reduced, the variation
of the LSE−20%w retrieved for the same material was lower
and went up to 0.007 for brick, both asphalts, marble and
cement. Fig. 5 shows the difference between the maximum
output LSE value retrieved and the minimum output LSE value
retrieved (both for the same input LSE) versus the wavelength.
It can be observed that higher differences, and therefore higher
fluctuations, were obtained when water vapor increased, that
is, when the atmospheric effects are over-corrected. Moreover,
the uncertainty depended on the wavelength, being higher at
lower λ.

In analyzing the trend of the retrieved LSE versus the
input temperature, we observed that for all the materials,
the LSE+20%w values decreased when the LSTinput in-
creased, while for the LSE−20%w retrievals, the opposite was
true, higher values of LSTinput resulted in higher values of
LSE−20%w. In accordance with the data trend, we proposed
a linear fit: LSE±20%w=a·LSTinput+b. Linear parameters and
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the correlation coefficient for the asphalt material are shown
in Table IV for each wavelength. We obtained high correlation
coefficients, though in all cases, the slope (a) was small.
Therefore, it must be concluded that, when the atmospheric
compensation is performed with an uncertainty on the water
vapor content, the error introduced in the LSE retrieval is
related to the LSTinput of the surface, but this dependence
is not very strong.

TABLE IV
LINEAR FIT PARAMETERS BETWEEN THE OUTPUT LSE±20%w AND THE
LSTinput FOR THE ASPHALT 2 MATERIAL: LSE±20%w=a·LSTinput+b;

r2 INDICATES THE CORRELATION COEFFICIENT.

LSE−20%w LSE+20%w

λ (w = 1.27g/cm2) (w = 1.91g/cm2)
(µm) r2 a b r2 a b
8.66 0.95 4·10−4 0.819 0.98 -6·10−4 1.107
9.15 0.99 5·10−4 0.787 1.0 -6·10−4 1.102
10.07 1.00 4·10−4 0.833 0.99 -5·10−4 1.082
10.59 1.00 4·10−4 0.843 1.00 -4·10−4 1.076
11.18 0.98 3·10−4 0.883 0.98 -3·10−4 1.063
11.78 0.90 1·10−4 0.937 1.00 -2·10−4 1.028
12.35 0.8 8·10−5 0.953 0.8 -8·10−5 1.001

To isolate the error introduced by an inaccurate atmospheric
compensation from the error of the TES algorithm, we com-
pared the results to the LSEw. Results are shown in Table V,
in which the example of the asphalt material is also shown.
An uncertainty of -20% on water vapor content led to an
overestimation of the LSE with an RMSE of 0.005, while
an uncertainty of +20% led to an underestimation with an
RMSE of 0.006. It can be concluded that, when the at-sensor
radiances are atmospherically corrected using an atmosphere
with an overestimation or underestimation of 20% of the
total water content, the output LSE±20%w obtained differs
around 0.5% from the output LSEw retrieved with the correct
atmospheric conditions.

TABLE V
COMPARISON BETWEEN THE LSE VALUES RETRIEVED WITH THE

ORIGINAL ATMOSPHERE (LSEw ) AND THE LSE RETRIEVED WITH THE
OTHER ATMOSPHERES CONSIDERED (LSE±20%w ).

w(g/cm2) Material Bias (K) σ (K) RMSE (K)
1.27 Asphalt 1 and 2 0.003 0.003 0.004
1.27 All targets 0.004 0.003 0.005
1.91 Asphalt 1 and 2 -0.004 0.003 0.005
1.91 All targets -0.005 0.003 0.006

b) LST analysis: In Fig. 6 the LSTinput used as input
for each target on the flat surface and the LST obtained from
the TES algorithm are compared. On the one hand, when the
water content of the atmospheric profile was increased to 20
% (w = 1.91 g/cm2), the bias ranged from -1.6 K for the glass
surface to 0.7 K for the brick. The output LST (LST+20%w

hereafter) values were overestimated for brick, asphalt, tile and
concrete surfaces. On the other hand, when the water content
was decreased a 20 % (w = 1.27g/cm2) during the inversion
procedure, all the output surface temperatures (LST−20%w
hereafter) were underestimated, except in the case of the brick
material, which was coincident with the LSTinput (bias=0 K).
The highest bias value was once again achieved for the glass
material (-2 K).

Fig. 7 shows the comparison between LST±20%w and LSTw
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Fig. 6. Comparison between the output LST for different values of atmo-
spheric water vapor content and the LSTinput.

292 296 300 304 308 312
292

296

300

304

308

312

LS
T

±
20

%
w

(K
)

LST
w

(K)

ws=s1.27sg/cm2

Biass=s−0.3
σ =s0.2
RMSEs=s0.4

ws=s1.91sg/cm2

Biass=s0.3
σ =s0.2
RMSEs=s0.4

LSE-20%w

LSE+20%w
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when all targets were taken into account, with bias defined
by LST±20%w-LSTw. The plotted points were distributed
into four groups, corresponding to the 4 different LSTinput.
The LST+20%w values were slightly overestimated while the
LST−20%w were underestimated. In both cases, for the lowest
LSTinput, temperatures were almost coincident with LSTw
values , while the difference between them grew to 0.6 K for
the highest LSTinput. The same bias (although with a different
sign: ± 0.3 K), σ (0.2 K) and RMSE (0.4 K) were obtained
in both cases. Moreover, these statistical values were the same
as those achieved for both asphalt materials. In short, if we
validate the LST retrieved when an uncertainty of 20% in the
water vapor content is introduced, we obtain an RMSE of 0.4
K, which is in fact the error introduced by the atmospheric
correction. Nevertheless, we have noticed that the error will
depend on the LSTinput.

C. Impact of the 3D geometry

The TES algorithm is usually applied when the observed
image is considered to be a flat surface. However, a urban
scene contains heterogeneous 3D structures mostly arranged
following the structure of a urban canyon. This section ana-
lyzes the results of the influence of the urban structure on the
retrieval of the LSE and the LST at the bottom of the urban
structure.

1) Description of the scenes: A urban canyon is a basic
urban surface that consists of walls and ground between two
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adjacent buildings [10]. Four urban canyons (named as Canyon
A, B, C and D) were modeled, and their structure can be
seen in Fig. 8. The dimensions of each simulated canyon were
10 m wide (i. e. street width) and 40 m long and they ran
north to south. The height of each building (i. e. the canyon
height) varied depending on each canyon, see Table VI for
each canyon geometry.

TABLE VI
BUILDINGS HEIGHT FOR EACH CANYON.

Canyon A Canyon B Canyon C Canyon D
Left building height (Hl) (m) 15 22 30 50
Right building height (Hr) (m) 12 16 24 44

The materials used were the same for all scenes: asphalt for
the street, red brick for the walls and red terracotta tiles for the
roofs. The material spectra were extracted from the ASTER
spectral library and the input LSTs are shown in Table VII. For
the street, the values have been chosen according to the in situ
measurements performed during the DESIREX campaign. For
the walls LST (LSTwall) six different cases (Test 1 to Test
6) were selected in order to perform a sensitivity analysis.
Test 1 was chosen to have the sunlit brick facets at the same
temperature (LSTsunlit wall) as the air temperature (AT). Then,
their temperature was increased 5 K for each test. For Test 2,
the temperature of the wall-shaded facets (LSTshaded wall) and
the LSTsunlit wall were lower than the LSTshaded street and
the LSTsunlit street, respectively. LSTshaded wall was equal to
the AT and to the LSTshaded street at Test 3. For Test 4, the
LSTsunlit wall and the LSTsunlit street values were coincident.
For Test 5, LSTshaded wall and LSTsunlit wall were higher than
the LSTshaded street and LSTsunlit street, respectively. Finally,
for Test 6, both sunlit and shaded brick temperatures were
higher than the LSTsunlit street.

Atmosphere, illumination and sensor conditions were set
similar to those in previous sections. With these configurations,
we studied the influence of the temperature of the wall facets
over the thermal properties of the bottom of the canyon
(asphalt), when the height of the buildings changed. In other
words, when the sky view factor from the bottom of the canyon
changed.

TABLE VII
LST FOR EACH TEST.

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6

Wall (Brick) Sunlit LST (K) 301 306 311 316 321 326
Shaded LST (K) 291 296 301 306 311 316

Street (Asphalt) Sunlit LST (K) 316
Shaded LST (K) 301

Roof (Tile) Sunlit LST (K) 311

2) Results: In the following section, we describe the plots
of RMSE and the bias as a function of the position of the facets
inside each urban scene. The errors introduced due to the 3D
geometry, without the influence of the error that the TES itself
introduces to the LST and LSE for the asphalt material, are to
be evaluated. To this end, RMSE and bias were obtained from
the comparison between the LSE (LST) retrieved with the TES
over the asphalt material on a flat surface (LSEw and LSTw
retrieved for the asphalt in section IV-A) and the output LSE
(LST) when the 3D scene was analyzed. The output LSE and

15 m 25 m

Hl H
r

Fig. 8. 3D model of the urban canyons simulated. Measures are indicated in
Table VI.

LST were retrieved from the average value of the at-sensor
radiances which came from all the facets at the same distance
from the walls. Moreover, we have focused the analysis on
the facets placed in the middle of the canyon, assuming an
infinite size in order to avoid borders.

a) LSE analysis: For all scenes, the main contribution
to the RMSE was the bias from the sunlit facets, while for
the shaded area, σ dominates at some points. Fig. 9 plots the
RMSE and bias values for each canyon.

For Canyon A, due to the triangular mesh distribution, we
did not have information on the behavior of positions closer
than 1.5 m to the sunlit wall. Far from the wall (in the
middle of the canyon), the RMSE went from approximately
1.8·10−3 for Test 1 to 4.7·10−3 for Test 6. When going from
the sunlit facets to the shaded ones, the RMSE increased for
Tests 1 and 2, while it decreased for Tests 3, 4, 5 and 6, and
then it increased when approaching the shaded wall. Finally,
next to the shaded wall, RMSE decreased with the increase
of LSTshaded wall. Regarding the bias, for every test at the
sunny area, we obtained an overestimation of the output LSE.
Moreover, for Tests 1, 2 and 3 all the shaded facets were
underestimated.

Regarding Canyon B, for all positions, the RMSE was the
same for Tests 5 and 6 and for Tests 1 and 2. The RMSE
decreased near the sunlit wall. In the middle of the canyon, the
RMSE for Test 6 was around 50% greater than that for the Test
1. The shady values were lower than those in the sunlit area
for tests 3, 4, 5 and 6. Again, near the shaded wall the RMSE
decreased with the increase of LSTwall. Regarding the bias, it
must be noted that the values were overestimated, except for
the shaded points of Tests 1 and 2. The bias decreased near
the walls and in the shady area.

The RMSE values for Canyon C were slightly higher than
those for Canyon B although the observed behavior was
similar. The error rose when going away from the directly
irradiated wall and almost stabilized; the RMSE for Test 6
was almost 3 times higher than that for Test 1. Finally, it
decreased at the shaded zone, except for Test 1. Once again,
bias was lower in the shaded area than in the sunlit one, and
it decreased next to both walls. All the values retrieved in the
shaded area for Test 2 were underestimated.

Finally, we analyzed the values obtained for Canyon D.
Results for Tests 4 and 5 are similar. The minimum values of
RMSE were found next to both walls (apart from Test 1, when
it increased next to the shady wall). For this canyon, only one
asphalt facet was directly irradiated, and the RMSE obtained
for the other ones were lower than the maximum RMSE of
the Canyon C. However, if we compare both shaded areas, the
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(c) RMSE Canyon B.
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(g) RMSE Canyon D.
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Fig. 9. Spatial distribution across the urban canyon of the LSE RMSE and
bias. The vertical dotted line indicates the separation between the sunlit zone
(left) and the shaded zone (right).

Canyon D RMSE was higher than the Canyon C error.
From the analysis of the retrieval of the LSE, seven main

conclusions can be drawn: (1) the RMSE increased when the
wall temperature was increased, except for the points closest to
the shaded wall; (2) except for Canyon D, where only one facet
is in the sunlit area, when going from the sunlit to the shaded
facets, the RMSE increased for Test 1 (and also for Test 2 in
Canyons A and B) while it decreased for Tests 3, 4, 5 and 6;
(3) in the shaded area, the influence of the wall LST was lower
than it was in the sunlit zone; (4) at the center of the canyon,
we observed a tiny increase in the RMSE with canyon height;
(5) even though the maximum RMSE, considering all tests,
was always lower than 1%, these maximum values measured
at the middle of the canyons were around 2 and 6 times (for
Tests 1 and 6, respectively) the RMSE obtained for the asphalt
when a flat surface is observed; (6) the mean bias between the
output and the LSEw values decreased next to both walls; (7)
while our procedure overestimated the asphalt emissivity (see
section IV-A), when a 3D scene is observed, the LSE of the
shaded facets was underestimated for the tests with lower wall
LST (Test 1 and in some cases, Test 2).

b) LST analysis: For the LST only the bias is presented,
since from the averaged radiance only one value of LST is
retrieved for each position (so the σ computation makes no
sense).
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Fig. 10. Spatial distribution across the urban canyon of the LST bias. The
vertical dotted line indicates the separation between the sunlit zone (left) and
the shaded zone (right).

The LST results for all canyons are presented in Fig. 10.
Similar behavior was detected in all four cases. Values of LST
were underestimated except for the central points (those points
far from the walls) of Tests 5 and 6 (also Test 4 in the case
of Canyon D), for which the bias was near zero and positive.
The lowest values (highest in absolute value) of bias were
registered near both walls. Moreover, differences between Test
6 and Test 1 were always around 0.1 K.

Finally, we can extract some conclusions from our LST
analysis (statements are written in terms of the absolute
value of the bias): (1) the bias rose when the wall LST
decreases; (2) the bias plot across the street canyon was more
or less symmetrical, with a maximum next to the walls and
a minimum around the central facets; (3) the maximum value
was around twice the error introduced by the algorithm for the
asphalt; (4) the bias for Tests 5 and 6, that is when both wall
temperatures are higher than the street ones, was always the
lowest one and around zero; (5) in general terms, the retrieved
LST at the bottom of a urban canyon was underestimated.

V. CONCLUSIONS

This paper aims to evaluate three types of errors usually en-
countered through an entire processing line of remote sensing
images over a urban environment: TES algorithm error over
urban materials, water vapor uncertainty and finally, error due
to the three-dimensional structure of the urban environment.
To carry out our study, different structures and situations
were simulated with the 2D and 3D radiative transfer models
(MODTRAN and TITAN, respectively). The atmospheric con-
ditions, sun position, sensor altitude and spectral configuration
were extracted from the DESIREX campaign, where the AHS
sensor flew over the city of Madrid. The synthesis of the
error budgets when different urban materials are considered
is presented in table VIII.
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TABLE VIII
SYNTHESIS OF THE ERROR BUDGETS.

LSE LST (K)
Error source RMSE Bias RMSE Bias
TES Algorithm 0.017 0.009 0.9 -0.5
Atmospheric correction 0.005 ±0.005 0.4 ± 0.3

We have seen that the TES algorithm used for the data of
the DESIREX campaign tends to overestimate the value of
urban LSE materials, retrieving it within an RMSE of 1.7%.
For LST, the error obtained is almost 1 K, with a tendency to
underestimate the values. The uncertainty of the water vapor
content during the atmospheric correction process introduces
an error to the LSE and LST retrieval that depends on the
ground truth temperature of the target and, in the case of the
LSE, on the wavelength. An uncertainty of 20% of the water
vapor content may introduce a general RMSE of 0.5% on
LSE retrieval and of 0.4 K on LST. LSE values are over-
estimated (underestimated) when the water vapor content is
underestimated (overestimated). We find the opposite effect for
the LST: an overestimation (underestimation) of the w leads
to an overestimation (underestimation) of the LST product.
The Root Sum Square (RSS) is defined as the square root
of the sum of the squares and can be used to calculate the
average accuracy of a measurement when the accuracies of
all the sources of error are known and independent. In our
case, the RSS of the TES algorithm and the atmospheric
compensation was

√
0.0172 + 0.0052 ' 0.018 for LSE and√

0.92 + 0.42 ' 1 K for LST. We see that the maximum
contributor to the final error is the algorithm itself and its
behavior over urban materials.

Finally, we have analyzed the problem of the retrieval of
LST and LSE at the bottom of a urban canyon. We have
seen that the error depends on the canyon geometry, on the
position inside the canyon and also on the thermal properties of
the vertical surfaces. The at-bottom material considered was
asphalt and Table IX shows the estimation of the different
errors obtained for this material. For the 3D structure, the
error shown was approximately the highest one produced
when Test 3 was analyzed, that is, when the most realistic
temperatures were assessed; shaded walls were at the same
LST as the AT and the sunlit wall LST was 10 K higher.
Therefore, the RSS of the LSE retrieval at the bottom of a
urban canyon is

√
0.0012 + 0.0052 + 0.0052 ' 0.007, and

that of the LST retrieval is
√
0.12 + 0.42 + 0.22 ' 0.5 K.

For Test 3, the highest error for the LST is introduced by the
wrong atmospheric correction, while the influence of the 3D
structure and the atmospheric compensation is the same for
the LSE case.

TABLE IX
SYNTHESIS OF THE ERROR BUDGETS FOR THE ASPHALT SURFACE.

LSE LST (K)
Error source RMSE Bias RMSE Bias
TES Algorithm 0.001 0.001 0.1 -0.1
Atmospheric correction 0.005 ±0.004 0.4 ± 0.3
3D structure (Test 3, retaining one reflection) 0.005 0.005 0.2 -0.2

Thus, we can conclude that the TES algorithm performs

well over urban areas (excluding some materials such as
metallic roofs), though we have to point out the applicability
and limitations of our study. Although simulations have been
focused on the city of Madrid, the materials and 3D structures
used have been chosen because they are representative of the
majority of European cities. Nevertheless, further work has
to be done to extrapolate our results to urban agglomerations
with different building materials (such as wood or glass) and
density; two extreme examples would be financial centers
with skyscrapers and residential streets with green areas. The
error introduced by the uncertainty of the water vapor content
has to be taken as a reference value, but higher variations
are expected if we study wetter atmosphere environments.
The errors detected because of the effects of the neighboring
facets in a 3D scene are linked to an increment of the down-
welling irradiation at the bottom of the urban canyon, and this
parameter would not change at different spatial resolutions,
so similar results are expected for satellite thermal imagery
at lower resolution. Lastly, we encourage TES users to apply
the algorithm with a εmin-MMD relationship calibrated with
a data base of spectra representative of the surfaces seen by
the sensor, which will improve the retrieval of LST and LSE
parameters.
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