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Sum-Rate Optimization and Performance Analysis of 
Distributed Coding for Sensor Networks: Application to a 

Distributed Product Code

Karine Amis, Yizhi Yin, and Ramesh Pyndiah

Abstract—This paper deals with distributed coding for sensor
networks. We consider energy-and-complexity-constrained sen-
sors that communicate with a distant sink at a relatively low
data rate with the help of a relay with higher-power and better-
processing capabilities. We assume an orthogonal multiple access
to the resources. Sources transmit independently and use simple
short block codes to limit delay and complexity. The relay per-
forms network encoding of the detected codewords and forwards
either partial or complete coded information. The sink jointly
decodes observations coming both from sources and relay to si-
multaneously estimate the information sent by the source nodes.
We first analyse the cooperative scheme from an information the-
oretical point of view in order to determine the resource allocation
strategy between the sources and the relay, which maximizes the
overall network sum-rate. When a single relay is used and the
source-to-relay link is not error-free, occasional detection errors
introduce additional errors at the relay output, which, in turn,
critically affect decoding performance and yield error-floors at
the destination. In the case of a distributed coding scheme based
on product codes, we obtain a closed-form asymptotically-tight
approximation of the error probability under a minimum-distance
decoding of the product code at the destination. The proposed
analysis takes explicitly into account the error propagation at the
relay output and may be extended to other forms of distributed
coding schemes.

Index Terms—Channel capacity, cooperative systems, forward
error correction, relays, sensor network.

I. INTRODUCTION

S
INCE its introduction by van der Meulen in 1971 [1]

and the analysis of its capacity by Cover and El Gamal

in 1979 [2], the relay channel has found a renewed interest

with the emergence of cooperative communications a decade

ago. The generalization of the original (source, relay, destina-

tion) model to more than three nodes is particularly attractive

in the context of sensor networks. Thanks to technological

breakthroughs, sensors with improved capabilities, low cost

and reduced energy consumption can be mass-deployed [3].

The authors are with the Signal and Communications Department, Telecom
Bretagne, 29238 Brest Cedex, France.

Typical applications are remote sensing, smart grid and, more

generally, machine-to-machine communications [4], where a

high number of devices transmit sensory data to a remote

gateway, which, in turn, forwards them to a remote back-end

server. Low-power consumption, small burst transmission and

low latency are key features of machine-to-machine communi-

cations. Neighbouring sensors can be grouped in clusters, with

a cluster head acting as a relay of the information transmitted by

the other sensors. The available throughput [5], the hierarchical

architecture of the sensor network [6], as well as the joint

MAC and physical layers optimization have been and are still

intensively studied.

The cooperative communication principle applied to the

sensor network assumes sensors are grouped into clusters.

Different configurations are available. Either all sensors have

similar computing resources and share the same roles, al-

ternating between source and relay, or some of them have

higher capabilities and are used as relays. In all cases, the

source-to-relay distance is supposed to be small relative to the

source-to-destination distance. The first processing techniques

proposed for the relay were the store-and-forward, the decode-

and-forward and the compress-and-forward techniques [2], [7].

Introduced by [8] in 2000, network coding consists in decoding

information coming from the sources, storing it and combining

it before sending it to the destination. Network coding can be

either random (suitable for wireline networks) or structured

(suitable for wireless networks). It is particularly attractive for

cooperative communications, since the cooperation is carried

out in the relay, and thus does not require any information

exchange between sources, nor any additional power consump-

tion at the sources. Adaptive switching between cooperation

and no cooperation depending on the source-to-destination

channel conditions is also feasible and allows to trade control

information throughput for data information throughput.

In this paper, we consider a sensor network, scheduled with a

perfectly orthogonal division multiple access, where the sensors

are sources and the relays are specific devices with higher

storage, computing and energy resources. Sources use short

forward error correcting codes in order to reduce delays. The

relay demodulates, decodes and stores source codewords as

they come along. After the source transmissions, the relay

jointly encodes the source codewords and transmits partial

or complete codewords to the destination. A distributed, long

concatenated code with high error correction capability then

arises at the destination, and benefits to all sources. This is the
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key idea of this approach. The destination jointly decodes the

data coming from both the sources and the relay to retrieve

the source codewords. Different schemes have already been

proposed based on convolutional turbo codes, low-density par-

ity check codes (LDPC) [9], product codes [10]–[13] or other

forms of concatenation [14].

Of particular interest to such distributed coding schemes are

the determination (and maximization) of the achievable sum-

rate as well as the error rate analysis at the destination under

realistic transmission conditions. Analysis of the achievable

rate for the three-node relay channel was proposed in [2].

Later, [15] defined upper bounds on the achievable rate for a

general network with multiple nodes acting both as transmitters

and receivers, which take into account the resource allocation

among the nodes. The distributed coding scheme studied in this

paper is a particular instance of a multiple access relay channel

(MARC). The MARC is the theoretical model for a network

where multiple sources transmit towards the same destination

with the help of a relay. Bounds on the achievable rate for

the MARC have been introduced in [16] in the particular case

of two sources and later generalized in [14] to an arbitrary

number of sources. Both references considered an orthogonal

access to the resources but, more importantly, assumed blocks

of arbitrary length (infinite-blocklength regime). In this paper,

building upon the results of [15], we extend the analysis of

[16] to an arbitrary number of sources. For continuous-input

MARC with additive white Gaussian noise channels (referred

to as AWGN-MARC in this paper), the resulting upper bound

on the achievable rate is found to coincide with the upper bound

obtained in [14]. Inspired by the finite-blocklength analysis

pionneered in [17] for point-to-point communication channels,

we then introduce an approximate upper bound on the achiev-

able rate for the AWGN-MARC with finite-length codes and

a finite, discrete input alphabet, a scenario which is closer to

practical conditions. The latter upper-bound approximation is

the first major contribution of this paper. It is ultimately used

to find the optimal resource allocation strategy (or equivalently,

the relative amount of redundancy to be sent by the relay) that

maximizes the sum-rate of the sensor network.

In realistic transmission conditions, the source-to-relay chan-

nel is noisy, involving errors at the relay encoding input. Net-

work coding amplifies the relay input errors, thereby causing an

error floor at the destination. Solutions to the error propagation

problem fall into two main classes. The first method, called

threshold-based relaying [18], consists in applying a threshold

on the relay demodulation output, then processing and forward-

ing only reliable decisions. In the second class, referred to as

channel-aware detection at the destination in [19], the relay

processes and forwards all received samples and the destination

exploits full or partial channel state information to manage the

error propagation problem. Maximum-likelihood (ML) detec-

tion can be applied at the receiver considering all error events

[18]–[20]. The prohibitive complexity of such a receiver limits

its practical application to network coding schemes such as in

[18] and [20], without forward error correcting (FEC) code at

the sources and with a small number of sources and relays.

When ML detection is too complex, suboptimal solutions can

be considered. The probability of error at the relay can be

used to weight [21] or threshold [11] information from the

relay. The use of multiple relays [13], [22] can also help to

break the error correlation and thus to enhance the decoding

performance at the receiver. Closed-form, approximations or

bounds on the error probability of network coding schemes

are useful either to switch from a non-cooperation mode to a

cooperation mode or to define the threshold to be applied in

the relay in the case of threshold-relaying-based cooperative

schemes. Analyses of the error probability at the destination

taking into account error events in the relay are available in

[18]–[21] and references therein. In [20], a closed-form bit

error rate approximation is given for M -ary pulse amplitude

modulations (PAM) and M -ary quadrature amplitude modu-

lations (QAM) in the case of a decode-and-forward scheme

involving one source and one relay, without FEC. Reference

[18] proposes to optimize the threshold in a threshold-relaying

cooperative scheme in the case of a two-way relay channel.

Assuming binary pulse shift keying (BPSK) modulation, they

derive a closed-form expression of the bit error rate in the case

of a decode-and-forward protocol as well as approximations in

the case of network coding with or without FEC at the sources.

In [19], a closed-form expression of the error probability is used

to compare different network coding schemes in the case of

BPSK. In [21], analytical upper and lower bounds on the error

probability are obtained by considering a cooperative scheme

with two sources and a relay. The sources use binary linear

codes and the relay applies a modulo-2 addition (XOR) of

the first source estimated codeword with the second source

interleaved estimated codeword. The resulting distributed code

is a turbo-like code and the decoding rule requires weighting

the information coming from the relay. Bounds on the error

probability are obtained and used to numerically optimize the

weight applied to the relay-to-destination output. In this paper,

we analyse the impact of errors occuring in the relay on the

decoding error probability at the destination. In contrast to

previous work, no restrictions are placed on either the number

of sources or the FEC code used in the relay. For the sake of

exposition, the performance analysis is applied to the product

code-based cooperative scheme introduced in [11], assuming

BPSK transmission over frequency-flat fast-fading Rayleigh

channels. The proposed analysis may be however extended

to other forms of distributed concatenated codes and to other

signal sets with appropriate modifications. For the distributed

product code of [11], the complete enumeration of error events

as in [18] and [20] cannot be considered and the decoding rule

used in [21] is too complex for a practical implementation.

We derive a closed-form high-SNR approximation of the error

probability under minimum-distance (MD) decoding of the

product codeword at the destination. This is the second major

contribution of this paper. The analysis shows that the error

probability is dominated by single source codeword error events

at the relay in the high SNR region. Simulations based on

iterative decoding of the distributed product code show that the

proposed closed-form expression is reasonably tight at medium

to high SNR.

The paper is organized as follows. Section II introduces

the notations and the system model. The upper bound on the

achievable sum-rate for the AWGN-MARC is introduced in
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Section III, in the infinite blocklength regime with continuous

input first, and then for finite-length codes with finite, discrete

input alphabet. The corresponding upper bound is used to opti-

mize the resource allocation between the sources and the relay

in order to maximize the overall throughput. Section IV focuses

on the error propagation analysis in the relay and its impact on

the derivation of the error probability at the destination in the

case of frequency-flat fast-fading Rayleigh channels. Section V

deals with simulations for illustration purposes. Section VI

concludes the paper and opens the way for discussion and

perspectives.

II. NOTATIONS AND SYSTEM MODEL

We consider a sensor network consisting of K source nodes

with limited power supply, low complexity and low rate, de-

noted by Sk, grouped within a cluster using a relay denoted

by R, with better processing capabilities. We assume that the

source cluster communicates with a distant destination, denoted

by D, such that the source-to-destination distances are of the

same order, and to simplify the setup, we consider them to be

equal. The source-to-relay distances are also considered to be

equal. The source-to-relay distance is small comparatively to

the source-to-destination distance, and the relay-to-destination

distance is taken as equal to that of the source-to-destination.

We assume an orthogonal multiple access to the resources, so

that each transmission is received without multiple access inter-

ference. The relay cannot transmit and receive simultaneously.

The kth source (respectively the relay) is allocated a fraction

τS,k (respectively τR) of the available resource. {τS,k} and

τR are mutually dependent and satisfy
∑K

k=1 τS,k + τR = 1.

As a consequence, the network has K + 1 transmission nodes.

Sources have the same features and use the same small block

code of dimension kS and length nS (denoted by CS(nS , kS)).
We thus have τS,k = τS and τR = (1−KτS).

In the following, for the sake of simplicity and without

loss of generality, we assume a time domain multiple access.

Let T denote the time duration of a transmission cycle to

the destination. On the time interval [(k − 1)τST, kτST ], the

kth source transmits a real-valued modulated sequence, de-

noted by xS,k associated to a codeword denoted by cS,k =
cS,k(1) · · · cS,k(nS). In order to keep notations simple and

consistent with Section III, we extend the definition of xS,k to

the whole interval [0, T ], imposing xS,k(i) = 0 outside the kth

source transmission interval. The modulated symbols xS,k(i)
in the kth source transmission time slot are assumed to have

unit variance. The overhearing relay stores the corresponding

observation in yR. We ignore the processing time in the relay.

The relay estimates {cS,k} from yR. We denote by {ĉS,k}
the detected codewords. In this paper, the relay is assumed to

apply soft-decision decoding to detect the source codewords.

Soft-decision decoding generates an estimate, which can be a

valid codeword, with correlated errors if erroneous. After the

detection process, the relay jointly encodes the source code-

words. Let r be the number of resulting redundancy bits to be

transmitted to the destination. The relay maps the redundancy

binary sequence to a modulated sequence denoted by xR. As

for xS,k, we extend the definition of xR to the interval [0, T ],

Fig. 1. MARC scheme.

imposing xR(i) = 0 outside the relay transmission interval. We

assume that the variance of modulated symbols xR(i) consid-

ered within the relay transmission interval is equal to 1. The

cooperation lies in the transmission of xR, the result of source

codewords combination, from the relay to the destination, on

the time slot [KτST, T ], ending the transmission process.

We assume non-frequency selective channels. We also con-

sider perfect synchronization (carrier, time). We denote by

dℓq the distance between nodes ℓ and q where (ℓ, q) ∈
{S1, S2, . . . , SK , R,D}. We assume dSR ≪ dSD. On the time

slot [(k − 1)τST, kτST ], the relay receives the noisy kth source

sequence denoted by yR, whose ith component is given by

yR(i) =
hSR(i)

(dSR)
β

2

xS,k(i) + nk(i) (1)

where β stands for the path loss exponent, hSR(i) is a Rayleigh-

distributed random variable satisfying E[(hSR(i))
2]=γSRd

β
SR

and nk(i) is an additive white Gaussian noise sample with zero

mean and unit variance. The average signal to noise ratio on the

source to relay channel is thus equal to γSR. The destination

receives

yD(i) =
hSD(i)

(dSD)
β

2

xS,k(i) + n(i) (2)

in the time slot [(k − 1)τST, kτST ] and

yD(i) =
hRD(i)

(dRD)
β

2

xR(i) + n(i) (3)

on the time interval [KτST, T ]. In (2) and (3), hSD(i) and

hRD(i) are Rayleigh-distributed random variables satisfying

E[(hSD(i))2] = γSDdβSD and E[(hRD(i))2] = γRDdβRD. n(i)
is an additive white Gaussian noise sample with zero mean and

unit variance. The average signal to noise ratio on the source-to-

destination channel (resp. relay-to-destination channel) is thus

equal to γSD (resp. γRD). The resulting MARC scheme is

illustrated in Fig. 1.

Notations: Bold lower-case letters denote vectors and bold

upper-case letters denote matrices. Given a subset S of a set Ω,

the relative complement of S in Ω is denoted by Sc and is de-

fined by S ∩ Sc = ∅ and S ∪ Sc = Ω. The Hamming distance

(respectively weight) is denoted by dH (respectively wH ).
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III. OPTIMAL TRADE-OFF BETWEEN ACHIEVABLE RATE

AND RELAY NETWORK USE PROPORTION

FOR THE AWGN-MARC

We first consider a general real-valued AWGN multiple

access relay channel. In this setting, hSR(i) (resp. hSD(i),

hRD(i)) is constant and equal to

√

γSRd
β
SR (resp.

√

γSRd
β
SD,

√

γRDdβRD). We want to optimize the system throughput as

a function of τS defined above as the network use proportion

per source. As we consider symmetric sources, we denote

the rate per source by RS . We aim at maximizing the sum

rate
∑K

k=1 RS,k = KRS . We apply the theorems of [15] to

derive the rate upper bounds. We first consider the infinite

blocklength regime and then extend our results to the finite

blocklength regime. Ideal, arbitrary long, capacity-achieving

codes are assumed in the first case, whereas optimal (in the

sense of minimum error probability for fixed length and rate

[17]) finite-length codes are considered in the second scenario.

A. Infinite Blocklength Regime

1) Bound on Achievable Rate in the General Case of a Net-

work With Finite States [15]: Let us briefly recall Theorem 2

of [15]. We consider a network consisting of N nodes. The

network nodes can transmit and receive, but not within the

same network use. Given a node k, we denote by xk(i) and

yk(i) the ith transmitted variable and the ith received variable,

respectively. xk(i) depends both on all intended messages from

node k towards the other nodes and on all previous received

variables {yk(0), . . . , yk(i− 1)}. A network state corresponds

to a valid partitioning of the nodes into a subset of transmitting

nodes and a disjoint subset of receiving nodes. Given such a

partitioning, referred to by the network state index ℓ, let S be

the subset of transmitting nodes. Then the relative complement

of S in {1, . . . , N}, denoted by Sc, is the subset of receiving

nodes. We denote by x
(ℓ)
S (resp. y

(ℓ)
S ) the group of transmitted

(resp. received) variables from all nodes of subset S over all

network uses (whose number is assumed to tend to infinity)

corresponding to the network state ℓ. Let L stand for the number

of network states. The sequence of states is fixed and known to

all nodes. Let tℓ stand for the portion of time the network has

been used in state ℓ, assuming the network use number tends to

infinity. Let Rkj denote the rate between nodes k and j.

Theorem [15]: If the information rates {Rkj} are achiev-

able, then there exist some joint probability distributions

{p(x1, x2, . . . , xN |ℓ)}, where ℓ refers to the network state, such

that the sum rate of information transfer between a transmitting

node subset S1 to a disjoint receiving node subset S2 is upper-

bounded by

∑

(k,j)∈S1×S2

Rkj ≤ min
S

L
∑

ℓ=1

tℓI
(

x
(ℓ)
S ; y

(ℓ)
Sc

∣

∣

∣x
(ℓ)
Sc

)

(4)

with S ⊂ {1, 2, . . . , N}, S ∩ S1 = S1, S ∩ S2 = ∅.

2) Application to the AWGN-MARC: We now adapt the

previous theorem to the MARC described in Section II, with the

node set {S1, S2, . . . , SK , R,D}. To derive the upper bounds,

two generic cases have to be considered.

(i) (broadcast channel) In the broadcast channel, only the

K sources can transmit and the relay and destination

receive. Let p be an integer such that 1≤p≤K. We con-

sider S1={Sk1
, . . . , Skp

} with 1≤k1<k2< · · · < kp≤
K and S2={R,D}.

For any S={Sk1
, Sk2

, . . . , Skq
}⊂{S1, S2, . . . , SK},

taking into account the independence between source

sequences, we have
∑

ℓ

tℓI
(

x
(ℓ)
S ; y

(ℓ)
Sc

∣

∣

∣
x
(ℓ)
Sc

)

= qτSI(xS,k; yD, yR). (5)

We consider a degraded relay channel: (xS,1, . . . , xS,k,
. . . , xS,K) → (yR, xR) → yD is a Markov chain. As a

consequence, I(xS,k; yD, yR) = I(xS,k; yR). Applying

(4), we conclude that

pRs ≤ pτSI(xS,k; yR). (6)

(ii) (cooperative multiple access channel) In the cooperative

multiple access channel, the K sources and the relay

transmit towards the destination, which is the single

receiving node. Let p be an integer such that 1≤p≤K.

We consider S1={Sk1
, . . . , Skp

, R} with 1≤k1<k2<
· · · kp≤K and S2={D}.

For any S={Sk1
, . . . , Skq

, R}⊂{S1, . . . , SK , R},

taking into account the independence between source

sequences, we have
∑

ℓ

tℓI
(

x
(ℓ)
S , y

(ℓ)
Sc

∣

∣

∣x
(ℓ)
Sc

)

= qτSI(xS,k; yD)

+ (1−KτS)I(xR; yD). (7)

Applying (4), we conclude that

pRs ≤ pτSI(xS,k; yD) + (1−KτS)I(xR; yD). (8)

Taking into account cases (i) and (ii), we obtain the following

upper bound:

Rs≤min

[

τSI(xS,k; yR),τSI(xS,k; yD)+
(1−KτS)

K
I(xR; yD)

]

.

(9)

We consider independent and identically distributed (i.i.d.)

Gaussian codes [23], proved to be capacity-achieving codes

for many transmission scenarii. Using the mutual information

expression of such Gaussian codes, we upper-bound the source

rate by

Rs ≤ min
[τS
2

log2(1 + γSR),
τS
2

log2(1 + γSD)

+
(1−KτS)

2K
log2(1 + γRD)

]

(10)

where γij denotes the signal to noise ratio between nodes i and j.

The optimal trade-off is thus achieved for (τS/2)(log2(1 +
γSD)−log2(1+γRD))+(1/2K)log2(1+γRD)=(τS/2)(log2(1+
γSR) yielding

τ⋆S =
1

K
min

⎡

⎣1,
log2(1 + γRD)

log2

(

(1+γSR)(1+γRD)
(1+γSD)

)

⎤

⎦ (11)
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where τ⋆S = (1/K) corresponds to the no-cooperation case. Ac-

cording to (11), when the source-to-relay channel is worse than

the source-to-destination channel, that is to say γSR < γSD,

the optimum choice corresponds to the no-cooperation case.

Otherwise, τ⋆S < (1/K) and cooperation is recommended. τ⋆S
decreases as (γSR/γSD) increases, either when the source-

to-relay channel improves or when the source-to-destination

channel deteriorates. If τ⋆S = (1/K), we obtain

R⋆
s =

1

2K
log2(1 + γSD) (12)

which is a well-known result for orthogonal multiple access

such as TDMA, FDMA or CDMA without cooperation. In the

case of cooperation

R⋆
s≤

1

2K

log2(1 + γSR) log2(1 + γRD)

log2(1 + γSR) + log2(1 + γRD)− log2(1 + γSD)
.

(13)

This result is consistent with [14].

B. Approximation for the Finite Blocklength Regime

In the previous subsection, we have considered the maximum

achievable rate without taking into account the target error

probability and assuming that the blocklength is infinite. In

practice, finite-length blocks are used and the maximum achiev-

able rate depends on the blocklength, the target error probability

and the channel characteristics. In [17], the correction to the

channel capacity is established for the finite blocklength regime

as a function of a channel dispersion V , in the case of binary

symmetric channels (BSC), binary erasure channels (BEC),

as well as for AWGN channels with unconstrained inputs. If

C∞ denotes the channel capacity (maximum rate achievable

with vanishing low error probability) in the infinite blocklength

regime, the maximum rate achievable with a length-n block

code and an error probability no larger than pe over a real-

valued AWGN channel with SNR γ is well-approximated

by [17]

Cn,pe,γ ≈ C∞(γ)−

√

V (γ)

n
Q−1(pe) +

log n

2n
(14)

where V (γ) = (γ(γ + 2)/2(γ + 1)2) log2(e) is the AWGN

channel dispersion and Q(.) is the well-known complemen-

tary cumulative density function of a zero-mean unit-variance

Gaussian random variable.

In practice, transmitted symbols belong to a discrete alpha-

bet. To date, computation of the channel dispersion parameter

for discrete-input continuous-output channels remains an open

issue. In the following, for a D-ary input channel alphabet, we

upper bound the channel capacity as follows:

Cn,pe,γ ≤ min

[

log(D), CAWGN
∞ (γ)

−

√

V (γ)

n
Q−1(pe) +

log n

2n

]

. (15)

Let us go back to the MARC sum rate definition in the

finite blocklength regime. In the following, Cn(γ) denotes the

maximum achievable rate for a finite blocklength n with an

average SNR γ. As for the infinite blocklength regime, we have

to consider the broadcast channel and the cooperative multiple

access channel. In the broadcast channel, the K sources trans-

mit mutually independent codewords of length nS towards the

relay and the destination. The upper bound given in (15) can be

used with n = nS . In the cooperative multiple access channel,

the sources and the relay cooperate and we consider a network

encoding distributed among the sources and the relay. Given a

cut set involving ℓ active sources, the network code dimension

is ℓkS and its length is ℓnS + r, where r is fixed and equal to

r = (τR/τS)nS . We assume that the sources and the relay share

the knowledge of the transmitted distributed codeword. For this

particular cut set, the source rate is

τSCnSℓ+r(γSD) +
τR
ℓ
CnSℓ+r(γRD) (16)

with the approximation

Cn(γ) = min

[

log2(D),
1

2
log2(1 + γ)

−

√

V (γ)

n
Q−1(pe) +

log2 n

2n

]

. (17)

We can upper-bound the source rate considering all cut sets

Rs≤ min
0≤ℓ≤K

[

τSCnS
(γSR),τSCnSℓ+r(γSD)+

τR
ℓ
CnSℓ+r(γRD)

]

.

(18)

If γSD = γRD, (18) can be simplified yielding

Rs ≤ min
0≤ℓ≤K

[

τSCnS
(γSR),

ℓτS + τR
ℓ

CnSℓ+r(γSD)

]

= min
0≤ℓ≤K

[

τSCnS
(γSR),

1− (K − ℓ)τS
ℓ

× CnS
τS

(1−(K−ℓ)τS)(γSD)

]

. (19)

We can optimize the elementary source time allocation τS so

as to maximize the network throughput. In Section V-A, we

determine the value r = (τR/τS)nS for which the upper bound

on (19) is maximum in two different settings.

IV. ERROR PROBABILITY ANALYSIS FOR DISTRIBUTED

PRODUCT CODES OVER FREQUENCY-FLAT

FAST-FADING RAYLEIGH CHANNELS

The source-to-relay channel is not always error-free, yielding

errors at the relay encoder input that propagate to its output.

The error probability at the relay encoder output depends on the

SNR and the detection strategy used in the relay. Whatever the

relay decoding strategy, simulations have shown a flattening of

the error rate as the SNR increases [22]. In this section, we aim

at analyzing this phenomenon by establishing the error proba-

bility at the destination under MD-decoding in the presence of

errors on the source-to-relay channel. Without loss of generality

and for the sake of simplicity, we consider γSD = γRD.
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Fig. 2. Distributed coding scheme based on a product code.

A. Product Code-Based Cooperation Strategy

Sources use the same systematic block code CS(nS , kS).
During one cooperative transmission, the kth source trans-

mits a codeword belonging to the alphabet CS . The relay

decodes the corresponding observation and stores the soft-

decided codeword as the kth row of a K × nS matrix. Once

the K noisy source codewords are processed, the relay encodes

the nS columns of the matrix. The relay code, denoted by

CR(nR, kR = K), is systematic and produces length-nR code-

words columnwise. Thanks to the product code properties, the

(nR − kR) last length-nS rows of the resulting matrix in the

relay are codewords belonging to CS . The relay transmits these

(nR − kR) codewords to the destination. Collecting the obser-

vations coming from the sources and the relay, the destination

decodes the equivalent noisy product codeword and thereby

simultaneously estimates the K source messages. The resulting

distributed coding scheme and the notations are illustrated

in Fig. 2.

B. Word Error Probability at the Relay Encoder Output

Let us define αi = (hSR(i))/
√

(dRD)βγSR and p(αi) the

conditional bit error probability on the source-to-relay channel,

given αi. We assume BPSK modulation over a fast fading

Rayleigh channel, with perfect channel state information at the

receiver. αi is a Rayleigh-distributed random variable satisfying

E[α2
i ] = 1. Conditioned on αi, p(αi) is given by

p(αi) =
1

2
erfc

(
√

α2
i

γSR

2

)

. (20)

The relay receives K = kR noisy source codewords, pro-

cesses and stores them rowwise, before columnwise encoding.

Let us denote by m̂ the relay encoder input and by m the

corresponding error-free message. The probability Pr(m̂ �= m)
depends on the relay detection strategy. The components of the

relay encoder input m̂ come from independent channels. We

denote pinr,i = Pr(m̂i �= mi) and we will give its expression

later on. Let us denote by c (respectively ĉ) the codeword

associated to m (respectively m̂). As we consider systematic

block codes, c can be split into the information part m and the

parity check part v. Let BR(w, d) be the number of codewords

of CR of Hamming weight d resulting from the encoding of a

weight-w message. Let dR be the minimum Hamming distance

of CR. The word error probability at the relay output, poutr , can

be written as follows:

poutr =

nR
∑

d=dR

kR
∑

w=1

Pr (dH(c, ĉ) = d, dH(m, m̂) = w)

=

nR
∑

d=dR

kR
∑

w=1

Pr (dH(c, ĉ) = d|dH(m, m̂) = w)

× Pr (dH(m, m̂) = w) . (21)

As the considered block code is linear, Pr(dH(c, ĉ) =
d|dH(m, m̂) = w) = Pr(wH(c⊕ ĉ)= d|wH(m⊕ m̂) = w)
where wH denotes the Hamming weight. We can thus write

Pr (dH(c, ĉ) = d|dH(m, m̂) = w) =
BR(w, d)

∑nR

s=dR
BR(w, s)

(22)

where
∑nR

s=dR
BR(w, s) is the number of codewords obtained

by encoding weight-w messages.

As the source codewords are independent and the

source transmissions are orthogonal, the relay detection re-

sults are independent. It follows that Pr(dH(m, m̂) = w) =
(

kR

w

)

Πw
j=1p

in
r,jΠ

kR

j=w+1(1− pinr,j), where we assume, without

any loss of generality, that the w errors are located in the first

positions. Equation (21) can thus be rewritten as

poutr =

nR
∑

d=dR

kR
∑

w=1

(

kR
w

)

BR(w, d)
∑nR

s=dR
BR(w, s)

×Πw
j=1p

in
r,jΠ

kR

j=w+1(1− pinr,j). (23)

With soft-decision decoding at the relay, denoting by AS(d)
the number of codewords of CS of Hamming weight d

pinr,i ≤
nS
∑

d=dS

AS(d)
d

2nS

erfc

⎛

⎜

⎝

√

√

√

√

√

⎛

⎝

d
∑

j=1

α2
j

⎞

⎠

γSR

2

⎞

⎟

⎠
. (24)

The average word error probability at the relay encoder output

is given by

p̄outr =

nR
∑

d=dR

kR
∑

w=1

(

kR
w

)

BR(w, d)
∑nR

s=dR
BR(w, s)

(

p̄inr
)w(

1−p̄inr
)kR−w

(25)

with

p̄inr,i ≤
nS
∑

d=dS

AS(d)
d

nS

[

1

2
(1− μSR)

]d

×
d−1
∑

ℓ=0

(

d− 1 + ℓ

ℓ

)[

1

2
(1 + μSR)

]ℓ

(26)

where we have used the mathematical expectation of (1/2)

erfc(
√

(
∑d

j=1 α
2
j )(γSR/2)) available in Chapter 14 of [24].

The average word error probability at the relay decoder output

is given by (25) with p̄inr,i replaced by its expression in (26).
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C. Word Error Probability Under Soft-Decision Decoding at

the Destination Assuming Soft-Decision Decoding in the Relay

The relay stores the soft-decision decoded source codewords

in a K×nS matrix. We denote by MR=MS⊕E the resulting

matrix, where MS corresponds to the K source codewords

stacked rowwise and E is the error matrix. We denote by

CS (respectively CR) the product codeword associated to MS

(respectively MR). Let Ĉ be the product codeword estimated

by the decoder at the destination. We aim to compute the word

error probability under MD-decoding at the destination. It is

defined as

PW = Pr(Ĉ �= CS) (27)

= Pr(Ĉ �= CS |CS) (28)

which is justified by the fact that the product code is linear and

all codewords are uniformly distributed. An error event occurs

in the relay when the soft-decision decoder makes a wrong

decision. By considering the relay error events, we can rewrite

the pairwise error probability

Pr(Ĉ �= CS |CS) = Pr
(

Ĉ �= CS , wH(E) = 0|CS

)

+Pr
(

Ĉ �= CS , wH(E) > 0|CS

)

. (29)

The first term in (29) (error-free soft-decision decoding at the

relay) can be also expressed as

Pr
(

Ĉ �= CS , wH(E) = 0|CS

)

= Pr
(

Ĉ �= CS |CS , wH(E) = 0
)

Pr (wH(E) = 0) . (30)

Pr(Ĉ �=CS |CS , wH(E)=0) corresponds to the error proba-

bility at the soft-decision decoder output at the destination for

an error-free source-to-relay channel. For a product code under

MD-decoding, it may be upper-bounded by the classical union

bound

Pr
(

Ĉ �= CS |CS , wH(E) = 0
)

≤
nR×nS
∑

d=dP

AP (d)E

⎡

⎣

1

2
erfc

⎛

⎝

√

√

√

√

d
∑

i=1

α2
i

γSD

2

⎞

⎠

⎤

⎦

=

nR×nS
∑

d=dP

AP (d)

[

(1− μSD)

2

]d d−1
∑

ℓ=0

(

d− 1 + ℓ

ℓ

)

×

[

(1 + μSD)

2

]ℓ

(31)

with μSD=
√

(γSD/2+γSD), {αi} mutually independent and

Rayleigh-distributed random variables satisfying E[α2
i ] = 1,

AP (d) the number of product codewords of weight d and dP
the minimum Hamming distance of the product code. dP is

equal to dS × dR. An asymptotically tight approximation for

high SNR values is

Pr
(

Ĉ �= CS |CS , wH(E) = 0
)

≈ AP (dP )

[

(1− μSD)

2

]dP

×
dP−1
∑

l=0

(

dP − 1 + l

l

)[

(1 + μSD)

2

]l

. (32)

An error event in the relay occurs when at least one source

codeword estimate differs from the true codeword. The comple-

ment of an error event occurs when each source codeword es-

timate coincides with the true codeword. The probability of no

error at the relay soft-decision decoder output is thus given by

Pr (wH(E) = 0) =ΠK
k=1 Pr(ĉk = ck)

= (1− Pr(ĉk �= ck))
K

=

(

1−
nS
∑

d=dS

AS(d)ǫ(d, μSR)

)K

(33)

with

ǫ(d, μSR)=

[

1−μSR

2

]d d−1
∑

ℓ=0

(

d−1+ℓ

ℓ

)[

1+μSR

2

]ℓ

. (34)

Let us now consider an error event in the relay to calculate

the second term in (29). Let CP stand for the set of product

codewords. The probability that the relay transmits at least

one wrong codeword and that the soft-decision decoder at

the destination delivers at least one source codeword estimate

different from the true codeword is obtained by enumerating

all product codewords different from the reference product

codeword CS

Pr
(

Ĉ �= CS , wH(E) > 0|CS

)

=
∑

C∈CP
C�=CS

Pr
(

Ĉ = C, wH(E) > 0|CS

)

. (35)

In [18]–[20], the ML decoder at the destination enumerates

all error events. The product code-based cooperative scheme

cannot use such a receiver at the destination because its com-

plexity is by far too high. We consider instead a suboptimal soft-

decision MD-decoder which minimizes the Euclidean distance

between the observation and codewords of CP . It does not take

into account the error events in the relay. We denote by dE(C)
the Euclidean distance between the observation and the code-

word C. Using the well-known union bound (which is asymp-

totically tight), we can upper bound Pr(Ĉ �= CS , wH(E) >
0|CS) by upper bounding the pairwise error probabilities

Pr
(

Ĉ �= CS , wH(E) > 0|CS

)

≤
∑

C∈CP
C�=CS

Pr (dE(C) < dE(CS), wH(E) > 0|CS) . (36)

Let us now consider an error event at the relay output. After

soft-decision decoding in the relay, the error matrix consists of

K codewords of length nS . Assuming a high-enough SNR on

the source-relay channel, the dominant error event at the relay

soft decoder output corresponds to the configuration with only

one erroneous estimated source codeword (MR and MS have

all rows identical except one). Due to the product code proper-

ties, a single error columnwise in the information part yields an

odd number of errors in the parity check part, lower-bounded by
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dR − 1 and upper-bounded by nR − kR (we consider extended

codes, Hamming weights are thus even). Denoting by E the

subset of matrices E having only one row different from the

zero vector, we can go further into the approximation

Pr
(

Ĉ �=CS , wH(E)>0|CS

)

≈Pr
(

Ĉ �=CS ,E∈E|CS

)

. (37)

Let Ew stand for the subset of error patterns E in E satisfying

wH(E) = w. Considering all subsets Ew yields

Pr(Ĉ �= CS ,E ∈ E|CS)

=

nS
∑

w=dS

Pr(E ∈ Ew)
∑

E∈Ew

Pr(Ĉ �= CS |CS ,E). (38)

For high SNR values, when the decoder fails, the estimated

codeword is either CR the product codeword generated in the

relay or a product codeword located at minimum Hamming

distance from both CS and CR. Given E and CS , CR is

perfectly known and we define CD
CS ,CR

the subset of codewords

C of CP satisfying dH(C,CS) = dH(C,CR) = dP . From this

analysis, we approximate the probability that the soft-decision

decoder at the destination decides in favor of a codeword

Ĉ �= CS given an error pattern E in the relay by

Pr(Ĉ �= CS |CS ,E)

≈

⎡

⎢

⎣
Pr(Ĉ=CR|CS ,CR)+

∑

C∈CD
CS,CR

Pr(Ĉ=C|CS ,CR)

⎤

⎥

⎦
.

(39)

The error event probability is given by

Pr(E ∈ Ew) = PS
e (w)

(

1−
nS
∑

w′=dS

PS
e (w′)

)K−1

(40)

where PS
e (w) is defined as the probability that a single row of

the error matrix E in the relay differs from the zero vector and

has a weight w �= 0. Using the weight enumerating function of

the source code CS , we determine PS
e (w)

PS
e (w)=AS(w)

[

1−μSR

2

]w w−1
∑

ℓ=0

(

w−1+ℓ

ℓ

)[

1+μSR

2

]ℓ

. (41)

Let us denote by VS (respectively VR) the relay-generated

parity check matrix associated to CS (respectively to CR). We

now consider the set defined as {CR∈CP : dsrH =wd,E∈Ew}.

It assumes that only one row in the matrix MR be erroneous,

which produces a parity check matrix VR with at least d− 1
erroneous rows with error patterns identical to the one in

MR. Thanks to the product code properties, whatever the error

pattern of the erroneous row in MR, the error pattern (rowwise)

will be the same in VR. So the cardinal of {CR ∈ CP : dsrH =
wd,E ∈ Ew)} is the number of codewords of CR of weight d
generated by the encoding of messages of weight 1. We can

thus write

|{CR ∈ CP : dsrH = wd,E ∈ Ew}| = BR(1, d). (42)

To complete the derivation of (39), Pr(Ĉ = C|CS ,CR),
with C �= CS , has to be computed. We assume that dH(CS ,
CR) = d and wH(E) = w. We deduce that dH(VS ,VR) =
d− w. Let C be a codeword of CP different from CS . We

denote M (respectively V) the matrix obtained by stacking the

K first (respectively nR −K last) rows of C. We can upper

bound Pr(Ĉ = C|CS ,CR) by

Pr(Ĉ=C|CS ,CR)≤Pr (dE(C)<dE(CS)|CS ,CR) . (43)

Let us define Is = {1, . . . ,K}, Ir = {K + 1, . . . , nR} and

J = {1, . . . , nS}. Given C, CS and CR, we define three index

subsets:

— AM ={(i, j) ∈ Is × J : M(i, j) �= MS(i, j)}, the sub-

set of positions where M and MS differ,

— A1 = {(i, j) ∈ Ir × J : V (i, j) �=VS(i, j), VR(i, j) �=
VS(i, j)}, the subset of positions where V differs from

VS but coincides with VR,

— A2 = {(i, j) ∈ Ir × J : V (i, j) �= VS(i, j), VR(i, j) =
VS(i, j)}, the subset of positions where V differs both

from VS and VR.

Introducing aM , a1 and a2 the respective cardinalities of AM ,

A1 and A2, we can observe that aM + a1 + a2 = dH(C,CS).
We introduce the random variable Φq,ℓ defined as

Φq,ℓ =

(

∑ℓ
i=q+1 α

2
i −
∑q

i=1 α
2
i

)

√

∑ℓ
i=1 α

2
i

(44)

where {αi}1≤i≤ℓ are i.i.d Rayleigh-distributed random vari-

ables satisfying E[α2
i ] = 1. The second term in (43) is then

given by (see Appendix for demonstration)

Pr (dE(C) < dE(CS)|CS ,CR))

= E

[

1

2
erfc

(

Φa1,dH(C,CS)

√

γSD

2

)]

. (45)

This expression applies for any cooperative scheme that uses

network coding in the relay. It shows that the error probability

under MD-decoding depends both on the weight of the error

on the source information and the weight of the error on the

redundancy added in the relay. Given ℓ, the expectation of Φq,ℓ

decreases as q increases from 1 to ℓ− 1 (1 ≤ a1 < dH(C,CS)
and aM ≥ 1 as C �= CS). As the function erfc is monoton-

ically decreasing, the probability given in (45) is maximum

for a1 maximum. The maximum value for a1 is obtained for

a minimum value of a2. The minimum value of a2 is zero,

corresponding to an empty set A2, that is to say when the

decoded codeword coincides with CR. In this case, (45) equals

Pr (dE(CR) < dE(CS)|CS ,CR))

= E

[

1

2
erfc

(

Φd−w,d

√

γSD

2

)]

. (46)

For high-SNR source-relay channel, when the relay soft de-

coder fails, we can consider that the erroneous codeword is

located at Hamming distance dS from the source codeword,

yielding w = dS . In conclusion, the word error probability in
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Fig. 3. Optimal redundancy size in the case of K = 4 sources transmitting
codewords of length nS = 8 on the AWGN-MARC. γSD = γRD , ∆ =

10 log10

(

γSR

γSD

)

. Target bit error probability is 10−6.

the presence of soft-decision decoding errors in the relay is well

approximated at high SNR by

Pr(Ĉ �= CS ,E ∈ E|CS)

≈PS
e (dS)

(

1−
nS
∑

w′=dS

PS
e (w′)

)K−1
∑

dR≤d≤nR−kR
d even

BR(1, d)

×

⎡

⎣E

[

1

2
erfc

(

ΦdS(d−1),dSd

√

γSD

2

)]

+
∑

C∈CD
CS,CR

E

[

1

2
erfc

(

Φa1,dP

√

γSD

2

)]

⎤

⎦. (47)

In summary, a closed-form high-SNR approximation of the

error probability under MD-decoding at the destination and

assuming soft-decision decoding in the relay is obtained by

combining (29), (32), (33), (37), and (47).

V. SIMULATION RESULTS

A. AWGN-MARC Achievable Rate Upper-Bound in the

Finite-Blocklength Regime

In Figs. 3 and 4 (resp. Figs. 5 and 6), we have plotted the

optimal redundancy length defined by r(τR) = (τR/τS)nS as

well as the upper bound on the achievable rate per source Rs

for different values of ∆ = 10 log10

(

γSR

γSD

)

, assuming γSD =

γRD and K = 8 (resp. K = 26) sources transmitting code-

words of length ns = 8 (resp. ns = 64). Thus, for a given value

of (∆, γSD), there is no point in increasing the redundancy

length beyond the value given by the curve. In both cases,

when ∆ is equal to 0 dB, that is to say when the source-

relay channel is as noisy as the source-destination channel,

cooperation is not recommended. For a given strictly positive

value of ∆, we observe an SNR threshold depending on ∆
above which the redundancy length becomes different from

Fig. 4. Optimal rate upper-bound in the case of K = 4 sources transmitting
codewords of length nS = 8 on the AWGN-MARC. γSD = γRD , ∆ =

10 log10

(

γSR

γSD

)

. Target bit error probability is 10−6.

Fig. 5. Optimal redundancy size in the case of K = 26 sources transmitting
codewords of length nS = 64 on the AWGN-MARC. γSD = γRD , ∆ =

10 log10

(

γSR

γSD

)

. Target bit error probability is 10−6.

Fig. 6. Optimal rate upper-bound in the case of K = 26 sources transmitting
codewords of length nS = 64 on the AWGN-MARC. γSD = γRD , ∆ =

10 log10

(

γSR

γSD

)

. Target bit error probability is 10−6.
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Fig. 7. Simulated bit error rate for K = 26 sources transmitting extended
BCH(64,51) codewords on the AWGN-MARC. Relay code: extended BCH
code (32,26), BPSK. ∆ = 5 dB.

zero. Indeed (14) is an approximation and may be negative,

whereas a capacity value is always positive. In that case the

approximation is arbitrarily forced to zero. We can observe

that this SNR threshold decreases when ∆ increases. In the

case of K = 4 (Fig. 3), the redundancy length is a monotone

decreasing function of γSD. As γSD increases, the source-

destination link becomes more reliable, and less redundancy is

required to ensure the transmission quality, which contributes to

a higher data rate (see Fig. 4). The maximum data rate achieved

on the γSD range increases with ∆. When γSD increases, all

curves converge to and achieve the same upper bound (which

corresponds to an error-free source-relay channel). In the case

of K = 26 (Figs. 5 and 6), the behavior is slightly different. We

observe three zones defined beyond the SNR threshold defined

above. In the first zone (lower values of γSD), the optimal value

of r decreases with γSD. In the second zone (medium values of

γSD), r⋆ increases with γSD. In the third zone (higher values

of γSD), r⋆ decreases going to zero with γSD. The first zone

gets wider as ∆ decreases (we observe the same shape as for

K = 4). In that zone the maximum rate is determined by the

source-relay channel and is equal to τSCnS
(γSR) [cf. (19)].

As r is inversely proportional to τS and as the rate increases

with τS , r is a decreasing function of γSD. The second zone

corresponds to the diversity zone: the destination exploits the

coding diversity achieved thanks to the cooperation through

joint decoding of the noisy source codewords. The third zone is

the data rate increase zone. As the SNR becomes high enough

to ensure correct source-destination transmission, the required

relay-generated redundancy can be reduced. As for K = 4,

when γSD increases, all curves converge to and achieve the

same upper bound (error-free source-relay channel).

To evaluate the tightness of the proposed upper bound on

the achievable rate for the AWGN-MARC, we have plotted in

Fig. 7 the bit error rate obtained with 26 sources transmitting

extended BCH(64,51) codewords on the AWGN-MARC. The

relay uses the extended BCH code (32,26) and ∆ = 5 dB. We

have reported the performance in Fig. 8 to compare with the

Fig. 8. Comparison of the upper bound on the achievable rate with the prac-
tical redundancy size for K = 26 sources transmitting extended BCH(64,51)
codewords on the AWGN-MARC. Relay code: extended BCH code (32,26),
BPSK. ∆ = 5 dB.

rate predicted with the upper bound (19) as the achievable rate.

The practical redundancy size is 12.7% (56 bits) less than that

given in Fig. 5 and the average SNR required to achieve a BER

of 10−6 is around 1.3 dB away from the SNR given by the rate

upper bound in Fig. 6. For ∆ = 5 dB and γSD = 3.85 dB, the

bit error rate at the relay encoder output is around 10−7, that is

to say the source-to-relay channel can be considered error-free

and soft-decision decoding at the destination achieves optimal

performance. We can thus conclude that the proposed upper

bound is suitable for the selection of the redundancy in the relay

as a function of γSD and γSR.

B. Theoretical Upper Bound Approximation in the Case of

K = 4 Sources Assuming Independent Fast Fading

Rayleigh Channels

In this subsection, our aim is to validate the upper bound

approximation of the word error probability at the destination,

which enables to analyse the decoder behavior: at low SNR

values, the BER is determined by the conditional error probabil-

ity given an error-free source-relay channel case (usual product

code performance upper bound), whereas at high SNR values,

it is limited by the conditional error probability given an er-

roneous source-relay channel. This approximation results from

the fact that the most probable error event at the soft decoder

output in the relay consists of a single erroneous row (i.e., only

one wrong source codeword) and that the erroneous decoded

codeword is either the product codeword generated by the relay

(after erroneous soft decoding) or a product codeword located at

minimum Hamming distance from the source-equivalent prod-

uct codeword and the relay-generated product codeword. The

weight enumerators of both the product code and its component

codes are required to compute the upper bound and are not

available in most cases. That is why we consider the extended

Hamming code (8,4) for both the source code and relay code.

In this case it is easy to obtain all parameters required for the

computation of the error probability approximation.
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Fig. 9. Theoretical upper bound approximations and simulated frame error
rates for K = 8 sources transmitting extended Hamming codewords on a
MARC with frequency-flat and fast Rayleigh fading channel. Relay code:
extended Hamming code (8,4), BPSK. ∆ ∈ {6, 10, 100} dB.

We assume that K = 4 sources transmit independent code-

words from the extended Hamming (8,4) code. The relay itself

applies the same code columnwise: nR = 8. We consider in-

dependent fast-fading Rayleigh channels and different values

of ∆ = γSR

γSD
. The extended Hamming (8,4) code weight enu-

merator is A(d) = 1 + 14d4 + d8 and its input-output weight

enumerator is B(w, d) = 1 + (4w + 6w2 + 4w3)d4 + w4d8.

In the evaluation of the second term in (39), we restrict

ourselves to error events with only one erroneous row that

generate codewords CR located at the minimum Hamming

distance from the source product codeword CS . As codes are

linear, it is tantamount to considering all product codewords of

weight dP = 16 and given one, we have to identify among all

minimum Hamming weight product codewords (196 in all), the

codewords C located at minimum Hamming distance from it

to evaluate a1. An exhaustive search shows that given such a

codeword CR, the histogram of a1 does not depend on CR.

Denoting by Na1
the number of studied codewords C, we

obtain that Na1
= 6, 12, 6 for a1 = 4, 6, 8 respectively. In

Fig. 9, we have plotted the simulated frame error rates and the

theoretical upper bound approximations for ∆ ∈ {6, 10, 100}
dB. The simulated frame error rate is obtained with the turbo

decoding algorithm described in [11]. We can observe that cor-

responding curves are very close, showing the accuracy of the

upper bound approximation. The upper bound approximation

coincides with the conditional error probability given an error-

free relay decoder output in the low SNR region and with the

conditional error probability given an erroneous relay decoding

in the high SNR region. This analysis clearly demonstrates that

the source-relay channel is the bottleneck of the cooperation

scheme based on distributed coding.

VI. CONCLUSION

In this paper, we have studied a cooperation scheme for

sensor networks based on distributed coding for the MARC.

The considered scheme involves the transmission of short code-

words from the sources and also from the relay, that ultimately

form an overall, powerful concatenated code at the destina-

tion. We have obtained an approximate upper-bound on the

maximum achievable throughput for the AWGN-MARC under

practical assumptions, namely the use of finite-length codes

with non-vanishing error probabilities (and thus an erroneous

source-relay channel), with discrete, finite signal constellations.

The proposed upper bound has been used to optimize the

relative amount of redundancy to be sent by the relay for

cooperation. Our analysis shows in particular that cooperation

is useless when the SNR is too low. At low to medium SNRs,

there are two adjacent zones. In the first zone, the source-relay

channel is the weakest link and determines the network achiev-

able rate: the redundancy length is a decreasing function of the

SNR on the source-destination channel. In the second zone,

the source-relay channel is reliable enough and cooperation

provides diversity that enhances the overall network quality. In

the high SNR region, the source-destination channel conditions

get better and the required relay redundancy decreases, thus im-

proving the network throughput. The maximum required relay

redundancy also depends on the difference of SNR between the

source-relay and source-destination channels: it is all the more

important as the difference is large.

Considering a distributed coding scheme based on product

codes, we have then analysed the frame error rate at the

destination, assuming soft-decision decoding in the relay and

taking explicitly into account occasional error events at the

relay output. We have proposed an approximation for the word

error probability upper bound. The reasoning applied in this

paper to derive the upper bound and its approximation can

be extended to other distributed coding cooperative schemes.

Simulations on an independent fast fading Rayleigh channel

have shown that the achieved word error rate is close to the

proposed upper-bound approximation. For low SNR values

the network performance is determined by the product code

performance, whereas for high SNR values it is dominated by

error events at the relay output.

Both analyses (network throughput, error probability) yield

the same fundamental conclusion: the source-relay channel

is the bottleneck of such a cooperation scheme. Several ap-

proaches may be considered to cope with this issue. Improving

the detection in the relay or exploiting diversity through the use

of multiple antennas at the relay, or multiple relays, is a pos-

sible area of improvement. Another attractive approach is the

definition of cooperation-aware protocols, enabling encoding

of error-free detected source codewords only, which requires

an additional CRC.

APPENDIX

We reshape yD by cutting it up into length-nS packets and

stacking the resulting packets rowwise in a matrix denoted by

YD. Its K first rows correspond to the source codewords and

its last (nR −K) last rows correspond to the relay-generated

codewords. Denoting by i (respectively j) the row (respectively

column) index, the components can be written as follows:

YD(i, j)=αSD(i, j) (2MS(i, j)−1)+N(i, j), i∈Is (48)

YD(i, j)=αRD(i, j) (2VR(i, j)−1)+N(i, j), i ∈ Ir (49)
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where {N(i, j)} are i.i.d. AWGN samples with zero mean and

unit variance, whereas {αSD(i, j)} as well as {αRD(i, j)} are

i.i.d. Rayleigh random variables satisfying E[|αSD(i, j)|2] =
γSD and E[|αRD(i, j)|2] = γRD. The Euclidean distances have

the following expressions:

dE(CS) =
∑

i∈Is∪Ir
j∈J

|N(i, j)|2

+ 4
∑

i∈Ir
j∈J

α2
RD(i, j) (VS(i, j)− VR(i, j))

2

− 4
∑

i∈Ir
j∈J

αRD(i, j) (VS(i, j)− VR(i, j))N(i, j)

(50)

dE(C) =
∑

i∈Is∪Ir
j∈J

|N(i, j)|2

+ 4
∑

i∈Is
j∈J

α2
SD(i, j) (M(i, j)−MS(i, j))

2

− 4
∑

i∈Is
j∈J

αSD(i, j) (M(i, j)−MS(i, j))N(i, j)

+ 4
∑

i∈Ir
j∈J

α2
RD(i, j) (V (i, j)− VR(i, j))

2

− 4
∑

i∈Ir
j∈J

αRD(i, j) (V (i, j)− VR(i, j))N(i, j).

(51)

The assumption dE(CS) > dE(C) is thus equivalent to

z<
∑

(i,j)∈A1

α2
RD(i, j)−

∑

(i,j)∈A2

α2
RD(i, j)−

∑

(i,j)∈AM

α2
SD(i, j)

(52)

with AM , A1, and A2 defined in Section IV-C and z a zero

mean Gaussian random variable equal to

z =
∑

(i,j)∈AM

αSD(i, j) (MS(i, j)−M(i, j))N(i, j)

+
∑

(i,j)∈A1∪A2

αRD(i, j) (VS(i, j)− V (i, j))N(i, j). (53)

One can easily prove that the conditional variance of z given

{CS ,CR,C} is equal to

σ2
z|CS ,CR,C=

⎛

⎝

∑

(i,j)∈AM

α2
SD(i, j)+

∑

(i,j)∈A1∪A2

α2
RD(i, j)

⎞

⎠ .

(54)

Considering γSD = γRD, we obtain that

Pr (dE(C) < dE(CS)|CS ,CR))

= Pr(z < Ψ|CS ,CR,C)

= E

[

1

2
erfc

(

Φa1,dH(C,CS)

√

γSD

2

)]

(55)

where Ψ is the random variable defined by

Ψ=
∑

(i,j)∈A1

α2
RD(i, j)−

∑

(i,j)∈AM

α2
SD(i, j)−

∑

(i,j)∈A2

α2
RD(i, j)

(56)

and Φq,ℓ is the random variable defined by

Φq,ℓ =

(

∑ℓ
i=q+1 α

2
i −
∑q

i=1 α
2
i

)

√

∑ℓ
i=1 α

2
i

(57)

with {αi}1≤i≤ℓ i.i.d Rayleigh-distributed random variables

satisfying E[α2
i ] = 1 .
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