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Abstract 
We improve in this paper an algorithm that tackles the user’s 
content dynamicity by modeling the CRS as a contextual bandit 
algorithm. We have including a situation clustering algorithm to 
improve the precision of the CRS. The algorithm combines k-
mean and the ant clustering approaches. The experimental 
results reveal the performance of our proposed algorithm.  

Introdution 
H.3.3 [Information Search and Retrieval]: information filter-
ing, Selection process, Relevance feedback.  

 General Terms 
Algorithms 

Keywords 
Recommender system; context-aware; machine learning; explo-
ration/exploitation dilemma;k-mean Clustering; Ant Clustering. 

1. INTRODUCTION  
An amount of research has been done in recommending inter-
esting content for mobile users. Earlier techniques  in Context-
Aware Recommender Systems (CRS) [6, 13, 5, 12, 24] are 
based solely on the computational behavior of the user to model 
his interests regarding his surrounding environment like loca-
tion, time and near people (the user’s situation). The main limi-
tation of such approaches is that they do not take into account 
the dynamicity of the user’s content.  
Few works found in the literature [1, 2, 3] solve this problem by 
addressing it as a need for balancing exploration and exploita-
tion studied in the “bandit algorithm” [21]. 

The authors on [1, 2, 3] describe a smart way to balance explo-
ration and exploitation in the field of CRS. However, only [3]  
considers the user’s situation clustering for recommendation. 

In this setting, we propose to improve the clustering algorithm 
used in [3] by considering ant clustering.  

The rest of the paper is organized as follows. Section 2 reviews 
some related works. Section 3 presents the user’s model of our 
CRS. Section 4 describes the algorithms involved in the pro-
posed approach. The experimental evaluation is illustrated in  

 

 

 

Section 5. The last section concludes the paper and points out 
possible directions for future work. 

2.  RELATED WORKS  
We review in the following recent relevant recommendation 
techniques that tackle the two issues mentioned above, namely: 
following the evolution of the user’s contents using bandit 
algorithm and considering the user’s situation on recommender 
system.  

2.1 Clustering Overview  
The clustering is one of the must machine learning approaches 
used to group information. 

Different clustering algorithms exist and two of them are the 
most used.    

The ant based algorithm provides acceptable clusters of data 
without any knowledge of the initial clusters [14], and the K-
means algorithm is more efficient for large datasets but it re-
quires good initialization. These initial values are provided by 
the ant based algorithm [8] and keep reassigning the data ob-
jects in the dataset to cluster centroids based on the similarity 
between the data object and the cluster centroid. 

We use an hybrid ant approach called antkmean-ε-greedy that 
includes two modules, the ant module and the K-means module. 
Using this approach, we try to improve the precision of the 
CRS.   

The two features cited above are not considered in the surveyed 
approaches as far as we know. 

In what follows, we define briefly the structure of the user’s 
model and the methods for inferring the recommendation situa-
tions. Then, we explain how to manage the explora-
tion/exploitation strategy, according to the current situation. 

3. Key Notion 
The user’s model is structured as a case base, which is com-
posed of a set of situations with their corresponding user’s 
preferences, denoted U = {(Si; UPi)}, where Si is a user’s situa-
tion (Section 3.2.1) and UPi

 its corresponding user’s prefer-
ences (Section 3.1). 

3.1 The User’s Preferences  
The user’s preferences are contextual and might depend on 
many factors, like the location or the current task within an 
activity. Thus, they are associated to the user’s situation and the 
user’s activity. Preferences are deduced during the user’s navi-



gation activities. A navigation activity expresses the following 
sequence of events: (i) the user’s logs in the system and navi-
gates across documents to get the desired information; (ii) the 
user expresses his/her preferences about the visited documents. 
We assume that a visited document is relevant, and thus be-
longs to the user’s preferences, if there are some observable 
user’s behaviors through two types of preference:  

- The direct preference: the user expresses his/her interest in the 
document by inserting a rate, like for example putting starts 
(“*”) at the top of the document.  
- The indirect preference: it is the information that we extract 
from the user’s system interaction, for example the number of 
clicks on the visited documents or the time spent on a docu-
ment. 

Let UP be the preferences submitted by a specific user in the 
system at a given situation. Each document in UP is represented 
as a single vector d=(c1,...,cn), where ci (i=1, .., n) is the value 
of a component characterizing the preferences of d. We consid-
er the following components: the total number of clicks on d, 
the total time spent reading d, the number of times d was rec-
ommended, and the direct preference rate on d.  

3.2 Context Model 
A user’s context C is a multi-ontology representation where 
each ontology corresponds to a context dimension C=(OLocation, 
OTime, OSocial). Each dimension models and manages a context 
information type. We focus on these three dimensions since 
they cover all needed information. These ontologies are de-
scribed in [1] and are not developed in this paper. 

3.2.1 Situation Model 
A situation is a projection on one or several user’s context 
dimensions. In other words, we consider a situation as a triple s 
= (OLocation.xi, OTime.xj, OSocial.xk) where xi, xj and xk are ontolo-
gy concepts or instances. Suppose the following data are sensed 
from the user’s mobile phone: the GPS shows the latitude and 
longitude of a point "48.8925349, 2.2367939"; the local time is 
"Mon May 3 12:10:00 2012" and the calendar states "meeting 
with Paul Gerard". The corresponding situation is:  

S=(OLocation,"48.89,2.23", 
OTime."Mon_May_3_12:10:00_2012", OSocial. "Paul_Gerard").  

To build a more abstracted situation, we interpret the user’s 
behavior from this low-level multimodal sensor data using 
ontologies reasoning means. For example, from S, we obtain the 
following situation: 

MeetingAtRestaurant=(OLocation.Restaurant, OTime.Work_day,  
OSocial.Financial_client).  

For simplification reasons, we adopt in the rest of the paper the 
following notation:   

S = (xi, xj, xk). The previous example situation became thus: 

MeetingAtRestarant=(Restaurant, Work_day, Finan-
cial_client).  

Among the set of captured situations, some of them are charac-
terized as high-level critical situations.  

3.3 The proposed CRS ( antkmean-ε-
greedy) 
Formally, our contextual-bandit algorithm proceeds in discrete 
trials t = 1…T. For each trial t, the algorithm performs the fol-
lowing tasks:  

Task 1: Let St
 be the current user’s situation, and PS  the set of 

past situations. The system compares St with the situations in 
PS in order to choose the most similar Sp using the Retrieve-
Case() method  [1, 2, 3] 

Task 2: Let D be the document collection and Dp D the set of 
documents recommended in situation Sp. After retrieving Sp

, the 
system observes the user’s behavior when reading each docu-
ment di Dp. Based on observed rewards, the algorithm choos-
es the document dp with the greater reward rp using the Recom-
mendDocuments() method [1, 2, 3]  

Task 3: The algorithm improves its document-selection strategy 
with the new observation (dp, rt). The updating of the case base 
is done using the Auto_improvement() method (Section 4), to 
accelerate the situation similarity computing this method in-
cludes a situation clustering algorithm.   

Our goal is to design the bandit algorithm so that the expected 
total reward is maximized.  

In the field of document recommendation, when a document is 
presented to the user and this one selects it by a click, a reward 
of 1 is incurred; otherwise, the reward is 0. With this definition 
of reward, the expected reward of a document is precisely its 
Click Through Rate (CTR). The CTR is the average number of 
clicks on a recommended document, computed dividing the 
total number of clicks on it by the number of times it was rec-
ommended. It is important to know here that no reward rt,d is 
observed for unchosen documents d ≠ dt previously displayed.  

4. SituationClustering 
To accelerate the computing similarity between the current 
situation S* and the situations existing on the case base, we 
study the existing clustering algorithm. We use an hybrid ant 
approach that includes two modules, the ant module and the K-
means module. The ant based algorithm provides acceptable 
clusters of data without any knowledge of the initial clusters 
[18], and  the K-means algorithm is more efficient for large 
datasets but it requires good initialization. These initial values 
are provided by the ant based algorithm [19] and keeps reas-
signing the data objects in the dataset to cluster centroids based 
on the similarity between the data object and the cluster cen-
troid. In the initial stage, the ant module is executed for a short 
period (50 to 100 iterations) to discover the number of cluster 
and to avoid consuming high computation. The result from the 
ant module is used as the initial seed of the K-means module. 
The K-means algorithm is applied for refining and generating 
the final result. The whole approach can be summarized as: (1) 
Start the ant clustering process until the maximum number of 
iterations is exceeded.(2) Inherit clustering result from ant as 
the initial centroid vectors of K-means module. Start K-means 
process until maximum number of iterations is reached. 

 



Algorithm 1  Situation clustering() 

1: Input: (ε1, ..., εT): candidate values for ε 
2: ck=antclustering(LS) ; 
3: Ck=K-means(ck) ; 

4: Output: (C1, ..., CT) 
 

 

Algorithm 1  Situation clustering() 

1: Input: Situations = {S1,…, Sn}, Agents = {a1,…, 
aA}, grille G 

2: Scatter the situation and ants randomly on the 
board 

3: for (t = 1; t <= tmax ; t++) 
4: for (ant = 1; ant <= number of ants; ant++) 
5:   if (ant is not carrying an situation and find situ-

ation Si) 
6: if (probPick(ant, Si)>= threshold) 
7: pickItem(ag, Si); 
8: else if (ant transport situation Si and la cellule is 

empty) 
9: if (probDrop(ag, Si) >= threshold) 
10: dropItem(ag, xi); 
11: the ant moves to an empty cell  
12: Output: (location of situations {S1,…, Sn} on 

the board G) 
 

 

5. EXPERIMENTAL EVALUATION  
In order to evaluate empirically the performance of our ap-
proach, and in the absence of a standard evaluation framework, 
we propose an evaluation framework based on a diary set of 
study entries. The main objectives of the experimental evalua-
tion is to evaluate the performance of the proposed algorithm w. 
r. t. the ε variation and the dataset size. In the following, we 
describe our experimental datasets and then present and discuss 
the obtained results. 

We have conducted a diary study with the collaboration of the 
French software company Nomalys1. This company provides a 
history application, which records the time, the current location, 
the social and navigation information of its users during their 
application use. The diary study has taken 18 months and has 
generated 178369 diary situation entries.  

In our experiments, we have firstly collected the 3000 situations 
(HS) with an occurrence greater than 100 to be statistically 
meaningful, and the 10000 documents (HD) that have been 
shown on any of these situations.  

The testing step consists of evaluating the existing algorithms 
by giving to these last as an entry a situation Sj

t selected ran-
domly from the sampling HS, where t is the identifier of the 
situation, j is the number of time that the situation St has select-
ed and jmax is the number occurrence of  St in HS. The evalua-
tion algorithm calculate and display the average CTR every 
1000 iterations, The average CTR for a particular iteration is 
computed by the method getAVCTR and it is the ratio between 
the total number of clicks and the total number of displays. The 
number of documents (N) returned by the recommender system 
for each situation is 10 and we have run the simulation until the 
number of iterations (i) reaches 10000..  

5.1 Results for ε Variation 
In order to evaluate only the impact of considering the user’s 
situation clustering in our bandit algorithm, we have compared 
the presented algorithm to a variant were we use only keam 
algorithm we called the algorithm kmaen-ε-greedy .We omitted 
also the clustering part of the antkmean-ε-greedy that we called 
ε-greedy. Each of the competing algorithms requires a single 
parameter ε. Figure 4 shows how the average CTR varies for 
each algorithm with the respective ε. 

 

Figure 1.  Variation ε  tradeoff 

Figure 4 shows that, when the parameter ε is too small, there is 
an insufficient exploration; consequently the algorithms have 
failed to identify interesting documents, and have got a smaller 
number of clicks (average CTR). 

We can conclude from the evaluation that using antkmean-ε-
greedy perform the other algorithms.  
                                                                 
1 Nomalys is a company that provides a graphical application 
on Smartphones allowing users to access their company’s data. 

Algorithm 8  Situation clustering() 

Input: (C1, ..., Ck): candidate k-clustering 

1: For t=1 to tmax  do   
//Assign each situation vector to the closest 

cluster centroids. 

//Recalculate the cluster centroid vector cj using 

2: 


jj Sd
jj d

n
c

1  

3: Endfor 
4: Output: ((ε 1, p1),..., (ε T, pT)) 
 



6. CONCLUSION 
In this paper, we have proposed an apoche that combine k-mean 
and ant clusted to improve the situation’s clusting in tcontext 
awer recommender system.  

In order to evaluate the performance of the proposed algorithm, 
we compare it with other standard exr/exp strategies. The exper-
imental results demonstrate the positif impact of the situation 
clustering in the contextual bandit algorithm. In the future, we 
plan to extend our situation with more context dimension, and 
we plan to evaluate our approach using an online framework.  
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