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CNRS, Centre de Physique Théorique,
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Abstract

We address the problem of the existence of the Hamiltonian structure for an electrostatic drift-

kinetic model and for the related fluid models describing the evolution of the first two moments

of the distribution function with respect to the parallel velocity. The drift-kinetic model, which

accounts for background density and temperature gradients as well as polarization effects, is shown

to possess a noncanonical Hamiltonian structure. The corresponding Poisson bracket is expressed

in terms of the fluid moments and it is found that the set of functionals of the zero order moment

forms a sub-algebra, thus automatically leading to a class of one-moment Hamiltonian fluid models.

In particular, in the limit of weak spatial variations of the background quantities, the Charney-

Hasegawa-Mima equation, with its Hamiltonian structure, is recovered. For the set of functionals

of the first two moments, which, unlike the case of the Vlasov equation, turns out not to form

a sub-algebra, we look for closures that lead to a closed Poisson bracket restricted to this set of

functionals. The constraint of the Jacobi identity turns out to select the adiabatic equation of

state for an ideal gas with one-degree-of-freedom molecules, as the only admissible closure in this

sense. When the so called δf ordering is applied to the model, on the other hand, a Poisson

bracket is obtained if the second order moment is a linear combination of the first two moments of

the total distribution function. By means of this procedure, three-dimensional Hamiltonian fluid

models that couple a generalized Charney-Hasegawa-Mima equation with an evolution equation

for the parallel velocity are derived. Among these, a model adopted by Meiss and Horton ( Phys.

Fluids 26, (1983) 990 ) to describe drift waves coupled to ion-acoustic waves, is obtained and its

Hamiltonian structure is provided explicitly.
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I. INTRODUCTION

Drift-kinetic models (see, e.g. Refs. [1–4]) represent a common and effective tool for

investigating phenomena such as turbulence and transport in strongly magnetized plasmas,

where the relevant dynamics takes place at frequencies much smaller than the ion cyclotron

frequency based on the dominant component of the magnetic field. In many drift-kinetic

models, the non-dissipative part of the so called drift-kinetic equation, takes the form of a

Vlasov equation for a distribution function on a reduced phase space, devoid of the depen-

dence on the gyration angle and labelled by the value of the particle magnetic moment, which

is an adiabatic invariant for the guiding center dynamics. Assuming external electromag-

netic fields, the characteristics of the drift-kinetic equation correspond then to the equations

of motion for the particle guiding centers, and, unless forcing and/or dissipative effects are

voluntarily included, these are supposed to form a Hamiltonian system. Such Hamiltonian

character of the single guiding center dynamics, is supposed to be preserved also at the level

of the field theory consisting of the drift-kinetic equation coupled self-consistently with elec-

tromagnetic fields through Maxwell’s equations, which form a Hamiltonian system on their

own. In this respect, then, how such coupling is introduced is crucial in order to guarantee

that the resulting field theory still possesses a Hamiltonian structure.

A further common reduction adopted in plasma physics, is that of considering fluid mod-

els obtained by taking moments of the drift-kinetic equation and imposing a closure relation.

This leads to a system of evolution equations for the moments, whose reduced phase space

includes only the spatial coordinates. The problem of identifying appropriate closures for

fluid models has a long history in plasma physics and concerns important applications in

both fusion and astrophysical plasmas (see, e.g. Refs. [5–9]). Of course, also the opera-

tion of taking moments and imposing a closure, does not in general preserve the original

Hamiltonian character of the system and has to be done with care, if one wants to avoid the

introduction of spurious dissipative effects.

For the Vlasov equation, the corresponding Poisson bracket [10, 11]was shown to trans-
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form into a Poisson bracket [12] (and thus preserve the Hamiltonian character of the system)

when expressing it in terms of the moments [13] (see also Refs. [14–16] for further applica-

tions of this result).

For Hamiltonian electrostatic drift-kinetic systems the problem was recently addressed in

Ref. [17], where the Poisson bracket of the drift-kinetic equation was derived in terms of the

moments with respect to the parallel velocity, and the Hamiltonian structure of fluid models

obtained from the first two moments was discussed. In particular, it was shown that, unlike

the Vlasov case, the set of functionals of the zero and one order moment P0 and P1 is not

closed under the Poisson bracket of two such functionals, because the latter turns out to

depend also on the second order moment P2. In order to identify closed Hamiltonian fluid

models restricted to P0 and P1 we then looked for what we defined as Hamiltonian closures.

A Hamiltonian closure is a function F such that inserting P2 = F(P0, P1) into the expression

of the bracket between two functionals of P0 and P1, yields a Poisson bracket and therefore

can lead to a Hamiltonian fluid model for P0 and P1. Assuming that F cannot depend on

derivatives of P0 and P1 and on the spatial coordinates explicitly, it was shown that only the

cold plasma closure P2 = P 2
1 /P0 is a Hamiltonian closure. If the δf ordering is applied to

the drift-kinetic equation, on the other hand, the Hamiltonian closure for the second order

moment is given by a linear combination of the first two moments of the perturbation of the

distribution function.

In this paper we extend the result of Ref. [17] by considering an electrostatic drift-kinetic

model that accounts for density and temperature background gradients. In this model the

coupling between the ion guiding center distribution function and the electrostatic potential

is provided by a quasi-neutrality relation which assumes adiabatic electrons and includes

polarization effects. The model is a slab version of the system proposed in Ref. [18] to

investigate ion temperature gradient driven turbulence in tokamaks.

First, we verify the existence of a Hamiltonian structure for the drift-kinetic model itself.

The problem is in principle not trivial due to the presence of the density gradient terms,

which impose some restrictions on the boundary conditions, and due to the complexity of
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the quasi-neutrality relation. Then we derive one-moment and two-moment Hamiltonian

fluid models starting from the bracket of the drift-kinetic equation expressed in terms of the

moments, and looking for a Hamiltonian closure, if necessary. The analysis is carried out

for both the full and δf orderings, and the resulting fluid models are discussed.

This procedure for deriving Hamiltonian fluid models does not exclude a priori the exis-

tence of other Hamiltonian fluid models obtained from the same drift-kinetic equation but

adopting different closures. This leaves many open questions concerning the Hamiltonian

structure of models obtained from non-Hamiltonian closures.

We remark that the restriction of the analysis to the first two moments with respect to

the parallel velocity is of course quite a severe limitation. In particular, it can only lead to

very simplified fluid models that evidently cannot account for important physical aspects

such as pressure anisotropy, or heat flux evolution. Nevertheless, as it will be seen, it still

can lead to reduced models of interest. We foresee the extension to higher order moments,

including moments with respect to the magnetic moment coordinate, as a natural extension

of the present analysis.

The paper is organized as follows. In Sec. II we present the drift-kinetic model and derive

its noncanonical Hamiltonian structure. Sec. III shows how Hamiltonian fluid models can

be obtained from the drift-kinetic model, either by sub-algebra arguments, as in the case

of the zero moment model, or by determining the Hamiltonian closures, as for the model

involving the first two moments. The analysis is carried out first for the full model and in

Sec. III C for the δf case. Finally, conclusions are drawn in Sec. IV.

II. THE DRIFT-KINETIC MODEL AND ITS HAMILTONIAN STRUCTURE

We consider the evolution of a guiding center distribution function f(x, y, z, v, t) =

feq(x, v) + δf(x, y, z, v, t) with x ∈ [a, b] where a, b ∈ R and b > a, (y, z) ∈ T
2, v ∈ R

and t ∈ R with t ≥ 0, The symbols x, y and z indicate the spatial coordinates, whereas v

represents the velocity coordinate in the direction parallel to the magnetic field B = Bẑ.
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The latter is assumed to be uniform and constant. The distribution function f has to be

considered as the result of an integration with respect to the magnetic moment µ, so that

f(x, y, z, v, t) =
∫

dµfµ(x, y, z, v, t), where fµ is the actual drift-kinetic distribution function,

labelled by the parameter µ.

The equilibrium distribution function feq contains the information about the equilibrium

gradients and can be taken, for instance, to be a Maxwellian

feq(x, v) = n0(x)(M/(2πTi(x)))
1/2 exp(−Mv2/(2Ti(x))), (1)

as in Ref. [18], whereM is the ion mass, whereas n0(x) and Ti(x) are some prescribed positive

valued functions representing the ion guiding center density and temperature equilibria.

Physically interesting cases, for instance for ion temperature gradient driven turbulence,

assume radially decreasing profiles, so that n0(b) < n0(a) and Ti(b) < Ti(a). Our analysis,

however, will not depend on the specific expression of feq, provided that this is a function

decaying to zero sufficiently rapidly for v → ±∞ and that Ti(x) and n0(x) =
∫

dvfeq(x, v)

are positive valued functions. Concerning the perturbation δf we also assume that it decays

to zero sufficiently rapidly for v → ±∞ but we impose Dirichlet boundary conditions with

vanishing data at x = a and x = b. Periodicity is assumed along the y and z directions. We

consider then the following drift-kinetic equation

∂δf

∂t
+ vgc · ∇⊥δf + v

∂δf

∂z
−

q

M

∂φ

∂z

∂δf

∂v
−

c

B

∂φ

∂y

∂feq
∂x

−
q

M

∂φ

∂z

∂feq
∂v

= 0, (2)

in which the the electrostatic potential φ is related to the perturbation of the distribution

function δf by means of the quasi-neutrality relation

−∇⊥ ·

[

n0(x)

BΩ0

∇⊥φ

]

+
en0(x)

Te(x)
(φ− < φ >) =

∫

dvδf. (3)

In (3), Ω0 is the ion cyclotron frequency, e is the unit charge, q the charge of the ion species,

< φ >= (1/2π)
∫

dzφ is an average of the potential along magnetic field lines and Te(x) is

the electron temperature profile, which, again is taken to be some prescribed positive valued

function. We specify also that vgc = cẑ × ∇φ/B is the E × B drift, with c equal to the

speed of light, whereas the symbol ∇⊥ indicates the gradient along the x and y directions.
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The system (2)-(3) corresponds to a slab version of the drift-kinetic system adopted in Ref.

[18], and which has been used to investigate ion temperature gradient turbulence assuming

a drift-kinetic description for the ions and an adiabatic response for the electrons.

A. Hamiltonian structure of the drift-kinetic model

Neglecting the terms depending on feq(x, v) in Eq. (2), the system (2)-(3) can be shown

to possess a Hamiltonian structure [17], if one is able to show that the relation between φ

and δf can be written in the form Lφ =
∫

dvδf , where L is a linear, invertible operator,

which is also symmetric with respect to the inner product in L2(D), where D, in our case,

is given by D = [a, b]× T
2.

From (3) we deduce that the operator L is defined by

Lφ = −∇⊥ ·

[

n0(x)

BΩ0

∇⊥φ

]

+
en0(x)

Te(x)
(φ− < φ >), (4)

for φ : D → R. This operator is evidently linear. Concerning the symmetry property, if we

consider two functions u, w : D → R, and suppose that both functions vanish at x = a and

x = b, we have

< u|Lw >=

∫

d3xu

(

−∇⊥ ·

[

n0(x)

BΩ0

∇⊥w

]

+
en0(x)

Te(x)

(

w −

∫

dz′w

2π

))

=

=

∫

d3x

(

n0(x)

BΩ0

∇⊥u · ∇⊥w + u
en0(x)

Te(x)
w

)

−

∫

dxdydz′w
en0(x)

Te(x)

∫

dzu

2π
=

=

∫

d3x

(

−w∇⊥ ·

[

n0(x)

BΩ0

∇⊥u

]

+ w
en0(x)

Te(x)
u

)

−

∫

d3xw
en0(x)

Te(x)

∫

dz′u

2π
=

=< w|Lu >,

(5)

where boundary terms vanished when integrating by parts, due to the boundary conditions.

Thus, the operator L is symmetric. With regard to invertibility, one has to show that, for

every function w belonging to the image of L, there exists a unique function u : D → R

such that

Lu = w. (6)

Again, u and w are supposed to vanish at x = a and x = b. By virtue of this and of the
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periodicity along y and z we can write

u(x, y, z) =
∑

ky ,kz

uky ,kz(x)e
i(kyy+kzz), (7)

w(x, y, z) =
∑

ky ,kz

wky ,kz(x)e
i(kyy+kzz). (8)

The associated eigenvalue problem Lu = λu, with eigenvalue λ, is then given by

−
∑

ky

eikyy
[(

n0(x)

BΩ0

u′
ky ,0

)′

− (k2
yn0(x)− λ)uky ,0+

∑

kz 6=0

eikzz
((

n0(x)

BΩ0

u′
ky ,kz

)′

−

(

n0(x)
k2
y

BΩ0

+ n0(x)
e

Te(x)
− λ

)

uky ,kz

)

]

= 0,

where the prime denotes derivative with respect to the argument, which is x in this case.

This leads, upon introducing the differential operators Lky ,kz , to the following set of ordinary

differential equations

Lky ,0Reuky ,0 = −

(

n0(x)

BΩ0

Reu′
ky ,0

)′

+ n0(x)k
2
yReuky ,0 = λReuky ,0, (9)

Lky ,kzReuky ,kz = −

(

n0(x)

BΩ0

Reu′
ky ,kz

)′

+ n0(x)

(

k2
y

BΩ0

+
e

Te(x)

)

Reuky ,kz

= λReuky ,kz , for kz 6= 0 (10)

for all ky and kz, and similarly for the imaginary part of the Fourier coefficients of u.

Invertibility amounts to show that the zero eigenvalue does not belong to the spectrum of

any operator Lky ,kz . We consider first Eq. (9). Upon multiplying both sides times uky ,0 and

integrating between a and b we obtain

−

∫ b

a

dx

(

Reuky ,0

(

n0(x)

BΩ0

Reu′
ky ,0

)′

− k2
y

n0(x)

BΩ0

(Reuky ,0)
2

)

= λ

∫ b

a

dx(Reuky ,0)
2. (11)

Carrying out an integration by parts we obtain that the eigenvalues satisfy the following

relation:

λ =

∫ b

a
dxn0(x)(Reu

′
ky ,0

)2 + k2
y

∫ b

a
dxn0(x)(Reuky ,0)

2

BΩ0

∫ b

a
dx(Reuky ,0)

2
. (12)

Because n0(x) takes only positive values, it follows from (12), that all the eigenvalues are

positive, and in particular that 0 cannot be an eigenvalue.
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The same procedure, applied to Eq. (10), leads to

λ =

∫ b

a
dxn0(x)(Reu

′
ky ,0

)2 +
∫ b

a
dxn0(x)

(

k2
y +BΩ0

e
Te(x)

)

(Reuky ,0)
2

BΩ0

∫ b

a
dx(Reu2

ky ,0
)2

. (13)

Similarly, because also Te(x) is a positive valued function, 0 is not an eigenvalue. Thus, for

each ky and kz, the operators Lky ,kz are invertible. In particular, one can invert all of the

following relations

L0,0u0,0 = w0,0, (14)

Lky ,0uky ,0 = wky ,0, for ky 6= 0 (15)

Lky ,kzuky ,kz = wky ,kz , for ky 6= 0, kz 6= 0. (16)

and consequently reconstruct the inverse operator

u = L−1w =
∑

ky ,kz

L−1
ky ,kz

wky ,kze
i(kyy+kzz). (17)

Denoting L = L−1, we can then write φ = L
∫

dvδf .

For feq = 0, the system can then be written in the Hamiltonian form

∂δf

∂t
= {δf,H}, (18)

with Hamiltonian functional given by

H(δf) =

∫

d3xdvδf

(

M
v2

2
+ q

L

2

∫

dv′δf(x, v′)

)

, (19)

and Poisson bracket of noncanonical type corresponding to

{F,G} =

∫

d3xdvδf([Fδf , Gδf ]x + [Fδf , Gδf ]v), (20)

where

[f, g]x = −
c

qB

(

∂f

∂x

∂g

∂y
−

∂f

∂y

∂g

∂x

)

, [f, g]v =
1

M

(

∂f

∂z

∂g

∂v
−

∂f

∂v

∂g

∂z

)

. (21)

In (20), subscripts on F and G indicate functional derivatives. Note that a linear combi-

nation of “inner” brackets [, ]x and [, ]v corresponds to the bracket yielding the Hamiltonian
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dynamics of the guiding center at the particle level. The corresponding Hamiltonian field

equation for δf , has been obtained by “lifting” the dynamics at the particle level, to the

field level (for a general theory of “lifting” Hamiltonian dynamics, see Refs. [19, 20]).

The terms in (2) depending on the equilibrium distribution function can be reintegrated

in the system by considering the following modified version of the Poisson bracket:

{F,G} =

∫

d3xdv(feq + δf)([Fδf , Gδf ]x + [Fδf , Gδf ]v). (22)

In order to see that the operation (22) is indeed a Poisson bracket, and in particular that

it satisfies the Jacobi identity (bilinearity, Leibniz identity and antisymmetry are obvious),

we first investigate under what conditions (22) can be written in the form

{F,G} =

∫

d3xdvFδfJ(δf)Gδf , (23)

where J is the cosymplectic operator, depending on δf , and which is required to be anti

symmetric. The bilinear form (22) can indeed be cast in the form (23), provided that

boundary terms vanish when integrating by parts. Because in general feq(a, v) 6= feq(b, v),

this occurs if the functional derivatives Fδf and Gδf vanish at x = a and x = b, or if they do

not depend on the coordinates x and y. Here and in the following, we will then assume that

we deal with functionals such that their functional derivatives satisfy one these properties (in

addition to the periodicity along y and z), so that boundary terms resulting from integration

by parts are automatically zero. In order to see explicitly how this occurs, we observe that

integration by parts yields
∫

d3xdv(feq + δf)[Fδf , Gδf ]x

= −(c/qB)

∫

dydzdv(feq + δf)Fδf∂yGδf |
b
a + (c/qB)

∫

d3xdvFδf∂x((feq + δf)∂yGδf )

+ (c/qB)

∫

dxdzdv(feq + δf)Fδf∂xGδf |T − (c/qB)

∫

d3xdvFδf∂y((feq + δf)∂xGδf ).

(24)

In general, the boundary term arising from the evaluation at x = a and x = b would be

finite for feq(a, v) 6= feq(b, v). It does, however, vanish if Fδf (a, y, z, v) = Fδf (b, y, z, v) = 0

as we assumed. The boundary term originating from the integration with respect to y

vanishes because of the periodicity assumption. If Fδf (or Gδf ) does not depend on x and
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y, then the only finite contribution to {F,G} in Eq. (22) is the one including [Fδf , Gδf ]v,

for which, however, boundary terms vanish automatically because of the periodicity along

z and because feq → 0 for v → ±∞. With these assumptions, (22) can be written in the

form (23) with cosymplectic operator given by J(δf) = −[feq + δf, .]x − [feq + δf, .]v. From

this expression one can see that the addition of the contribution depending on feq does

not modify the dependence of J on the dynamical variable δf . By virtue of the condition

on the Jacobi identity shown in Ref. [21], one can then conclude that, because (20) is a

Poisson bracket, then (22) is a Poisson bracket too, provided that the above restriction to

the involved class of functionals is imposed.

It is then straightforward to see that the Hamiltonian (19) and the Poisson bracket (22),

supplemented by the relation (3) yield namely Eq. (2). Note that the functional derivative

Hδf = Mv2/2 + qφ satisfies the required boundary conditions.

III. HAMILTONIAN CLOSURES FOR THE REDUCED FLUID MODELS

We consider now the moments of the perturbation of the distribution function, defined

as

P̃n(x) =

∫

dvvnδf(x, v), (25)

where n is a non-negative integer, and analogously, the moments of the equilibrium distri-

bution function, which we denote with

P̄n(x) =

∫

dvvnfeq(x, v). (26)

We intend to see how the Poisson bracket (22) transforms when expressed in terms of the

moments (25), which become the new dynamical variables, and of the equilibrium moments

(26). Subsequently, we will investigate under what conditions the resulting expression can

still be a Poisson bracket, when restricting to functionals of the first moment only, and of

the first two moments.
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The change of variables δf → {P̃n}n∈N induces the following transformation between

functional derivatives:

Fδf =
∑

n∈N

vnF̄n, (27)

between two functionals F and F̄ related by F (δf) = F̄ (P̃0, P̃1, · · · ). In Eq. (27) we

indicated with the subscript n the functional derivative with respect to P̃n. Note that,

from (27) the functional derivatives F̄n inherit, from the assumptions on Fδf , the boundary

conditions that make boundary terms vanish when integrating by parts with respect to the

spatial variables.

Making use of (25), (26) and (27), the Poisson bracket (22) transforms into

{F̄ , Ḡ} =
∑

m,n∈N

∫

d3x[(P̄m+n+P̃m+n)[F̄m, Ḡn]x+
P̄m+n−1 + P̃m+n−1

M
(nḠn∂zF̄m−mF̄m∂zḠn)].

(28)

For simplicity, bars indicating the functionals in terms of the moments, will be dropped in

the sequel.

A. Functionals of P̃0

We consider now, as set of observables, the functionals of P̃0 only. The expression for the

bracket (28) then reads

{F,G} =

∫

d3x(P̄0 + P̃0)[F0, G0]x. (29)

The bracket (29) is again a Poisson bracket and in particular it satisfies the Jacobi identity.

This can be verified considering that for P̄0 = 0 it has a Lie-Poisson structure [22, 23], and

that, as above mentioned, the inclusion of a prescribed function such as P̄0, does not alter

the dependence of the co-symplectic operator on the dynamical variables. In particular,

{F,G} is a functional that does not depend on moments other than P̃0. Thus, the set of

functionals of P̃0 forms a sub-algebra with respect to the Poisson bracket (28). In this case,

the system is automatically Hamiltonian and no need for Hamiltonian closures is required.

The dynamics is generated by a Hamiltonian H(P̃0) and the corresponding fluid model is
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given by

∂P̃0

∂t
= [H0, P̄0 + P̃0]x. (30)

We compare now Eq. (30) with the equation obtained by taking the zero order moment of

Eq. (2) and which reads

∂P̃0

∂t
= q[LP̃0, P̄0 + P̃0]x − ∂zP̃1. (31)

The term on the right-hand side of Eq. (30) matches the E×B advection term in Eq. (31)

if the Hamiltonian is given by

H(P̃0) =

∫

d3x
[q

2
P̃0LP̃0 + υ(P̄0 + P̃0)

]

, (32)

where υ is an arbitrary function. Actually, the set of functionals

C(P̃0) =

∫

d3xυ(P̄0 + P̃0) (33)

corresponds to the set of Casimir invariants for the bracket (29), i.e. functionals that com-

mute, through the operation (29), with any other functional of P̃0. The knowledge of such

invariants can be useful in principle not only because it provides a quantity preserved by the

dynamics, but also for its application in determining equilibria and stability of the system

(see, e.g. Ref. [23]). The presence of such functionals in the Hamiltonian does not give

any contribution to the equations of motion, and so in principle they can be omitted from

Eq. (32). Concerning the second term on the right-hand side of Eq. (31) it is evident

that, if we consider closures of the form P̃1 = E(P̃0) for some function E not involving op-

erators (which is the case for analysis carried out in the whole paper), Eq. (30) matches

Eq. (31) if and only if E is constant or P̃0 does not depend on z. In particular, we can

consider namely the latter two-dimensional (2D) case and assume a weakly varying density

and electron temperature equilibria: P̄0 = n0(ǫx) ≈ N0 + ǫN ′
0x, with ǫ ≪ 1, N0 = n0(0),

N ′
0 = n′

0(0) and Te(ǫx) ≈ Te0 = Te(0). We can then consider the following modified version

of the quasi-neutrality relation (3):

−
N0

BΩ0

∆⊥φ+
eN0

Te0

φ =

∫

dvδf = P̃0, (34)
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where the spatial coordinates are now restricted to the domain {(x, y) : x ∈ [a, b], y ∈ T}.

The quasi-neutrality relation, which now involves a Helmholtz operator, can still be inverted

and written in the form φ = LHP̃0, with LH the inverse of the corresponding Helmholtz

operator. From (29) and (32), we obtain the following expressions for the 2D Poisson

bracket and Hamiltonian, up to the contributions due to the Casimirs:

{F,G} =

∫

d2x(ǫN ′
0x+ P̃0)[F0, G0]x. (35)

H(P̃0) =
q

2

∫

d2xP̃0LHP̃0. (36)

Note that the projection to 2D implied an integration over the ignorable coordinate z on a

finite domain. This amounts to the multiplication times a constant factor which can however

be removed by rescaling, preserving the properties of the Poisson bracket.

Making use of Eq. (34), the equation of motion resulting from (35)-(36) reads

∂

∂t

(

N0

BΩ0

∆⊥φ−
eN0

Te0

φ

)

− q

[

φ,
N0

BΩ0

∆⊥φ

]

x

+ ǫN ′
0

c

B

∂φ

∂y
= 0. (37)

Eq. (37) corresponds to the well known Charney-Hasegawa-Mima equation [24, 25], which

describes the dynamics of Rossby waves in planetary atmospheres and of drift waves in

plasmas. With Eqs. (35)-(36) we recovered the Hamiltonian structure of the Charney-

Hasegawa-Mima equation, whose Poisson bracket is then shown to emerge from the bracket

(28), when restricting to functionals of the zero order moment only. The Hamiltonian

structure (35)-(36) was discovered in Ref. [26] and recently rederived in the context of

procedures for obtaining reduced fluid models preserving the Hamiltonian structure of a

parent model [27, 28]. We finally note that the choice of retaining the linear term of the

development of n0 in the bracket (35) and not in the quasi-neutrality relation (34), has

been made to obey, in the final equation of motion, the ordering underlying the Charney-

Hasegawa-Mima equation. Indeed, such equation assumes that also the density and potential

fluctuations (corresponding to P̃0/N0 and eφ/Te0 in our system, respectively) be both of order

ǫ. Therefore, expanding further n0 in Eq. (34) leads to terms that should be neglected. We

notice also that, according to the ordering of the Charney-Hasegawa-Mima equation, the
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(normalized) time derivative operator ∂t is also supposed to be of order ǫ, expressing the

fact that the equation refers to low frequency fluctuations. Each term of the Charney-

Hasegawa-Mima equation, is then of order ǫ2. In the Hamiltonian structure, this reflects in

the cosymplectic operator of the Poisson bracket (35) and in the functional derivatives of

the Hamiltonian (36) both being of order ǫ.

B. Functionals of P̃0 and P̃1

We restrict now to functionals F and G depending only on the first two moments P̃0 and

P̃1. With the above restrictions the Poisson bracket (28) reduces to

{F,G} =

∫

d3x
[

(P̄0 + P̃0)[F0, G0]x + (P̄1 + P̃1)([F1, G0]x + [F0, G1]x) + (P̄2 + P̃2)[F1, G1]x

+
P̄0 + P̃0

M
(G1∂zF0 − F1∂zG0) +

P̄1 + P̃1

M
(G1∂zF1 − F1∂zG1)

]

.

(38)

The bilinear form (38) is not guaranteed to be a Poisson bracket. Indeed, such expression

depends explicitly on P̃2, which shows that, unlike the case of Vlasov equation [14, 16], the

set of functionals of the first two moments does not form a sub-algebra of the algebra of

functionals of all the moments. In particular, the Jacobi identity is not respected by (38).

We suppose then that a closure relation P̃2 = F̃(P̃0, P̃1) exists (where we assume that the

function F̃ does not involve integral or differential operator, or explicit dependence on the

coordinates) and look for Hamiltonian closures, that is functions F̃ such that, when inserted

into (38) yield a Poisson bracket.

We note, however, that by means of the change of variables

Pn = P̄n + P̃n, n ∈ N, (39)

the form (38) becomes

{F,G} =

∫

d3x [P0[F0, G0]x + P1([F1, G0]x + [F0, G1]x) + P2[F1, G1]x

+
P0

M
(G1∂zF0 − F1∂zG0) +

P1

M
(G1∂zF1 − F1∂zG1)

]

,

(40)
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where the subscripts on the functionals F and G now indicate functional derivatives with

respect to Pn. The form (40) is now identical to that examined in Ref. [17] and we can

take advantage of the corresponding results. In particular, we remark that under the change

of variables (39), the functional derivatives are related, for each n, by δF̄ /δP̃n = δF/δPn,

where F̄ (P̃0, P̃1, · · · ) = F (P0, P1, · · · ). Consequently, the functional derivatives with respect

to Pn satisfy the same boundary conditions as those with respect to P̃n, which in particular

make boundary terms vanish when integrating by parts. Thus, in spite of the fact that

the moments Pn do not necessarily satisfy the same boundary conditions of the moments

adopted in Ref. [17], the same procedure for determining the Hamiltonian closures can be

applied. Such procedure is described in detail in Ref. [17] and consequently we report here

only its main steps.

First, in the bracket (40) we replace P2 with F(P0, P1) (where F(P0, P1) = P̄2+F̃(P̃0, P̃1)).

The bracket (40) is then decomposed as the sum of two contributions:

{F,G} = {F,G}c + {F,G}h, (41)

where

{F,G}c =

∫

d3x [P0[F0, G0]x + P1([F1, G0]x + [F0, G1]x)+

+
P0

M
(G1∂zF0 − F1∂zG0) +

P1

M
(G1∂zF1 − F1∂zG1)

]

,

{F,G}h =

∫

d3xF [F1, G1]x.

The Jacobi identity for (41) then reads as

{{F,G}c, H}c + {{F,G}c, H}h

+ {{F,G}h, H}c + {{F,G}h, H}h+ 	= 0, ∀F,G,H,
(42)

where 	 indicates the additional terms obtained by cyclic permutations. The bracket {, }c

is then split further into two contributions:

{F,G}c = {F,G}x + {F,G}V , (43)
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where

{F,G}x =

∫

d3x [P0[F0, G0]x + P1([F1, G0]x + [F0, G1]x)] , (44)

{F,G}V =

∫

d3x

[

P0

M
(G1∂zF0 − F1∂zG0) +

P1

M
(G1∂zF1 − F1∂zG1)

]

. (45)

Taking advantage from the fact that {, }x and {, }V independently satisfy the Jacobi identity,

we can conclude that

{{F,G}c, H}c+ 	= {{F,G}x, H}V + {{F,G}V , H}x+ 	 . (46)

With the help of the above mentioned result of Ref. [21], direct calculations lead to

{{F,G}c, H}c+ 	= 2

∫

d3x
P1

M
∂zF0[G1, H1]x+ 	 . (47)

The remaining contributions in (42), on the other hand, turn out to correspond to

{{F,G}h, H}h+ 	=

∫

d3xF [F1, G1]x[∂1F , H1]x+ 	,

{{F,G}c, H}h+ 	=

∫

d3xF [[F1, G0]x + [F0, G1]x

+(G1/M)∂zF1 − (F1/M)∂zG1, H1]x + 	,

{{F,G}h, H}c+ 	

=

∫

d3x [P0[∂0F [F1, G1]x, H0]x + P1([∂1F [F1, G1]x, H0]x + [∂0F [F1, G1]x, H1]x)

+(P1/M)(H1∂z(∂1F [F1, G1]x)− ∂1F [F1, G1]x∂zH1)

+(P0/M)(H1∂z(∂0F [F1, G1]x)− ∂1F [F1, G1]x∂zH0)] + 	 .

(48)

In (48) we indicated with ∂0 and ∂1 the partial derivatives with respect to P0 and P1.

The contributions from {{F,G}c, H}c and from {{F,G}h, H}c are the only ones that

possess terms that contain ∂zH0[F1, G1]x. Such terms then need to cancel each other, which

occurs, for arbitrary F , G and H, if and only if ∂1F = 2P1. This implies

F(P0, P1) =
P 2
1

P0

+ θ(P0), (49)

with θ arbitrary function. Inserting the form (49) into Eq. (42) one obtains first that all

the contributions not involving z-derivatives vanish for any θ. The remaining contributions
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imply
∫

d3x(3θ − P0θ
′)[F1, G1]x∂zH1+ 	= 0, (50)

for all F , G and H. This eventually leads to

F(P0, P1) =
P 2
1

P0

+AP 3
0 , (51)

where A is an arbitrary constant. Given that Pn =
∫

dvvn(feq + δf), this amounts to say

that the only Hamiltonian closure for the first two moments of the ion temperature gradient

drift-kinetic model (2)-(3) corresponds to a plasma for which the pressure P = P2 − P 2
1 /P0,

referred to the total distribution function feq + δf , is equal to AP 3
0 . This corresponds to

the adiabatic equation of state for an ideal gas composed of molecules with one degree of

freedom. For A = 0 one retrieves the cold plasma closure.

Going back to the variables P̃0 and P̃1, we obtain that the resulting Poisson bracket is

given by

{F,G} =

∫

d3x
[

(P̄0 + P̃0)[F0, G0]x + (P̄1 + P̃1)([F1, G0]x + [F0, G1]x)

+

(

(P̄1 + P̃1)
2

P̄0 + P̃0

+A(P̄0 + P̃0)
3

)

[F1, G1]x +
P̄0 + P̃0

M
(G1∂zF0 − F1∂zG0)

+
P̄1 + P̃1

M
(G1∂zF1 − F1∂zG1)

]

.

(52)

Considering a generic Hamiltonian functional H(P̃0, P̃1), we obtain that the dynamical equa-

tions generated by (52) and H are given by

∂P̃0

∂t
= [H0, P̄0 + P̃0]x + [H1, P̄1 + P̃1]x −

∂z((P̄0 + P̃0)H1)

M
, (53)

∂P̃1

∂t
= [H0, P̄1 + P̃1]x +

[

H1,
(P̄1 + P̃1)

2

P̄0 + P̃0

+A(P̄0 + P̃0)
3

]

x

−
P̄0 + P̃0

M
∂zH0 −

∂z((P̄1 + P̃1)H1)

M

−
P̄1 + P̃1

M
∂zH1,

(54)

whereas the first two moments of the drift-kinetic equation (2) yield

∂P̃0

∂t
= q[LP̃0, P̄0 + P̃0]x − ∂zP̃1, (55)

∂P̃1

∂t
= −q[LP̃0, P̄1 + P̃1]x − ∂zP̃2 −

q

M
(P̄0 + P̃0)∂zLP̃0. (56)
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Eqs. (53)-(54) match Eqs. (55)-(56) if the above Hamiltonian closure P̃2 = −P̄2 + (P̃1 +

P̄1)
2/(P̃0 + P̄0) +A(P̄0 + P̃0)

3 is adopted and if the Hamiltonian is given by

H(P̃0, P̃1) =

∫

d3x

(

1

2

(P̄1 + P̃1)
2

P̄0 + P̃0

+
q

2
P̃0LP̃0 +A(P̄0 + P̃0)

3

)

, (57)

which amounts to expressing the Hamiltonian (19) in terms of the first three moments and

then imposing the Hamiltonian closure. Note that the equilibrium second order moment

P̄2, due to its independence on z, is absent from the equations of motion. It is also absent

from the expression of the Hamiltonian (57) because, after imposing the closure in the

Hamiltonian, its contribution would amount to a constant term, which is irrelevant for the

dynamics.

If we specialize to the case feq = n0(x)(M/(2πTi(x)))
1/2 exp(−Mv2/(2Ti(x))), which

implies P̄0 = n0(x), P̄1 = 0 and P̄2 = Ti(x)
M

n0(x), the resulting system of fluid equations

(55)-(56) can be written as

∂ñ

∂t
− q[φ, ñ]x −

c

B
n′
0

∂φ

∂y
+

∂[(n0 + ñ)ũ]

∂z
= 0, (58)

∂ũ

∂t
− q[φ, ũ]x +

1

M

∂

∂z

(

M
ũ2

2
+ qϕ+

3

2
A(n0 + ñ)2

)

= 0, (59)

where we introduced ñ = P̃0 and ũ = P̃1/(n0 + P̃0), which correspond to the density and

parallel velocity fluctuations, respectively. Eqs. (58)-(59) provide then a two-moment model,

which is Hamiltonian by construction and which conserves the total energy

H(ñ, ũ) =

∫

d3x

[

M(n0 + ñ)
ũ2

2
+ qñLñ+

A

2
(n0 + ñ)3

]

. (60)

Making use of the quasi-neutrality relation (3), the system (58)-(59) can then be seen as

a generalized 3D Charney-Hasegawa-Mima equation, coupled with an evolution equation

for the parallel velocity. The fluid system depends on the density profile n0 and on the

electron temperature profile Te (through the quasi-neutrality relation), but not on the ion

temperature profile Ti, because, as specified above, adopting the Hamiltonian closure makes

the equations of motion independent on P̄2, and consequently on Ti. Higher order moments

should be invoked in order to have an influence of the ion temperature profile on the fluid

equations.
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In the limit n0 = 0, the model (58)-(59) corresponds to the fluid model derived in Ref. [32]

by taking moments of the drift-kinetic equation for a mono water-bag distribution function.

This model turns out then to have a noncanonical Hamiltonian structure.

C. Hamiltonian models obtained from the δf ordering

It is also interesting to apply to the drift-kinetic equation (2) the so called δf order-

ing (see, e.g. Ref. [29]), which assumes low frequencies, small fluctuations and weak

variations along the guide field. If we also assume a Maxwellian equilibrium distribu-

tion function, with weak spatial variations, given by feq(v) = (N0 + ǫN ′
0x)FM(v), where

FM(v) = (M/(2πTi0))
1/2 exp(−Mv2/(2Ti0)) and Ti0 = Ti(0), we obtain

∂δf

∂t
+ vgc · ∇⊥δf + v

∂δf

∂z
−

c

B
ǫN ′

0FM
∂φ

∂y
−

q

M
N0

∂φ

∂z
F ′
M = 0. (61)

In (61) only terms of the order of ǫ2 have been retained, after having assumed τ∂t ∼ δf/feq ∼

∂z/∂x ∼ ∂z/∂y ∼ ǫ ≪ 1, where τ is a characteristic time. We also assume that φ is related

to δf by means of the quasi-neutrality relation (34).

It can be verified directly that the system (61), complemented by (34), possesses a Hamil-

tonian structure given by

{F,G} =

∫

d3xdv

[

(δf + ǫN ′
0xFM)[Fδf , Gδf ]x +

N0

M
F ′
MFδf∂zGδf

]

, (62)

H(δf) =
1

2

∫

d3xdv

[

qφδf −
M

N0

v

F ′
M

(δf + ǫN ′
0xFM)2

]

. (63)

In Ref. [17], Hamiltonian closures have been derived for fluid systems originated by δf

models based on spatially homogeneous equilibrium distribution functions. Provided the

above discussed boundary conditions are respected by the functional derivatives, the results

of Ref. [17] can easily be extended to the system (61)-(34).

The Poisson bracket (62), expressed in terms of the moments, reads

{F,G} =
∑

m,n∈N

∫

d3x[(ǫN ′
0PMm+nx+ P̃m+n)[Fm, Gn]x −

N0

M
(m+ n)PMm+n−1Fm∂zGn],

(64)
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where PMi =
∫

dvviFM(v) for non-negative integers i.

Restricting to functionals of P̃0 only, leads again to the Poisson bracket (29). Thus, also

for the δf model, the set of functionals of the zero order moment forms a sub-algebra.

Considering functionals of P̃0 and P̃1 leads to

{F,G} =

∫

d3x

[

(ǫN ′
0x+ P̃0)[F0, G0]x + P̃1([F1, G0]x + [F0, G1]x) +

(

ǫN ′
0

Ti0

M
x+ P̃2

)

[F1, G1]x

−
N0

M
(F1∂zG0 + F0∂zG1)

]

,

(65)

Following Ref. [17], and thus carrying out an analysis analogous to that recalled in Sec.

III B, we obtain that the Hamiltonian closures for the fluid models derived from the bracket

(65) correspond to

P̃2 =

(

a−
Ti0

M

)

ǫN ′
0x+ aP̃0, (66)

with a arbitrary constant. Inserting the relation (66) into Eq. (65), yields the following

Poisson bracket:

{F,G} =

∫

d3x
[

(ǫN ′
0x+ P̃0)[F0, G0]x + P̃1([F1, G0]x + [F0, G1]x) + a

(

ǫN ′
0x+ P̃0

)

[F1, G1]x

−
N0

M
(F1∂zG0 + F0∂zG1)

]

.

(67)

This bracket is also consistent with the criterion derived in Ref. [30], to construct 3D Poisson

brackets for fluid plasma models assuming weak variations along the dominant component

of the magnetic field. Indeed, such criterion states that brackets of the form

{F,G} =
N
∑

i,j,k=1

W ij
k

∫

d3xχk[Fi, Gj]x +
N
∑

i,j=1

Aij

∫

d3xFi∂zGj, (68)

between functionals F (χ1, · · · , χN) and G(χ1, · · · , χN), with integer N , are Poisson brackets

if the constants Aij and W ij
k satisfy the relations

ArsW ij
r = ArjW si

r = AriW js
r , (69)

where the sum over repeated indices is understood. In the case of the bracket (67) we have

N = 2 and the bracket can be written in the form (68) upon setting χ0 = P0 = ǫN ′
0x + P̃0
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and χ1 = P1 = P̃1. The coefficients W ij
k and Aij then are all equal to zero apart from

W 00
0 = 1, W 11

0 = a, W 10
1 = W 01

1 = 1, A10 = A01 = −N0/M . It can easily be verified that

such coefficients satisfy the relations (69).

When combined with the bracket (67), various choices for a and for the Hamiltonian lead

of course to various models. In particular, if one takes a = 0 and

H(P̃0, P̃1) =
1

2

∫

d3x

(

qP̃0LHP̃0 +
M

N0

P̃ 2
1

)

, (70)

the resulting equations of motion can be written as

∂

∂t

(

∆⊥φ

BΩ0

−
e

Te0

φ

)

− q

[

φ,
∆⊥φ

BΩ0

]

x

+ ǫ
N ′

0

N0

c

B

∂φ

∂y
−

∂ũ

∂z
= 0, (71)

∂ũ

∂t
− q[φ, ũ]x +

q

M

∂φ

∂z
= 0, (72)

where we identified P̃0 = L−1
H φ and P̃1 = N0ũ. The system (71)-(72) corresponds to the

model presented in Ref. [31] and which describes drift modes coupled to ion-acoustic waves.

Our procedure shows then that such model can be obtained, by means of a specific closure,

from a Hamiltonian drift-kinetic equation, coupled to a quasi-neutrality relation and it also

explicitly provides the Hamiltonian structure of the model.

IV. CONCLUSIONS

We have shown that the drift-kinetic equation (2), coupled with the quasi-neutrality re-

lation (3), which accounts for polarization effects, density and temperature gradients as well

as adiabatic electrons, is a Hamiltonian system with a noncanonical Poisson structure. This

result is based on symmetry and invertibility of the operator L relating density fluctuations

to the electrostatic potential, and relies on specific boundary conditions for the functional

derivatives.

Subsequently, we considered the moments of the fluctuating part of the distribution

function and addressed the question of whether, expressing the Poisson bracket (20) in

terms of the moments {Pi}i∈N and restricting the observables to functionals of the first

two moments, the resulting operation is still a Poisson bracket. For functionals of P̃0 only,
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the answer is positive, because the set of such functionals turns out to form a sub-algebra.

However, the resulting equation of motion, independently on the Hamiltonian, does not

always correspond to the equation of motion obtained by directly taking the zero order

moment of the drift-kinetic equation and imposing a functional relation P̃1 = E(P̃0). This

occurs only in the 2D limit and with a particular form for the Hamiltonian. In such limit, and

assuming also weak spatial variations, one recovers the Poisson bracket and the Hamiltonian

yielding the Charney-Hasegawa-Mima equation.

When extending the observables to functionals of P̃0 and P̃1, the resulting bilinear form

is not a Poisson bracket in general, because it depends explicitly on P̃2. We then looked

for Hamiltonian closures, that is relations P̃2 = F(P̃0, P̃1) such that, when inserted into the

bracket, the Jacobi identity is satisfied.

Extending the analysis of Ref. [17] to the case of equilibrium distribution function with

spatial variations, we obtain that the only Hamiltonian closure is given by P2 = P 2
1 /P0+AP 3

0 ,

when expressed in terms of total moments. By means of this closure we obtain a Hamiltonian

3D fluid model evolving density and parallel velocity fluctuations and which, in general

accounts for density and parallel equilibrium gradients and polarization drift. Because of

the same form for the Poisson brackets, the models treated in Ref. [17] possess many

features similar to those of the models presented here, such as for instance, the same Casimir

functionals. This becomes evident provided, that in the present work one considers the

total moments, given by the sum of the background and fluctuating components. In the

present work, however, we consider a more complicated quasi-neutrality relation, for which

we showed explicitly that the corresponding drift-kinetic model possesses a Hamiltonian

structure. Such quasi-neutrality relation, which accounts for polarization terms, together

with a drift-kinetic equation accounting for temperature and density gradients, can then

yield models such as the Charney-Hasegawa-Mima equation, or generalizations of it, which

were not derived in Ref. [17]. Also, here we treated in detail the case of the one-field

models derived by functionals of the zero order moment only. The analysis showed that

this case differs qualitatively from the case of the two-moment models, for the former leads
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to a sub-algebra, whereas the latter can be made Hamiltonian by applying a Hamiltonian

closure.

We also considered the drift-kinetic model obtained from Eq. (2) after applying the δf

ordering and choosing, as equilibrium distribution function, a Maxwellian with weak spatial

variations. In this case the set of functionals of the zero order moment forms again a sub-

algebra and leads to the Charney-Hasegawa-Mima equation. Considering as observables the

functionals of the first two moments, on the other hand, requires a Hamiltonian closure

for the bracket, which corresponds to imposing that the second order moment of the total

distribution function f be proportional, via an arbitrary constant a, to the zero order moment

of f . In the case a = 0, one recovers the Poisson bracket of the model derived by Meiss and

Horton [31] to describe drift waves coupled to ion-acoustic waves.

Finally we remark that the Hamiltonian closure that we found might appear to be quite

restrictive. This does not mean, however, that fluid models obtained with other closures are

not Hamiltonian. A counterexample, in this respect, is provided by the model

∂P̃0

∂t
= q[LP̃0, P̃0]x − ∂z(qLP̃0 +W (P̃0)), (73)

which is obtained by taking the zero order moment of Eq. (61), setting N0 = 0 and imposing

a closure P̃1 = qLP̃0 + W (P̃0), for some function W . Eq. (73) possesses a Hamiltonian

structure given by

H(P̃0) =

∫

d3x
(q

2
P̃0LP̃0 +W(P̃0)

)

, (74)

{F,G} =

∫

d3x(P̃0[F0, G0]x − F0∂zG0), (75)

where W is such that W ′ = W .

The bracket (75), however, cannot be obtained from the bracket (64) by restricting to

functionals of P̃0 , because, as above observed, this excludes the term in (75) depending on

the z-derivative.

The bracket (75) should therefore be derived by means of a procedure different from

the one we followed. The procedure used here, however, is systematic and guarantees, by
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construction, the Hamiltonian structure of the resulting fluid model. Adopting closures

is in general an operation that imposes constraints on the original dynamics and that in

general does not preserve the original Hamiltonian character of the dynamics. For closures

other than the Hamiltonian closures, therefore, the Poisson bracket, if it exists, must be

sought a posteriori, or more systematically, by applying other methods, such as for instance

Dirac’s theory of constraints, that guarantee that the Hamiltonian character of the system

is preserved. Also, further Hamiltonian closures might be found by relaxing the assumption

that the Hamiltonian closure be independent on the derivatives of the moments and contain

no explicit dependence on the spatial coordinates.
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