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Abstract

This paper presents a physically inspired source-filter model for rolling sound synthesis. The model,

which is suitable for real-time implementation, is based on qualitative and quantitative observations

obtained from a physics-based model described in the literature. In the first part of the paper, the physics-

based model is presented, followed by a perceptual experiment, whose aim is to identify the perceptually

relevant information characterizing the rolling interaction. On the basis of this experiment, we hypothesize

that the particular pattern of the interaction force is responsible for the perception of a rolling object. A

complete analysis-synthesis scheme of this interaction force is then provided, along with a description

of the calibration of the proposed source-filter sound synthesis process. Finally, a mapping strategy

for intuitive control of the proposed synthesis process (i.e. size and velocity of the rolling object and

roughness of the surface) is proposed and validated by a listening test.

Index Terms

Sound analysis, sound synthesis, audio virtual reality, rolling sounds, source-filter model, physics-

based model.

I. INTRODUCTION

In this article we present a synthesis model for rolling sound interaction that has been developed to

enable intuitive controls based on semantic labels. The control of synthesized everyday sounds is still
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of great interest because of an increasing desire from sound designers to create and manipulate sounds

for various applications. Among these applications are for instance video game development [1], [2],

sound design [3], sonification [4] and virtual/augmented reality for motor rehabilitation [5], [6]. So far,

the most commonly used tools for these purposes have been large data bases with indexed recorded

sounds, but this approach has substantial limitations. Firstly, designing sounds from samples can be a

very long process and the sound designer then needs to be highly skilled to combine and customize sound

elements to create the desired sound effects. Moreover, the desired result is not always achieved (e.g.

sound samples may not initially have the desired duration or be entirely coherent with the visual scene).

Secondly, all the sound scenarios have to be designed in advance, therefore giving no possibilities for

unforeseen interactions between the user and his or her virtual environment. In addition to the use of data

bases, other sonification strategies exist, based on transformations made with basic sound attributes (pitch,

loudness, tempo, spatial cues, etc.) [4]. However, these approaches do not allow subtle manipulations of

timbre according to the evocations induced by sounds.

Sound synthesizers are an interesting solution to these limitations, since they offer the potential for

infinite sound generation and transformation and are not limited by physical constraints as real recorded

sounds are. In addition, sounds can be generated in real time based on user actions (which means that

not all the possible scenarios have to be provided beforehand). In addition, intuitive control strategies

combined with sound synthesis processes could be used for the creation and manipulation of sounds

according to the designer’s perception. This aspect is still challenging, in particular when generating

sounds in interactive contexts, since human auditory perception and cognition must be taken into account

in synthesizer design [7].

For the design of intuitive synthesis controls, we adopted a conceptual framework based on the action-

object paradigm, whereby the perceptual features linked to object recognition on one hand, and to the

action affecting the object on the other hand are modeled and controlled separately. Relevant indications

for the determination of these perceptual features can be identified by considering the ecological approach

proposed by Gibson with respect to visual perception [8]. This approach would suggest the existence

of specific acoustic patterns in the captured signal, or the so-called invariant structures, enabling the

identification of objects and events. The ecological optics approach has been applied to ecological

acoustics by Warren and Verbrugge [9] to explain sound event recognition, and later formalized by

McAdams [10]. The so-called invariants are split in two categories: structural invariants, which allow

the human auditory system to recognize physical properties of a sounding object (for example its material,

shape, etc.), and transformational invariants, linked to the nature of the interaction between the object and
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its environment (for instance breaking, rolling, bouncing, etc.). For instance, a vibrating string produces

a particular spectrum and can therefore be identified as such, whether it is plucked (e.g. guitar), bowed

(e.g. violin) or struck (e.g. piano). Similarly, it is possible to recognize a bottle by the sound it produces,

whether it bounces or breaks [9], or whether a cylinder that bounces or rolls is made of glass, wood or

metal [11].

From a synthesis point of view, we chose a source-filter approach, which is well adapted to the

proposed action-object paradigm, since the source part models the action properties and the filter part the

object properties. The source-filter approach has been widely used in various applications such as speech

synthesis [12] or musical sound synthesis [13]. Source-filter models offer the advantage of low-complexity

implementation, which is essential for real-time purposes.

More closely related to our concern, models simulating rolling sounds and more generally any solid

interactions (rubbing, scratching, etc.) were proposed notably by [14], [15] and by [16]–[19], following

the pioneering work of [20]. Among these approaches, several signal models can be found that use a

source-filter approach based on physical considerations. However, these studies do not address the design

of intuitive strategies for control of the synthesis processes. The aim of our current study is to propose

a physically-inspired signal model that simulates sounds evoking rolling interactions and that can be

controlled by intuitive parameters (such as the speed and the size of the rolling object). To obtain such

a model, it is first necessary to identify the transformational invariant responsible for the evocation of

rolling interactions through listening tests. Further, a real-time compatible synthesizer that reproduces the

behavior of the transformational invariant should be developed. This model should be sufficiently generic

to enable continuous transitions towards other types of interactions such as rubbing or scratching. Such

an approach has been successfully implemented in previous studies by the authors [21], [22]. Finally, in

order to offer intuitive controls, the perceptual relevance of the various synthesis parameters with respect

to the control parameters of interest should be estimated through listening tests, in order to propose an

appropriate mapping for intuitive control. Even if the proposed model is physically-inspired, it is worth

noticing that our aim is not to perfectly model physical reality, but instead to propose a model that

effectively evokes perception of a rolling sound. The model aims to create the action contribution within

the adopted action-object paradigm. The design of intuitive control for the object part has already been

addressed in our previous studies [23], [24]. In practice, this object part is currently implemented using a

resonant filter bank as proposed by Mathews and Smith [25]. The corresponding intuitive control enables

simulation of the perceived material, size and shape of a given object based directly on semantic labels.

Continuous sound transformations between material categories (for instance from metal to wood) can be
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controlled within a two-dimensional navigation space.

The current paper is organized as follows. Section II presents a state of the art on rolling sound syn-

thesis models, with a particular emphasis on physics-based models, signal models and analysis/synthesis

schemes. Section III formally investigates the determination of perceptual invariants related to the evo-

cation of rolling, with reference to a physics-based model used to generate a calibrated force signal. A

perceptual experiment is used to highlight the fact that the interaction force between the rolling ball and

the surface over which it rolls carries perceptually relevant auditory cues that evoke a rolling interaction.

In section IV, a signal model for the evocation of rolling interaction is proposed, together with a complete

analysis/synthesis scheme. An intuitive control strategy is presented in Section V and evaluated with a

formal test in Section VI. Finally, some possibilities for control strategies involving a generalization of

the proposed model towards other continuous interactions are discussed in Section VII. Again drawing

on the action-object paradigm, we also discuss the possibility of creating sound metaphors by combining

invariant sound morphologies related to a given action with invariant sound morphologies related to a

given object (independently of the action). Such tools might offer potential new approaches in sound

design and could, for instance, be of great interest in perceptual studies to generate calibrated stimuli

[24], [26]. All the sounds discussed in this paper, additional sound examples and a video demonstration

of the real-time synthesizer are available at http://www.lma.cnrs-mrs.fr/∼kronland/Rolling Sounds/.

II. ROLLING SOUND SYNTHESIS: STATE OF THE ART

In this section, we review the literature on rolling sound synthesis models. In the first part, physics-based

models are presented. Synthesis approaches based on signal considerations are subsequently reviewed.

A. Physics-Based Models

Despite the fact that the underlying physical phenomena behind sound production by rolling objects

have not been clearly elucidated [14], several physics-based approaches can be found in the literature.

For moving sources [27], Stoelinga and Chaigne propose the adaptation of a model for simulation of

a single impact on a damped plate, as described by Chaigne and Lambourg in [28], [29]. This model

considers flexural vibrations of a rectangular Kirchhoff-Love plate [30], coupled with an impactor via

Hertz’s law of contact [31]. The problem is solved using a numerical method based on a finite-difference

scheme. The plate features micro-scale irregularities that the impactor (the ball) scans along its trajectory

across the plate. This is simulated as a white spatial distribution of asperities, acting as a perturbation
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in the compression term of Hertz’s law of contact. In this case the interaction force Fc between the ball

and the plate, obeying Hertz’s law of contact, becomes:

Fc =







k



R− (η(t)−Wp(x(t), y(t), t)−Ws(x(t), y(t)))
︸ ︷︷ ︸

Υ





3/2

for Υ > 0,

0 otherwise,

(1)

where (x(t), y(t)) are the coordinates of the ball on the plate, parameterized by time t, R the radius of

the ball, η the vertical displacement of its center of gravity, Wp the vertical displacement of the plate

(i.e. its flexural vibrations), Ws the surface profile (simulated by a white spatial distribution) and k the

Hertzian elastic constant.

Rath and Rochesso also investigated a physics-based model to synthesize rolling sounds in [15]. This

method differs from the one proposed by Stoelinga and Chaigne by the use of a nonlinear contact

model including a dissipative component (Hunt and Crossley’s model [32]). This model was first used

for synthesis purposes by Avanzini and Rochesso to generate impact sounds [33]. It should be noted

that the Hunt and Crossley model assumes a non-infinitesimal contact surface and the use of such a

nonlinear model for rolling interaction could be criticized from a physical point of view. Indeed, since

the interactions between a ball and sharp micro asperities are modeled by micro-contacts, it might be

reasonable to assume simple point-like contact, and then a linear Hooke’s law to model the contact force.

Nevertheless, the perceptual relevance of this model has been confirmed through several listening tests

[15], [40]. Another difference with Stoelinga and Chaigne’s model is that the resonant object is modeled

as a lumped system, with a set of N parallel second-order linear oscillators (mass-spring-damper systems),

each representing an eigenmode of the resonant object (i.e. its natural frequency and damping); where

Stoelinga and Chaigne directly discretized the physical equation of the vibrating plate. The model is

described as follows:






x=xe−
∑N

i=1 x
(i)
r

ẍ
(i)
r +g

(i)
r ẋ

(i)
r +

[

ω
(i)
r

]2
x
(i)
r = 1

m
(i)
r

f(x, ẋ), i∈J1, NK

ẍe=g− 1
me

f(x, ẋ)

(2)

with

f(x, ẋ) =







kxα+λxαẋ = kxα (1+µẋ) , x > 0

0 , x ≤ 0
(3)

The parameters labeled with an e stand for the exciter (e.g. a hammer), whereas parameters labeled with

an r stand for the resonant object (e.g. a plate impacted by the hammer). xe and me are respectively the
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vertical displacement and mass of the exciter. ω
(i)
r and g

(i)
r are respectively the natural frequency and

damping of the ith resonant object’s mode, and m
(i)
r is the “mass” of the ith mode1, which controls inertial

properties of the oscillator. x
(i)
r is the vertical displacement of the ith oscillator. g is the gravitational

constant (9.81 m/s2). The impact interaction force is represented by f(x, ẋ). The contact stiffness k is

defined as:

k =
4

3

√
R

(
1− ν2e
Ee

+
1− ν2r
Er

)−1

(4)

where E and ν are respectively the Young’s modulus and the Poisson ratio and R is the ball radius. λ

is the damping constant (we define µ=λ/k), and the nonlinear exponent α takes into account the local

geometry around the contact surface (according to Hertz theory, we will assume α=3/2 throughout this

paper).

In order to adapt this nonlinear contact model to the rolling interaction, a surface profile is introduced.

Based on physical considerations, the surface Sr is assumed to be imperfect (i.e. not perfectly smooth

on a micro-scale, as is the case for real surfaces). Hence, the ball tracks the surface profile and hits some

of the asperities, depending on their size. The ball’s velocity parallel to the surface is a forced velocity

and it is assumed in this model that it is not affected by the interaction. This concept is sketched in

Fig. 1. As the contact point moves along this surface, a vertical displacement (labeled xoffset in Fig. 1)

referred to as the offset-curve is added to the distance variable x. Thus, the model actually simulates a

locally bouncing ball, whose energy is cumulated over time according to the rolling curve xoffset, thus

evoking a rolling movement.

B. Signal Models

Several authors have derived signal models from physically inspired considerations in order to synthe-

size rolling sounds. These models are mainly based on source-filter schemes, assuming that the physical

exciter and the resonator are uncoupled (i.e. that the resonator vibrations do not influence the exciter’s

behavior). Thus, they can be modeled by an excitation signal (which represents the force applied on the

resonator by the exciter) and resonant filters (which represent the natural frequencies of the vibrating

object). Such methods do not perfectly imitate physical reality, but instead aim to reproduce sound effects

that are perceptually relevant.

1 In the original model for rolling sounds [15], the authors do not take into account the position-dependent interaction of

the ball on the resonator. However, as proposed in [34], the effect of the position-dependent interaction (i.e. the emphasis and

attenuation of certain resonant modes according to the exciter location on the resonant surface) can be taken into account within

the terms m
(i)
r .
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Fig. 1. Rolling curve xoffset, determined by the surface profile Sr and the ball size. Adapted from [15].

The FoleyAutomatic synthesis scheme, proposed by Van den Doel et al. [16], reproduces various

continuous interactions between solid objects such as rolling or scraping, using a source-filter approach.

The general synthesis process consists of playing a noise at varying speeds according to the relative

velocity of the interacting objects. The noise is assumed to model the surface roughness. The authors

consider a fractal surface model for this purpose, which turns out to give satisfactory results in modeling

real rough surfaces [35]. Fractal surfaces have a power spectrum proportional to ωβ (β < 0), where β

can be interpreted as a surface roughness parameter. For rolling sound synthesis, the authors propose

an additional filtering stage that enhances the spectral envelope near the object’s resonance modes, in

line with the observations made by Hermes [17]. Hermes hypothesized that the contact between a ball

and a surface is smoother for rolling than for friction interactions. To account for this, the sharp onset

of a conventional impact model that usually consists of a sum of exponentially damped sine waves is

replaced by a more gradual onset modeled by a sum of impulse response-like gammatones, i.e. s(t) =
∑N

i=1 ait
γ−1 exp(−t/τi) sin(2πfit), with γ = 2. This impact model is then convolved with a time series

of pulses with a Poisson distribution. In order to enhance the auditory perception of a rolling object, the

sound envelope is modulated. This can be justified by the fact that a rolling object is neither perfectly

spherical nor homogeneous. This idea is also taken into account in [15].

Amplitude modulations in the synthesis of rolling sounds have proved to be perceptually relevant: in

[36], artificial amplitude modulations were applied to recorded rolling sounds and perceptual experiments

showed that they clearly influenced the perceived size and speed of the ball.

C. Analysis/Synthesis Schemes

Lagrange et al. [18] and Lee et al. [19] apply analysis/synthesis schemes for sounds generated by a

sustained contact between rigid objects to the synthesis of rolling sounds. Both these models are source-

August 27, 2014 DRAFT



IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. ?, NO. ?, ? 201? 8

filter approaches. The main idea is to examine recorded sounds in order to extract the filter part parameters

(characterizing the resonances of the interacting objects) and an excitation pattern used as the input into

the filter part. They both assume that interaction sounds are the result of a succession of micro impacts

on a resonant surface. However, the two studies use different methods to estimate the filter parameters

and to perform the detection of contact events.

Lee et al. [19] propose first estimating the time location of contact events by high-pass filtering the

signal, and then using the envelope of this filtered signal to detect the maxima of the events. The filter

parameters are estimated between each pair of successive contact events. Each contact sound is then

separated into subbands in which zeros are estimated using notch filtering. Thus, the notches observed

in the spectrum of rolling sounds are modeled over a rigid, finite length surface, since the modes are

selectively excited and damped or suppressed depending on the location of the excitation. This also has

the advantage of reducing the Linear Predictive Coding (LPC) order used to estimate the poles. Synthesis

can then be performed.

Lagrange et al. [18] propose extracting filter parameters related to the object’s resonances using a high

resolution method (ESPRIT [37], [38]). This is performed on short-time frames of recorded sounds. Each

frame is determined such that the vibrating object remains in a free regime as far as possible. The source

signal is then extracted using inverse filtering in the frequency domain. Each impact amplitude and time

location is determined on the extracted source signal. The excitation is then encoded by modeling the

distributions of the impact amplitudes and time intervals between impacts by exponential and gamma

distributions respectively. Each impact is also modeled using a Meixner window [39].

III. PERCEPTUALLY RELEVANT CUE FOR THE ROLLING EVOCATION

In this section, we focus on the perceptual features responsible for evocation of a rolling interaction. We

assume that the interaction force is a transformational invariant and consequently, carries the perceptually

relevant information related to the rolling interaction (independently of the resonator’s properties). To

test our hypothesis, we investigated synthetic sounds instead of recorded sounds, because they can be

accurately controlled. The physics-based model investigated by Rath and Rochesso [15] described in

Section II-A was chosen. Firstly, in our view, this model produces the most convincing sounds (some

sound examples, computed as proposed in [15], [33], are available on this paper’s companion webpage).

Moreover, in [40], it has been shown that this model produces rolling sounds that are spontaneously

recognized as such by listeners.

This model allows us to focus on the excitation, i.e. the interaction force, by reducing the contribution
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of the resonant object. Hence, we consider that forces are computed on a rigid surface i.e. without any

resonator contribution. The equations are discretized and solved using an explicit fourth-order Runge-

Kutta method (RK4) [41], which is known to be an accurate method for solving differential equations.

As shown by Papetti et al. [42], RK4 solutions for the physics of a bouncing ball are always close to

the analytical solution. The surface is discretized with a resolution of 0.1 mm and the sampling rate is

fs=44.1 kHz. In the next part of this section, we use a perceptual experiment to verify whether, for

certain combinations of parameters, the relevant information linked to the rolling interaction might be

conveyed by the interaction force. This test also investigates the contribution of the modal characteristics

during the rolling interaction, as explained below.

A. Subjects

Seventeen participants took part in the experiment: 12 men, 5 women, 30 years old on average (standard

deviation: 8.7 years). They were all volunteer students and researchers working at the laboratory (CNRS-

LMA). None of them had prior knowledge of the stimuli used in the experiments and none of them

reported hearing problems.

B. Stimuli

From equations (2) and (3), it can be seen that during contact between the rolling object and the surface

(x>0), the pair of coefficients ( k
m , λk )

def
=(κ, µ) parameterizes the behavior of the interaction force. We in-

vestigated whether certain pairs of coefficients produce a perception of rolling or not. The parameter space

(κ, µ) was sampled regularly with all the combinations between κ= [κ1, κ2, κ3] =
[
5 · 107, 5 · 109, 5 · 1011

]

and µ= [µ1, µ2, µ3] = [0.1, 1, 10]. The κ values were chosen in line with the literature: in [27], the values

range between 104 and 109, while in [31] the value is in the order of 1012 N.m−α.kg−1. For each pair,

5-second simulation was run with two fractal surfaces (β=−0.5 and β=−1). Eighteen stimuli associated

with the raw forces were thus generated. In order to investigate the influence of the resonator on the

perception of rolling, 18 supplementary stimuli were obtained by convolving these raw forces with an

impulse response evoking a metal object (obtained with [24]), giving a total of 36 stimuli for the test

(both raw forces and convolved forces). For all simulations, we assumed a constant velocity of 20 cm/s,

a constant ball radius of 1 cm and a maximum asperities height of 0.1 µm. An amplitude envelope was

applied to all the stimuli (to evoke a sound source approaching, then moving away from the listener).
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C. Procedure

The test was performed in a quiet office on a standard laptop with Sennheiser HD-650 headphones. A

graphical interface was specially designed for the experiment using Max/MSP software2 . A subjective

rating of rollingness was evaluated by experiment participants. For each stimulus, the listener used a

slider to evaluate, on a scale spanning from 0 to 100, how much the sound evoked a rolling object.

Verbal descriptors for rollingness along the slider were used as in [43], from Not at all like rolling (0),

A little bit like rolling (25), Somewhat like rolling (50), Close to rolling (75) to Exactly like rolling

(100). Before the evaluation session, 6 different sounds were presented in a random order to familiarize

the listener with the sounds. During the evaluation, the 36 stimuli were presented in a random order to

avoid the effect of presentation order.

D. Results

The data were analyzed using a repeated measures Analysis of Variance (ANOVA) with surface

irregularity (2 levels), resonator contribution (2 levels), κ (3 levels) and µ (3 levels) as factors. Effects

were considered significant if the p value was equal to or less than 0.05. A significant main effect was

identified for the resonator contribution (F (1, 16)=16, p=0.001). The mean “rollingness” was 40.9% for

the raw forces and 53.7% for the convolved forces, i.e. about 13% higher when the force was convolved

with an impulse response from a resonant object. The effect of the surface was not significant (p=0.13).

In addition, the κ×µ interaction was found to be significant (F (4, 64)=5.08, p=0.001). The sounds

generated with the parameter set (κ2, µ2) obtained the highest ratings and were perceived as close to

rolling. This set of parameters significantly differed from all the other combinations (p<0.01 at least)

except with (κ2, µ3) (p=0.07). In Fig. 2, mean “rollingness” ratings for the raw forces, averaged over

the two surface conditions are presented in the plane (κ, µ).

E. Discussion

The results of this perceptual experiment revealed that sounds generated with the parameters (κ2, µ2)

were more often perceived as having been produced by rolling objects than the other combinations

(67.2%, see Fig. 2). The ratings were already high for sounds based on the raw forces only, showing

that the interaction force is a relevant cue for perception of a rolling sound. Moreover, convolving the

interaction force with the impulse response of an object slightly improves the perception of “rollingness”

2cycling74.com
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0.1 1 10

5· 107

5· 109

5· 1011

µ

κ

46.9%
(5.30)

48.5%
(6.02)

11.9%
(2.52)

56.9%
(4.73)

67.2%
(4.70)

16.7%
(4.31)

48.7%
(5.96)

55.7%
(5.72)

15.6%
(5.51)

Fig. 2. Perceptual experiment results for sounds corresponding to the raw forces only (no convolution with an impulse response

from a resonant object). The mean “rollingness” rating (standard error between brackets) is displayed for each set (κ, µ). The

grey scale and circle size are proportional to the mean rating.

(rating of 83.5% for the (κ2, µ2) condition, which again has the highest mean rating in the convolved

condition). One might argue that the perceptual experiment is biased due to the fact that we explicitly

told the listeners they were to listen to “rolling sounds”. However, after the experiment, most subjects

said that some sounds evoked small balls rolling over hard surfaces (concrete, floor tiles) and others

over a metallic plate, meaning that they were able to imagine the action and even a scenario from the

presented sounds. Thus, we can deduce that the interaction force has a great impact on the “rollingness”

perception. We will use the set (κ2, µ2) and some combinations in its close vicinity as reference values

for the physical model synthesis presented throughout this paper.

IV. PROPOSED MODEL

The listening test described above revealed that the interaction force f itself carries relevant information

for the evocation of a rolling interaction. Moreover, convolving this force with an impulse response from

a vibrating object enhances this perception. From a signal point of view, this interaction force can be

considered as a series of impacts characterized by particular statistics for impact amplitudes and trigger

times, whereby each impact presents a specific local impact shape. Modeling the impact series involves

analyzing and reproducing these statistics.

We here propose a synthesis model that includes an analysis-synthesis framework for the impact series

and two additional processes: 1) the amplitude modulation effect that was shown to be a relevant cue to

enhance the perception of speed (see Section II-B) and 2) the local impact interaction model that takes

into account the dependency of contact duration (i.e. duration of impacts) on amplitude. In the following
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Fig. 3. Typical exemplar of the behavior of the nonlinear interaction force associated with a clear perception of rolling

interaction. Close-up analysis over a short time.

sections, a signal characterization for the interaction force is described, along with the main contributions

of the proposed synthesis model. Further details on the estimation of parameters are then provided.

A. Signal Characterization of the Interaction Force

We here focus on the interaction force f , with the aim of characterizing its behavior from a signal

point of view. As can be seen in Fig. 3, f can be considered as a succession of micro-impacts. This

leads to the following model:

f(t) =
∑

n

An φn(t− Tn) (5)

where An and Tn are respectively the amplitude and time-position of each impact. They both characterize

the so-called “impact sequence” and will be considered as random variables in the proposed model. φn

represents the so-called “impact patterns”. Because of the non-linear behavior of the force, the shape of

the impact patterns changes with the impact index n. Such shapes have already been modeled in the

literature and will be described in further detail in Section IV-D.

Modeling the statistical properties of the impact sequence is a more challenging problem. For this

purpose, we assume that the ball rolls over an “infinite” surface with constant statistical properties. This

implies that, when the ball speed is constant, the stochastic process that models the impact sequence

is stationary, i.e. its statistical properties do not depend on the time origin. Thus, it is more relevant to

consider the time-interval between impacts than the absolute position of each impact. For this purpose,

we introduce the time-interval series defined as ∆n
T=Tn+1−Tn. The impact sequence is consequently

characterized by the 2-dimensional time-series (An,∆n
T ).

We examined the statistical behaviors of the An and ∆n
T series from several simulations of the

interaction force computed using the contact model (equations (2) and (3)). The physical parameters were

chosen from within a range of values coherent with the perception of rolling (cf. Section III): Ball velocity:
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Fig. 4. Correlation functions of impact sequence for a ball rolling on a fractal surface, for different set of parameters (κ, µ, β).

Top row: Cross-correlation between amplitude and time-interval. Middle row: auto-correlation of amplitude. Bottom row: Auto-

correlation of time-interval. Left column: κ=109 (dashed black), 5·109 (grey), 1010 (black) N.m−α.kg−1. Middle column: µ=0.5

(black), 1 (dashed black), 2 (grey) s.m−1. Right column: β=0 (black), −0.5 (dashed black), −1 (grey). When not varying, the

parameters are: κ=5 · 109 N.m−α.kg−1, µ=1 s.m−1 and β=−0.5.

20 cm/s, ball radius: 1 cm, κ=
[
109, 5·109, 1010

]
N.m−α.kg−1, µ= [0.5, 1, 2] s.m−1, β= [0,−0.5,−1] and

maximum asperity height: 0.1 µm. We extracted the An and ∆n
T series by detecting the local maxima

of the computed forces. By definition, A and ∆T have strictly positive values, and thus strictly positive

mean values. To analyze these stochastic processes, we computed the centered variables of A and ∆T

by subtracting the mean value. We note cAn=An−µA and c∆n
T=∆n

T−µ∆T
, where µX is the mean of the

process X . We then evaluated their correlation properties. We estimated the auto-correlation functions

C(cAn,cAn)(k) and C(c∆n

T
,c∆n

T
)(k), of cAn and c∆n

T respectively. These functions, plotted in Fig. 4 (middle

and bottom rows), show that both variables are clearly non-white, i.e. the present Xn value depends on

past Xn−i values. This memory process is coherent with physics, because the impact series is structured

in time: the rolling ball model is derived from the bouncing ball model, which presents an organized

interaction pattern. We also evaluated the cross-correlation function C(cAn,c∆n

T
)(k) between cAn and c∆n

T .

This function, plotted in Fig. 4 (top row), reveals that the two variables are highly correlated. This

observation seems also coherent with physics: impacts of low amplitudes (or high amplitudes, respectively)

are generally followed by close bounces (or distant bounces, respectively) characterized by low (or high,

respectively) ∆T values. This particular structure of the correlation functions is likely to characterize the

rolling interaction, and its reproduction is crucial for perceptually convincing synthesis.
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B. Analysis-Synthesis Scheme for the Impact Sequence

The block-diagram of the analysis-synthesis scheme for the impact sequence is shown in Fig. 5. It

should be noted that the synthesis scheme shown at the bottom of Fig. 5 covers the whole synthesis

process, i.e., once the amplitude and time interval series are synthesized, the amplitude is modulated to

enhance the perception of velocity and then a local impact model is applied. The two latter steps are

described in Sections IV-C and IV-D. We only describe the main points of the analysis-synthesis scheme

here. Details of the estimation of parameters are given in Section IV-E.

1) Analysis Scheme: The amplitude An and time interval ∆n
T series are first extracted from the

simulation with the physics-based model [15] and zero-centered by removing their mean values. Then,

the analysis consists of removing the auto-correlation of each centered variable with whitening filters

H−1
A (z) and H−1

∆T
(z). The whitened versions of the time series are named cÃn and c∆̃n

T respectively. The

cumulative distribution functions of cÃn and c∆̃n
T (FA(.) and F∆T

(.) respectively) are estimated in order

to transform these time series so that the outputs Wn
A and Wn

∆T
both follow a uniform law.

Finally, the cross-correlation C(Wn

A
,Wn

∆T
) between the residual signal Wn

A and Wn
∆T

is estimated and

plotted in Fig. 6. Given the long-term auto-correlation of cAn and of c∆n
T (see Fig. 4), we assume that

C(Wn

A
,Wn

∆T
) is nearly a Dirac delta function, in other words that Wn

A and Wn
∆T

are totally correlated and

represent a single stochastic process (and that this behavior remains true for all combinations of parameters

considered). This assumption is in line with the physics: the only random variable in the physics-based

model [15] described in Section II-A is the surface profile. The rest of the model is deterministic.

2) Synthesis Scheme: For a process X (either A or ∆T ), the synthesis scheme is obtained by inverting

the analysis scheme. As explained in the previous section, we use the same white process W with U([0, 1])

to synthesize both cÂ and c∆̂T . cX̂n can be modeled by:

cX̂(t) =
[
F−1
X (W ) ∗ hX

]
(t) (6)

where the symbolˆstands for “estimated process” (i.e. simulated process), hX is the impulse response of

the inverse whitening filter HX , and ∗ denotes the convolution product. Note that t stands for discrete

time, determined according to the sampling frequency.

C. Amplitude Modulation

Numerical simulations with the physics-based model led to the conclusion that modifying the actual ball

velocity weakly affects the sensation of velocity. In line with this observation, variation in the synthesis

parameters with respect to perceived velocity does not reveal a particular behavior (plots and sounds
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available on companion webpage). In contrast, the synthesis parameters exhibit significant variations

with respect to the sensation of ball mass or surface roughness (see Section V). From a perceptual point

of view, the asymmetry of rolling objects is likely to contribute to the sensation of velocity. However,

the physics of asymmetric rolling objects is highly complex (see for instance [45]) and the link between

the physical process and the perception of rolling has not yet elucidated. Some authors have proposed

that a rolling object should never be considered perfectly spherical or perfectly homogeneous and have

therefore applied a sinusoidal modulation to the interaction force [15], [17]. In line with these studies,

we introduced an amplitude modulation that has been shown to strongly influence the perception of size

and speed [36] (see Section II-B):

fout(t) = [1 +m sin (2πνmt)] .fin(t) (7)
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Fig. 7. Distribution of the impact velocities during the rolling interaction. Dashed black line: mean. Grey area: standard error.

with m ∈ [0, 1] the modulation depth. The modulation frequency follows:

νm ∝
v

R
(8)

where v is the transversal velocity and R the ball radius.

D. Modeling the Impact Patterns

In this section, we focus on the shape of the impact patterns φn. A simplified impact model defined

by a raised-cosine function is proposed in [16]:

φn(t) =







1
2

[

1 + cos
(
2πt
tn0

)]

, t ∈
[

−
tn0
2 ,

tn0
2

]

0 , otherwise
(9)

where tn0 is the impact duration. In our model, tn0 is not constant because of the non-linear behavior of

the force, but is still not considered as an independent random variable. We assume that tn0 is obtained

from the impact sequence through a deterministic law that we model below. In order to simplify the

notations, we have focused on a single impact pattern and omitted the impact index n.

The second term λxαẋ in the interaction force model (3) is known to introduce hysteresis (see e.g.

[44]), such that the asymmetry of impact increases with impact velocity. To investigate whether the chosen

impact pattern is valid in our case, the typical impact velocities involved in a rolling interaction were first

examined. Several simulations of a rolling ball with different rolling speeds (from 10 cm/s to 100 cm/s)

were computed with all the combinations of the parameters κ, µ and β proposed on Fig. 4. Fig. 7 shows

the distribution of the impact velocities. One can note that the impact velocities do not exceed 5 cm/s.

Thus, for impact velocity from 0.1 to 5 cm/s, and with κ and µ values as on Fig. 4, the proposed model

(9) fits impacts computed using equation (3) with a goodness of fit 0.90<R2<0.99. The raised-cosine

model is thus well suited for our concern.
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As revealed by the non-linearity α in the contact model presented in (3), the duration of contact

between the ball and the plate depends on the transversal velocity of impact [31], [33], [46]. In [33], it

is shown that the contact duration varies as follows:

t0 =
(me

k

) 1

α+1

︸ ︷︷ ︸

A

(
µ2

α+ 1

) α

α+1

︸ ︷︷ ︸

B

.

∫ vin

vout

dv

(1 + µv)
[

−µ (v − vin) + log
∣
∣
∣

1+µv
1+µvin

∣
∣
∣

] α

α+1

︸ ︷︷ ︸

C

(10)

where vin and vout are the velocities at the beginning and end of the contact respectively. It can be

established that vout is a function of µ and vin so the integral C depends only on µ and vin. In [44], it

is shown that contact duration is weakly (if at all) affected by µ, while vin has a strong influence on t0.

In line with the analytical calculations from Chaigne and Doutaut who found t0 ∝ v
−1/5
in [46] (in their

study, the authors do not consider the dissipative term µ, which is set to 0), we propose to model the

contact duration as varying with the power of the impact velocities. Since variation in µ will not affect

the term B×C, contact duration can be rewritten as:

t0 = ζ·v−θ
in (11)

where ζ is a constant determined by the ball mass me, contact stiffness k and the non-linearity factor

α. Linear regression on numerical simulations of impacts with the physical model leads to θ ≈ 0.23

(goodness of fit R2 > 0.99). Several fitting simulations on θ for various sets of parameters revealed that

θ is always close to 0.23. According to the expression for t0, increasing the ball mass (me) will increase

the impact duration, while increasing the surface hardness (i.e. a larger k) will shorten the impact.

However, impact velocity vin cannot be directly estimated from observation of the interaction force.

This model is not therefore adapted for our concern. One solution consists of modeling the impact duration

as a function of the impact amplitude A using the same law, but different parameters:

t0 = ζ ′.A−θ′

(12)

It is obvious that impact amplitude and velocity are directly linked: the faster the ball moves upwards,

the higher it goes. There is no theoretical evidence for a linear relationship between amplitude A and

input velocity vin. However, we assume that the non-linearity is sufficiently weak for our model to be

approximately valid. It should be noted that, due to the compliance of the struck object, Avanzini and

Rochesso showed that the contact duration was always higher when the exciter is coupled with a resonator
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[44], and increased with the resonator mass (m
(i)
r in (2)) [33]. However, as highlighted by the previous

perceptual experiment, the interaction force f itself is perceptually relevant for the rolling interaction,

and our aim is not to reproduce all the subtleties of the physical model.

E. Parameter Estimation

In this section, we describe how the parameters of our signal model are estimated from the force

signals obtained with the physics-based model (cf. Section II-A). These parameters will be further used

for synthesis. We consider two categories: parameters describing the impact sequence and parameters

describing the impact pattern.

1) Impact Sequence Parameters: As explained in Section IV-B1, the impact sequence is characterized

by the mean values µX , the inverse whitening filters HX(z) and the inverse cumulative distribution

functions F−1
X , X being the amplitude A or the time interval ∆T . The mean values can easily be

estimated using the empirical mean estimator µX = 1/N
∑N

n=1X
n. For the inverse whitening filters, we

assume Auto-Regressive Moving Average (ARMA) models:

X(z) ≈ HX(z)X̃(z) , HX(z) =
1 +

∑p
i=1 biz

−i

1 +
∑q

i=1 aiz
−i

(13)

The usual strategy for optimizing whitening filters consists of minimizing the energy of the residual

signal. In practical terms, the coefficients ai and bi are obtained by minimizing
∑N

n=1

[
h−1
X ∗X

]2
(t)

according to ai and bi. Optimization is performed using an iterative Gauss-Newton strategy [47].

By applying this method to several simulations of both amplitude and time interval series, we found

that one pole and one zero (p=q=1) are sufficient to whiten both processes satisfactorily. This result is

supported by observations of the auto-correlation functions of the residual signals cÃn and c∆̃n
T (same

physical parameters as in Section IV-A) in Fig. 8. It can be seen that, for all the considered combinations

of parameters, the auto-correlations are very close to the Dirac function, meaning that the signal whitening

process has succeeded.

The cumulative distribution functions F−1
X are directly related to the probability density functions of

cX̃ . As Fig. 9 shows, cÃ and c∆̃T follow approximately centered Gaussian distributions. Their variance

σ2
X can be easily estimated with a least squares method. Thus, in implementing our synthesis scheme, the

white noise input W and the inverse cumulative distribution functions F−1
X can be successfully replaced

by a single centered and normalized Gaussian random generator, scaled with standard deviations σA and

σ∆T
, to directly generate the centered white processes c ˆ̃A and cˆ̃∆T .

August 27, 2014 DRAFT



IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. ?, NO. ?, ? 201? 19

−100 0 100
−5

0

5

10

15

−100 0 100
−1

0

1

2

3
x10

6

−100 0 100
−10

0

10

20

−100 0 100
−1

0

1

2

3
x10

6

Time Lag k (in samples)

−100 0 100
−5

0

5

10

15

−100 0 100
−1

0

1

2

3
x10

6

Fig. 8. Auto-correlation of the whitened signals cÃn (Top row) and c∆̃n

T (Bottom row) for one pole and one zero whitening

filters. The used parameters and colors are the same as in Fig. 4.
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fit. For the sake of figure readability, the results are only displayed for the parameter set κ=5·109 N.m−α.kg−1, µ=1 s.m−1

and β=−0.5. Readers can find figures for the others parameter sets on the accompanying website.

2) Impact Pattern Parameters: In the proposed model (see Section IV-D), the impact pattern duration

t0 depends on the impact amplitude A and the function has two parameters: θ′ and ζ ′ (see Eq. (12)). We

estimated t0 as a function of A on the output of the physics-based model, and tried to fit the curve using

the proposed model. We observed that for some rolling realizations, the process can lead to absurd fits

from a physical point of view, due to outliers.

To avoid these situations, we first fit the law on single impacts, where no outliers can be observed.

This leads to optimal estimated value for both θ′ and ζ ′. In the rolling-interaction case, we kept this θ′

value and performed an optimization only on the parameter ζ ′.

As an example, we here give the results for the simulation parameters κ=2·109 N.m−α.kg−1 and

µ=1 s.m−1, a ball radius of 1 cm, a rolling velocity of 20 cm/s and a fractal surface exponent β=−1.

The first fitting process leads to θ′=0.29 (goodness of fit R2=0.93). The modeled curve for the rolling
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interaction fits with R2=0.70.

V. INTUITIVE CONTROL STRATEGY

In this part, an intuitive control strategy for the rolling sound model is described. We focus on three main

perceptually relevant attributes of the rolling interaction: ball size and velocity, and surface roughness.

Although the mass of the ball also could have been considered, it was not taken into account, since we

assumed that there is a direct link between the perception of size and mass. For each of these high-level

features, the relationships between the physical parameters and the synthesis parameters will be detailed.

Then the variation range of the synthesis parameters in the proposed mapping strategy will be discussed.

A. Controlling the Ball Size

The size of the rolling object directly influences the impact duration t0. From (10), it can be seen that

t0 is determined by ball mass me, contact stiffness k and the dissipative term µ, which all depend on

the ball radius. Recalling that α is set to 3/2, recalling (4), and expressing the sphere mass in function

of its density, it can be shown that t0 is proportional to the ball radius R (with both the exciter and the

resonator material properties kept constant). Thus, (11) can be expressed as:

t0 ∝ R · v−0.23
in (14)

The contact duration can thus be expressed as a function of impact amplitude A (see Section IV-E2):

t0 ∝ R ·A−0.29 (15)

On the basis of this expression, we defined a high-level control for the perceived size S, defined as the

normalized radius S ∈ [0.1, 1], which influences the impact duration with the following mapping:

t0 = 7.88× 10−4 S A−0.29 , [s] (16)

so that the bigger the S, the longer the t0 and the bigger the perceived size.

B. Controlling the Ball Velocity

As seen in Section IV-C, the perception of velocity can be enhanced by an interaction force amplitude

modulation. This sound effect is characterized by a modulation frequency, i.e. the faster the ball (or slower

respectively), the faster (or slower respectively) the amplitude modulation. We thus defined a high-level
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control for perceived velocity V, which is a normalized parameter V ∈ [0.1, 1] that acts on the amplitude

modulation frequency νm according to equation (8) and with the following mapping:

νm = 3
V

S
(17)

The multiplicative constant is set empirically. The modulation depth is set to m = 0.3 so that the resulting

effect is audible but still natural.

C. Controlling the Surface Roughness

In the physics-based model, the roughness of the fractal surface was set by the parameter β. However,

changing the value of β led to a complete change in the set of parameters describing the impact

sequence in the signal model, i.e. the statistics of the time series for amplitude (µA,σA) and for time

interval (µ∆T
,σ∆T

) and the coefficients of the inverse whitening filters HA(z) and H∆T
(z). We therefore

conducted some numerical simulations to investigate the variation of each of these synthesis parameters

with respect to β. These observations are based on a rolling simulation with the following parameters:

κ=1
3 ·10

10 N.m−α.kg−1, µ=1 s.m−1, R=1 cm, v=20 cm/s and a maximum asperities height of 0.1 µm.

The roughness parameter β varies between −1.5 (smooth surface) and 0 (rough surface). The set (κ, µ)

was chosen in line with the previous perceptual experiment, and then refined by the authors.

In the left-hand column in Fig. 10, the estimated variances σA and σ∆T
are represented as a function

of β. One can note that σA does not exhibit a specific behavior with respect to β, while σ∆T
increases

with β. The variation of σ∆T
is coherent with the physics: a rough surface with weak correlation between

the asperities leads to high variability in the time intervals between impacts. In the middle column in

Fig. 10, variation in the first order coefficients of the inverse whitening filters HA(z) and H∆T
(z) is

shown as a function of β. For both time and amplitude series, the coefficients a1 and b1 increase with the

roughness. In the right-hand column on Fig. 10, the estimated mean dissipative terms µA and µ∆T
are

represented as a function of β. It can be seen that µA does not exhibit a specific behavior with respect

to β, whereas µ∆T
increases with the roughness. The variation in µ∆T

is coherent with physics: a rough

surface generates an impact sequence with longer intervals between impacts.

By simultaneously modifying all these parameters according to the above observations, we were then

able to reproduce sounds evoking different surface characteristics from extremely smooth (quasi-squealing

sounds, e.g. a marble sliding on a window pane) to rough and chaotic ones (like a ball rolling on damaged

concrete and encountering many large asperities).

We defined a high-level control for surface roughness ρ which varies between 0 (smooth surface)

and 1 (rough surface). This control is different from the fractal-surface roughness parameter β in the
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TABLE I

EXTREME VALUES FOR THE LINEAR MAPPING BETWEEN THE SURFACE ROUGHNESS CONTROL ρ AND THE SYNTHESIS

PARAMETERS RELATED TO THE IMPACT SERIES (AMPLITUDE A AND TIME INTERVAL ∆T ).

ρmin = 0 ρmax = 1

A

σA 0.04 0.04

a1 −0.97 −0.93

b1 0.07 0.32

µA 0.43 0.27

∆T

σ∆T
0.19 (ms) 0.85 (ms)

a1 −0.97 −0.93

b1 −0.34 0.35

µ∆T
3.1 (ms) 6.4 (ms)

physics-based model, which varies between −∞ (perfectly smooth surface) and 0 (rough surface). The

normalized range for ρ is more natural in the context of a high-level perceptual control. We assume

linear mapping between ρ and each synthesis parameter. The extreme values were set according to the

experiments related in the previous section, and are summarized in Table I.

VI. SUBJECTIVE EVALUATION OF THE CONTROL STRATEGY

In this section we evaluated the relevance of the proposed mapping between high-level controls and

the synthesis parameters, i.e. whether modifying a high-level control had the desired perceptual effect.
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To this aim, we used an experimental procedure based on a paired comparison test.

A. Subjects

Fourteen participants took part in the experiment: 9 men, 5 women, 29 years old on average (standard

deviation: 9.9 years). They were all volunteer students and researchers involved with the laboratory

(CNRS-LMA). None of them had prior knowledge of the stimuli used in the experiments and none of

them reported hearing problems.

B. Stimuli

We considered a five-step variation for each high-level control parameter. Each synthesized stimulus

lasted for 3s and was normalized with respect to its maximum amplitude. For each high-level control,

15 stimuli (i.e. 3 sets of 5 stimuli) were synthesized.

For the ball size assessment, the surface roughness control ρ was set to 0.5 and three values for

velocity control V were used (0.1, 0.5 and 1). For the velocity assessment, ρ was set to 0.75 and three

values for size control S were used (0.1, 0.3 and 0.5). For the surface roughness assessment, the velocity

control V was set to 0.5 and three values for size control S were used (0.1, 0.5 and 0.9). The five steps

were: [0.1, 0.3, 0.5, 0.7, 0.9] for ball size assessment, [0.1, 0.3, 0.5, 0.8, 1] for ball velocity assessment,

and [0, 0.25, 0.5, 0.8, 1] for surface roughness assessment.

C. Procedure

The test was performed in a quiet office on a standard laptop with Sennheiser HD-650 headphones. A

graphical interface was specially designed for the experiment using Max/MSP software. The subjective

evaluation was effectuated by conducting a paired comparison experiment, a so-called A-B listening test.

For each high-level control, the sounds were evaluated in pairs within 3 distinct blocks in which only the

high-level control parameter varied (e.g. when evaluating the size, only the size parameter varied within

given a block, and the velocity parameters were different for the 3 blocks). This was done to avoid

interaction effects between different factors. Indeed, as shown by Houben et al. [48], when both size and

speed vary between two sounds, the ability to discriminate the faster or the bigger ball is impaired. For

each set, 10 pairs were presented corresponding to all combinations of the 5 stimuli (identical pairs were

not tested). Thus, for each high-level control, a total of 30 pairs (i.e. 3 sets of 10 pairs) were presented.

Each high-level control was evaluated separately through 3 independent sessions. In each session,

sound pairs were presented to participants in a random order. They were asked to listen to each pair A-B
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Fig. 11. Relative scores (with 95% confidence intervals) averaged across 14 subjects, for five values of each high-level control:

ball velocity (left), surface roughness (middle) and ball size (right).

as often as they wished and then choose between the 3 possibilities displayed on the graphical interface

“A is bigger/is faster/is rolling over a rougher surface than B” (icon A>B), “A is as big/is as fast/is

rolling over a surface as rough as B” (icon A=B) or “B is bigger/is faster/is rolling over a rougher

surface than A” (icon B>A), by clicking on the corresponding icon. Each session was preceded by a

training run of 3 trials, in order to familiarize the participants with the sounds, the task and the interface.

No feedback on their answers was given to participants during the training or during the test, and they

did not know that only the high-level control values varied within a block. The sessions were balanced

across subjects to annul the effect of presentation order.

D. Results

For each high-level control, data were collected into 5 × 5 matrices M s
p for each participant p and

for each set s of 5 stimuli (i.e. 3 matrices per subject for each high-level control). The matrices were

filled as follows: if the subject p, answered A>B for sound set s, (where A is the stimulus at step i,

B the stimulus at step j), item M s
p (j, i) (ith column, jth row) was set to 1; if the subject answered

B>A, item M s
p (i, j) was set to 1; if the subject answered A=B, item M s

p (j, i) was set to 0.5 if i>j, or

M s
p (i, j) was set to 0.5 if j>i. The diagonal of each matrix was set to 0.5, since identical pairs were not

tested. A one-dimensional subjective scale was then obtained by summing the rows of the matrix M s
p ,

as proposed in [49]. To focus on an overall assessment of the high-level controls, we computed a mean

one-dimensional subjective scale by averaging the 3 vectors obtained from each set of stimuli s for each

high-level control. The scores obtained for each participant p reflect the perceived ball’s relative velocity,

size, or surface roughness according to the variation of the high-level control. Results are plotted in Fig.

11.
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Repeated measures ANOVA was performed on the relative scores separately for each high-level control,

with control level (5 levels) as within-subject factor. For all statistical analyses, effects were considered

significant if the p value was less than or equal to 0.05. When interactions between 2 or more factors

were significant, post hoc comparisons (Tukey test) between relevant condition pairs were computed.

The effect of the high-level size control was significant (F (4, 52)=98.895, p<0.001) and all the control

levels significantly differed from each other (p<0.001 for all). Secondly, the effect of the high-level

velocity control was significant (F (4, 52)=45.804, p<0.001). All the control levels significantly differed

from each other (p<0.05), except between level 2 and 3 (p=0.867). Lastly, the effect of the roughness

control was significant (F (4, 52)=47.491, p<0.001). All the control levels significantly differed from

each other (p<0.01 for all).

E. Discussion

Our results showed that the three high-level controls produced the desired perceptual effect. Although

the subjects were given no indication as the auditory cue(s) tested, the following observations were

made. For the size control, subjects naturally associated lower frequency sounds (due to longer duration of

impacts) and/or slower amplitude modulation with a perception of bigger balls. For the surface roughness

control, participants reported a perception of surface roughness evoked by the sound, and in a coherent

manner, they associated sounds with lower values for surface roughness with the evocation of an extremely

smooth surface (on which the ball almost squeals), and sounds presenting more audible separate impacts

with a perception of a rougher surface. For the velocity control, the results were also broadly satisfactory

and were in line with Houben who concluded that amplitude modulation influences the perception of

speed [36]. However, we found a lack of significant difference between sounds of level 2 and 3. This

confusion may be due to the linear “discretization” of the velocity control V, which may not correspond

to our perception, meaning that the perceived difference between certain velocity values is probably

not precisely correlated to the numerical differences. A formal calibration experiment would be needed

to adjust the high-level control mapping in order to propose perceptually-regular variation intervals for

these controls. Simulating the time-varying amplitude of the surface’s eigenmodes may also improve the

perception of velocity, since it will result in an audible spectral cue [14].

VII. CONCLUSION AND FUTURE PERSPECTIVES

In this paper, we addressed the design of a rolling sound synthesizer. The goals of this study were to

identify the perceptual features responsible for perception of rolling movement and to further propose a
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generic, real-time compatible rolling sound synthesis model with intuitive controls.

In the first part of the study, a perceptual test was performed to identify the main perceptual features

(i.e. transformational invariant) responsible for the perception of rolling. For this purpose, a physics-based

model presented in [15] was used to generate the stimuli. The model was particularly interesting, since

it produced evocative rolling sounds and made it possible to investigate the perceptual relevance of the

different physical sources included in the model. For instance, it was possible to modify the contribution

from the resonant object by simulating more or less rigid surfaces. The listening test showed that the

non-linear interaction force has a great impact on the perception of “rollingness”. This force can be

viewed as series of impacts characterized by particular statistical properties.

Based on these observations, we proposed a signal model from a complete analysis-synthesis scheme.

In particular, we provided a method to estimate and simulate the statistics of the impact sequences, and the

contact duration versus the impact amplitude. In addition to the impact sequence, amplitude modulation

effects were added to enhance the perception of velocity of the rolling object. Further, the shapes of the

impact patterns were modeled based on [16].

Finally, high-level controls (i.e. velocity, size of the rolling ball and roughness of the surface on which

the ball is rolling) were defined and validated using a perceptual experiment. The proposed synthesis

model can generate perceptually satisfactory synthetic sounds (cf. sound examples on the companion web

page). As pointed out by some authors [43], [50], the rolling sound could be rendered more realistic

by taking into account additional effects such as the amplitude variation of the modes over time when

the ball is rolling on a finite surface. This effect is currently being implemented in the synthesizer using

a comb-filtering process. The low level of complexity in implementing the model meets the real-time

requirements of interactive applications in virtual reality. In addition, the model can be directly controlled

with high-level parameters related to the description of events in the scene in which the user is involved.

Hence, sounds could be generated in line with the user actions in a virtual environment might be generated,

meaning that this could offer a good alternative to prerecorded sound databases.

More interestingly, the proposed model is actually generic enough to generate impact series that comply

with various statistics. Therefore, by defining appropriate statistical properties, the proposed model can

synthesize excitation signals enabling the evocation of other kinds of continuous interactions such as

scratching or rubbing. Furthermore, in line with the design of a navigation space for perceived materials

[24], it should be possible to build an intuitive control space for continuous interactions, allowing the user

to synthesize sounds that evoke rubbing, scratching, rolling and to continuously morph between them

(e.g. synthesize a rubbing sound and slowly transform it into a rolling sound). The authors have already
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published a preliminary study on the perceptual differences between rubbing and scratching sounds, and

on the synthesis and morphing between these interactions [21]. For these types of sounds, the source

signal was modeled as a series of micro-impacts characterized by time series with specific amplitudes

and time intervals. A first navigation space version for perceived interactions was proposed in [22],

addressing the design of a mapping strategy allowing continuous interpolation between the synthesis

parameter values. Moreover, the calibration of each interaction could be improved through the use of

analysis-synthesis methods on recorded sounds as proposed in [18], [19].

Going further in our goal of offering infinite possibilities for sound creation and manipulation, the pro-

posed action-object framework is suitable for the creation of sound metaphors. This means that by freely

combining evoked objects (based on structural invariants) with evoked actions (based on transformational

invariants), unheard-of action-object combinations could be synthesized. To give an example, physically

impossible action-object combinations such as “rolling water drops” could be simulated by combining

synthesized water drops (obtained from [51], [52]) with the rolling action. With further experiments on

new sound textures, the salience of the invariant sound morphologies related to the rolling interaction

highlighted in this study (but also to other actions such as scratching for instance) can be accurately

examined. Such transformational methods are useful for musical as well as for sonification applications.

In particular, direct applications can be found in the current “MetaSon” project in which specific sound

design issues are raised by the car industry. Since the electric cars of the future will be very quiet, they

should be provided with sounds that clearly evoke a rolling object and that are recognizable as potentially

dangerous objects. The proposed model together with the intuitive control strategy constitutes a relevant

tool for such investigations.
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