
HAL Id: hal-01048735
https://hal.science/hal-01048735

Submitted on 23 Aug 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Bayesian inversion for finite fault earthquake source
models - II: the 2011 great Tohoku-oki, Japan

earthquake,
S.E. Minson, M. Simons, J. L. Beck, F. Ortega, J. Jiang, S.E. Owen, A.W.

Moore, A. Inbal, A. Sladen

To cite this version:
S.E. Minson, M. Simons, J. L. Beck, F. Ortega, J. Jiang, et al.. Bayesian inversion for finite fault
earthquake source models - II: the 2011 great Tohoku-oki, Japan earthquake,. Geophysical Journal
International, 2014, 198 (2), pp.922-944. �10.1093/gji/ggu170�. �hal-01048735�

https://hal.science/hal-01048735
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Geophysical Journal International
Geophys. J. Int. (2014) 198, 922–940 doi: 10.1093/gji/ggu170

GJI Seismology

Bayesian inversion for finite fault earthquake source models – II:
the 2011 great Tohoku-oki, Japan earthquake

S. E. Minson,1 M. Simons,1 J. L. Beck,2 F. Ortega,1 J. Jiang,1 S. E. Owen,3

A. W. Moore,3 A. Inbal1 and A. Sladen4

1Seismological Laboratory, Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena, CA 91125, USA.
E-mail: minson@gps.caltech.edu
2Division of Engineering and Applied Science, California Institute of Technology, Pasadena, CA 91125, USA
3Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91109, USA
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S U M M A R Y
We present a fully Bayesian inversion of kinematic rupture parameters for the 2011 Mw9
Tohoku-oki, Japan earthquake. Albeit computationally expensive, this approach to kinematic
source modelling has the advantage of producing an ensemble of slip models that are consistent
with physical a priori constraints, realistic data uncertainties, and realistic but simplistic
uncertainties in the physics of the kinematic forward model, all without being biased by
non-physical regularization constraints. Combining 1 Hz kinematic GPS, static GPS offsets,
seafloor geodesy and near-field and far-field tsunami data into a massively parallel Monte
Carlo simulation, we construct an ensemble of samples of the posterior probability density
function describing the evolution of fault rupture. We find that most of the slip is concentrated
in a depth range of 10–20 km from the trench, and that slip decreases towards the trench with
significant displacements at the toe of wedge occurring in just a small region. Estimates of
static stress drop and rupture velocity are ambiguous. Due to the spatial compactness of the
fault rupture, the duration of the entire rupture was less than approximately 150 s.

Key words: Inverse theory; Probability distributions; Earthquake source observations;
Computational seismology.

1 I N T RO D U C T I O N

Many finite fault rupture models have been produced and published
in the time since the Mw 9 great Tohoku-oki earthquake of 2011
March 11. However, these models are usually based on traditional
optimization approaches which produce a single model from the
parameter space of all rupture scenarios that are consistent with the
observed data. Inferring a finite fault earthquake rupture model is
an ill-conditioned inverse problem, and so we expect the space of
all possible and realistic models to be large. This non-uniqueness
should be especially large for subduction zone earthquakes given
that there are few observations available from the offshore region
where the bulk of the fault slip occurs; but the non-unique charac-
teristic of the inferred rupture model is lost when optimization is
applied to solve the inverse problem. Compounding this shortcom-
ing of traditional optimization, many optimization methods produce
no error estimates, while the techniques that can estimate uncertain-
ties often assume Gaussian errors and only provide variances of the
inferred rupture parameters.

Each published rupture model for the Tohoku-oki earthquake can
be thought of as one sample from the space of all plausible models,

or rather they can be thought of as individual samples from a num-
ber of different parameter spaces since these studies often utilize
different source parametrizations or constraints on those parame-
ters (e.g. regularization). However to fully understand the range of
possible rupture scenarios for the great Tohoku-oki earthquake, we
should determine the complete distribution of all plausible source
models including the trade-offs and uncertainties on each rupture
parameter. Furthermore, the published body of work represents a
limited set of models where the uncertainties of each model typ-
ically rely on conventional tests of resolution, all of which are of
limited value. (For a discussion of this, see Lévěque et al. 1993.)

To improve our understanding of the 2011 great Tohoku-oki
earthquake, we provide a complete Bayesian inversion that uses only
physically based prior information. [We introduced this method-
ology in Minson et al. (2013), hereafter referred to as Paper I.]
Paper I described and validated a fully Bayesian methodology for
finite fault kinematic source models which yields the posterior prob-
ability density function (PDF) that describes all rupture scenarios
which are consistent with observed data and three physical priors:
each point on the fault is forbidden from slipping significantly in a
direction opposite to the long-term relative fault motion, each point
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on the fault is only allowed to rupture once during the earthquake us-
ing a prescribed source–time function (in this case, a triangular slip
velocity function), and rupture propagates along the fault causally.
We use the same inversion approach in this study to provide both
static and kinematic models of the earthquake rupture constrained
by 1 Hz kinematic GPS time-series (used in the kinematic inversion
only), static GPS offsets, offshore geodetic data and tsunami data
from both near-coast instruments and global DART (Deep-ocean
Assessment and Reporting of Tsunamis) buoys. In addition, because
we compute the Bayesian posterior PDF, our solutions allow for a
more complete understanding of the uncertainties in our solution
than can be derived from conventional resolution tests. While still
not ideal, our error analysis is an improvement over current standard
approaches to understanding the uncertainties in finite fault earth-
quake source models. However, as discussed towards the end of this
paper, we still need further improvements to reach a more complete
error analysis. Further, although our model is free of non-physical
regularization, it is only as good as the physical model used to pro-
duce the predicted observations. Any errors or shortcomings in our
forward model will lead to erroneous inferences about the source
process, including the potential for seemingly well constrained yet
erroneous conclusions.

2 I N V E R S I O N D E S I G N

2.1 Data

Following the methodology presented in Paper I, we compute an
ensemble of static slip models for the Tohoku-oki earthquake and
then use that posterior distribution to inform the prior distribu-
tion of the complete joint kinematic-static rupture model. For the
static inversion, we include static GPS offsets, offshore seafloor
geodesy, tsunami records from near-coast pressure gauges and
tsunami records from the global DART network of open-water
buoys. (Our forward model for the tsunami data assumes an in-
stantaneous rupture such that the tsunami forward model is purely
a static deformation model.) The kinematic model uses all of these
data as well as 1 Hz GPS time-series.

Information about the near-coast tsunami data, open-water
tsunami records, locations of the six GPS stations used for 1 Hz
kinematic modelling (out of the 738 GEONET stations whose static
offsets were also incorporated), and the locations and observed static
offsets at the 738 GEONET GPS stations and offshore GPS/acoustic
instruments used in our inversions are tabulated in detail in the on-
line Supporting Information. The seafloor geodesy data and their
associated errors come from Kido et al. (2011) and Sato et al.
(2011). The global DART data are the same as in Simons et al.
(2011). The GPS positions were obtained using the same single-
station bias-fixed processing as in Simons et al. (2011). (See the
Simons et al. 2011 online Supporting Information for details.) The
three-component static GPS data come from 738 GEONET perma-
nent GPS stations and are derived from solutions with 30-s epochs
so as to exclude as much post-seismic and aftershock-related de-
formation as possible. The 1 Hz kinematic GPS data are taken
from the east and north components of six GPS stations which
are a subset of the 738 GEONET stations. The six GPS stations
used for kinematic modelling are located near the coast of Hon-
shu in a transect that covers the along-strike extent of the rupture.
We use high-rate data from a small subset of the GEONET ar-
ray not because the data are not available or cannot be fit, but
rather because it would be too computationally expensive to evalu-

ate the misfit between the data and the predicted time-series for each
of the O(1010) models we evaluate during Monte Carlo simulation
of the posterior distribution. As borne out by visual inspection of the
data, we expect the observations over a spatially dense array of sta-
tions to be highly correlated such that the observed waveforms vary
slowly from station to station, and thus a representative subset of
observed time-series should be sufficient to describe the spatiotem-
poral variation of surface displacement while removing duplicate
information. Therefore, in order to obtain the best possible data cov-
erage to determine along-strike variations in the earthquake rupture,
we selected a subset of stations that give a set of observed near-field
displacement histories without duplication and which cover a wide
range of near-field source–receiver azimuths. This source–receiver
geometry is not ideal for imaging along-dip variations, but it is the
best that is possible since there are no near-field observations avail-
able on the seaward side of the rupture and we do not expect that
teleseismic data would provide additional resolution given the very
small spatial extent of the rupture in the downdip direction.

We filter the 1 Hz GPS time-series and corresponding Green’s
functions between 0.005 and 0.1 Hz (200–10 s period) using a one-
pass causal Butterworth band-pass filter. We adopt the low-pass
filter to counteract the effects of potential high-frequency aliasing
in the raw time-series. We use a high-pass filter because our kine-
matic and static GPS data come from identical stations, and our
model predictions are made using Green’s functions for identical
Earth structures. Thus the ‘static’ GPS data and the final static
offsets contained in the ‘kinematic’ GPS data should be identical
(give or take the effects of different processing methods), and the
predicted offsets from any source model will be identical for these
two data sets. It would be in effect ‘double counting’ our observa-
tions to use both static offsets from the 30-s epoch GPS positions
and the static offsets contained in the 1 Hz time-series. So we filter
out the periods in our kinematic GPS data that are of the duration
of the earthquake or longer. While the broadband kinematic GPS
time-series are dominated by the near-field ramp-like accumulation
of static offset, the filtered records emphasize the time-dependent
and non-steady-state parts of the wavefield, the exact information
which the high-rate GPS data can provide but that our other data
sets cannot.

2.2 Model design

Our model for the geometry of the megathrust interface is an ap-
proximation of the Pacific Plate surface from Simons et al. (2011)
(Figs S1 and S2) with the fault interface from the surface to approxi-
mately 30 km depth constrained by seismic refraction and reflection
profiles (Iwasaki et al. 1994; Tsuru et al. 2000; Fujie et al. 2002;
Miura et al. 2003; Ito et al. 2004; Takahashi et al. 2004; Miura
et al. 2005), and the deeper fault surface constrained with seismic
tomography (Zhang et al. 2004; Hasegawa et al. 2005; Yamamoto
et al. 2006) and earthquake hypocentres (Katsumata et al. 2003).
As described in Paper I, we use the Fast Sweeping algorithm (Zhao
2005) to calculate the initial rupture time at each source location
given a random realization of a hypocentre location and a random
distribution of rupture velocities. Because this algorithm is only
applicable to solving the eikonal equation on a square grid, we are
forced to tessellate our fault into square patches while Simons et al.
(2011) used a complex triangular mesh. However, we have used
the nearest regularly gridded approximation to the Simons et al.
(2011) source geometry. Our non-planar gridded fault is curved in
the downdip direction (Fig. 1). It is comprised of square patches,
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Figure 1. Profile of slab geometry as a function of depth. The fault interface
is shown by a red line whose thickness is proportional to the mean integrated
along-strike slip potency of the joint static-kinematic rupture model (Fig. 2).
Assumed rigidity as a function of depth (Table 1) is shown by background
colour. The coastline is located approximately 200 km from the trench
(indicated with triangle).

Table 1. Depth extent, layer thickness, P-wave velocity, S-wave velocity
and density used for calculating elastic Green’s functions. The P-wave and
S-wave quality factors used are 1000 and 500, respectively.

Depth (km) Thickness (km) α (km s−1) β (km s−1) ρ (kg m−3)

0.0–2.8 2.8 5.0 2.7 2500
2.8–7.8 5.0 5.7 3.3 2700
7.8–16.0 8.2 6.0 3.4 2750
16.0–32.0 16.0 6.7 3.9 2900
32.0–∞ ∞ 7.7 4.5 3300

29 km on a side, with a constant strike of 194◦ and dip that increases
from 3◦ at the trench to 29◦ at depth. There are a total of 24 patches
along-strike and nine patches downdip. For the kinematic model, we
solve for two components of slip, slip duration, and rupture velocity
at each of these 216 source locations. To produce smooth synthetics,
our predicted seismograms are generated by first interpolating each
rupture model onto a finer grid of point sources located less than
10 km apart.

We use the same 1-D layered elastic structure as Simons et al.
(2011) which, in turn, is based on the seismic structure model of
Takahashi et al. (2004) (Table 1). Dynamic Green’s functions for
this elastic structure were calculated using frequency–wavenumber
integration (Zhu & Rivera 2002) with a 1 Hz sampling rate using
wavenumbers sampled at an interval of 0.01 and applying a low-
pass cosine filter with corner frequency equal to 70 per cent of the
Nyquist frequency. The tsunami Green’s functions were produced
by first creating elastic Green’s functions that map displacement on
our fault surface to a dense grid of vertical seafloor displacement
using the Earth structure in Table 1 vertically shifted 2.8 km to
account for the ocean depth in the source region. A Gaussian spatial
filter with a standard deviation of 15 km was then applied to these
seafloor displacements so that our predicted seafloor deformation
had the same spatial resolution as our original fault slip model
but without discontinuities due to the discretization of the fault
plane. The resulting seafloor displacements were then used as input
into the COMCOT (COrnell Multi-grid COupled Tsunami model)
tsunami propagation code (Liu et al. 1998). Using a shallow water
approximation, we calculated predicted tsunami records for a unit
step on a given fault patch assuming that the tsunami is excited
not only by the resulting vertical motion of the seafloor but also
by the change in seafloor height due to horizontal displacement of
the sloping seafloor. We use an instantaneous rupture model for
predicting the tsunami data, however we shift the tsunami Green’s
functions by 68 s so that the instantaneous rupture occurs at the
centroid time rather than the hypocentre time.

The phase velocity, c, of a tsunami wave with wavelength, λ, trav-
elling through water of depth, d, is c = √

gd for wavelengths much
greater than d, where g is the gravitational acceleration. At shorter
wavelengths, the phase velocity exhibits frequency-dependent dis-
persion, such that c = √

λg/2π . We should note that our tsunami
Green’s functions neglect this dispersion. However, we applied a
low-pass filter with a corner frequency of 0.004 Hz (250 s period) to
all tsunami data and Green’s functions. This filtering is designed to
accomplish two purposes: first, to counteract the lack of frequency-
dependent dispersion in the tsunami Green’s functions and, second,
to remove complex reflections and other high-frequency features
in the waveforms that are not reproducible given the limited res-
olution of the available bathymetric data. Comparisons of Green’s
function with and without frequency-dependent dispersion show
that the effects of dispersion are removed by this filter.

Even if dispersion were non-negligible, tsunami arrival times
are controlled to the first order by water depth such that prop-
agation models that assume a shallower water depth will have
later arriving tsunamis than those that assume deeper water. Thus
it is critical to have an accurate bathymetric model in order to
properly model the tsunami traveltimes. To this end, we have
used the highest resolution bathymetry available to us. In the
near-field, we use the J-EGG500 500-meter bathymetry data set
(http://www.jodc.go.jp/data_set/jodc/jegg_intro.html ). Deep water
propagation is modelled using the ETOPO1 1-min bathymetric grid.
For the far-field DART tsunami data, we empirically time-shift the
tsunami waveforms to remove systematic errors in tsunami arrival
times due to the shortcomings of using the shallow water approx-
imation to predict global tsunami propagation (see e.g. Tsai et al.
2013; Watada 2013; Watada et al. 2014).

The resulting forward model for the tsunami generated by the
earthquake rupture contains four simplifications. We have neglected,
first, the propagation delay between the fault plane and the seafloor,
second, the propagation delay and attenuation between seafloor de-
formation and changes in ocean surface height, third, frequency-
dependent dispersion of tsunami waves, and, fourth, the finite dura-
tion of the earthquake rupture. Neglecting both propagation delays
is valid since elastic wave speeds are much larger than tsunami
speeds. The effects of attenuation between the seafloor and the sea
surface can be ignored because we have applied a Gaussian spatial
filter to the seafloor displacement field. (Neglecting the propagation
delay and attenuation between seafloor deformation and changes in
sea surface height is also justified, respectively, by the fact that the
water depth is small and water can be considered incompressible.)
The effect of frequency-dependent dispersion can be ignored be-
cause we have lowpass-filtered both the tsunami data and Green’s
functions. Finally, we compared predictions of an instantaneous
tsunami rupture model and one made with a propagating source
and found that the instantaneous rupture approximation is valid for
the Tohoku-oki earthquake which is both spatially compact and of
short duration.

2.3 Bayes’ theorem

A thorough introduction to the use of Bayesian inference in inverse
problems was given in Paper I. The reader is referred to that paper for
additional background as the discussion is too long to be repeated
here. To briefly summarize, a generic inverse problem can be solved
using Bayes’ theorem (e.g. Gelman et al. 2004; Tarantola 2005),

p(θ|d) ∝ p (d|θ) p (θ) , (1)
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Table 2. Prior distributions.

Source parameter Prior PDF

Strike-slip displacement U⊥ ∼ N (0 m, 10 m)
Dip-slip displacement U‖ ∼ U(−10 m, ∞)
Slip duration Tr ∼ U(12 s, 42 s)
Rupture velocity Vr ∼ U(0 km s−1, 7.7 km s−1)
Hypocentrea H0 ∼ N (0 km, 50 km)
aHypocentre location is measured in distance along fault
plane from a point at the latitude and longitude of the Chu
et al. (2011) epicentre (38.19◦N, 142.68◦E).

where p(θ|d) is the a posteriori or posterior PDF representing the
solution to our inverse problem, that is the conditional probability
of a set of model parameters, θ, given a set of observations, d. It is
proportional to the a priori or prior PDF, p (θ), which represents our
a priori beliefs about the relative plausibility of different potential
values of the model parameters, and the data likelihood, p (d|θ),
which describes the misfit between our observed data and the for-
ward predictions of a model whose parameters are given by θ. Next
we describe our choice of prior distribution and data likelihood for
the modelling presented in this paper.

2.4 Prior distribution

We require the specification of a prior distribution for each model
parameter. We use the same families of prior PDFs as in Paper I.
Specifically, we use a zero-mean Gaussian prior on the strike-slip
component of slip (since we believe that, on average, the slip direc-
tion was thrust and not strike-slip) but consider all possible values
of thrust motion equally likely with the constraint that we forbid
back-slip (i.e. normal slip) in excess of 10 m. Slip duration and
rupture velocity at each point are both assigned uniform prior PDFs
broad enough to encompass all plausible values for this earthquake.
The lower bound on rupture velocity is 0 km s−1 while the high
bound is equal to the highest P-wave velocity in our elastic struc-
ture thus eliminating the possibility of supersonic rupture speeds.
The hypocentre location is given a Gaussian prior centred on the
location of the Chu et al. (2011) epicentre. These prior distributions
are summarized in Table 2.

2.5 Data likelihood

For all data sets we use a Gaussian PDF for our data likelihood,

p(d|θ) = N (
d|G(θ), Cχ

)

= 1

(2π )n/2|Cχ | 1
2

e− 1
2 [d−G(θ)]T ·Cχ

−1·[d−G(θ)], (2)

where d is a vector of n data points, G(θ) is the output of a for-
ward model defined by a vector of model parameters θ, and Cχ is
a covariance matrix of the misfits between the observations and our
predictions. As explored in Paper I, the errors in our assumed Earth
structure and fault model can cause errors in our predictions that are
orders of magnitude greater than the formal observational uncer-
tainties. We refer to this class of errors (the differences between the
actual observed quantities and what our forward model produces)
as the model prediction error.

Let us define Cd as the covariance matrix describing our for-
mal data uncertainties and Cp as the covariance matrix for our
model prediction errors. Under the assumption that Cd and Cp are

independent and Gaussian, we can rewrite Cχ as,

Cχ = Cd + Cp. (3)

Our preliminary investigations found that ignoring Cp results in
enormous overfitting of the data. This behaviour is expected since
even a small percentage of error in the Green’s functions would,
when multiplied by a source of strength Mw 9.0, result in large
absolute errors in the predicted near-field surface displacements.
Instead, we introduce into the inversion process an error source
representing an error in our assumed Earth structure, parametrized
as,

Cp = α2diag
(
d2

1 , . . . , d2
n

)
, (4)

where α is the percentage error on our Green’s functions. For wave-
form data (tsunami data and 1 Hz kinematic GPS time-series) whose
amplitude varies as a function of time, we replace diag(d2

1 , . . . , d2
n )

with max(d2)In, where In is the n-dimensional identity matrix. This
model prediction error model is insensitive to the moment magni-
tude of the earthquake because it scales with the size of the observed
surface displacements, but it has two main simplifying assumptions:
that the model prediction error is Gaussian and that the errors are
independent. Although the errors resulting from an imperfect elastic
structure are not generally Gaussian, our performance tests in Paper
I show that this form of the model prediction error still improves
recovery of the true slip model and posterior uncertainties on the
model parameters.

In Paper I, we solved for the value of α as part of our Bayesian
inversion. However, by using a diagonalized covariance matrix, we
lose the spatial covariance between different observation locations
and the temporal correlations within waveform data such as the 1 Hz
kinematic GPS time-series and tsunami data. For these latter data
sets, it may be preferable to use a methodology which includes tem-
poral covariance such as the approach of Yagi & Fukahata (2011).
Since spatially dense data are expected to have highly covarying pre-
diction errors, sampling for the correlation-free model prediction
error associated with each data set tends to return results that favour
fitting the spatially dense (and thus highly correlated) GEONET
GPS data at the expense of the sparse offshore geodetic data. (We
further explore the systematic effects of errors in the assumed elas-
tic structure in Section 4.2.) Instead, for all of the results presented
in this paper, we fix Cp using eq. (4) with α set to 10 per cent. This
choice reflects a very conservative estimate of the quality of our
1-D elastic structure. Given the large magnitude of this earthquake,
the model prediction error (Cp) not the formal observational error
(Cd) is the dominant component of the total misfit covariance matrix
(Cχ ) in eq. (3).

2.6 Simulating the posterior PDFs

As described in Paper I, we employ the cascading approach in which
we first compute a static slip distribution using only the static GPS
data,

p(θs|ds) ∝ p(ds|θs)p(θs)

= p(dGPS|θs)p(dtsunami|θs)

·p(dSO|θs)p(θs)

= N (dGPS|G(θs), CGPS)

·N (dSO|G(θs), CSO)

·N (dtsunami|G(θs), Ctsunami)

·p(U⊥)p(U‖), (5)
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where dGPS, dSO and dtsunami are the observed onshore GPS offsets,
seafloor offsets (from GPS/acoustic measurements) and tsunami
waveforms, respectively, which together comprise our observations
of static deformation, ds. CGPS, CSO and Ctsunami are the total misfit
covariance matrices for the respective data sets. θs is the vector of
parameters for the static slip model consisting of the two compo-
nents of slip on each fault patch in coordinates parallel to the rake
direction, U‖, and perpendicular to the rake direction, U⊥.

We use the posterior PDF from the static slip model to inform the
posterior distribution of the joint kinematic-static rupture model,

p(θ|d) = p(θk,θs|dk, ds)

∝ p(dk|θk,θs) p(ds|θs) p(θs)p(θk)

∝ p(θs|ds) p(dk|θk, θs) p(θk)

= p(θs|ds) p(d1Hz|θk, θs) p(Tr ) p(Vr ) p(H0)

= p(θs|ds)N (d1Hz|G(θk, θs), C1Hz) ·
p(Tr ) p(Vr ) p(H0), (6)

where d1Hz is a vector of high-rate kinematic GPS time-series with
associated covariance matrix C1Hz, and θk is the vector of kinematic-
only rupture parameters consisting of the duration of slip, Tr, and
rupture velocity, Vr, on each fault patch as well as the point on the
fault plane at which the rupture initiates, H0. Thus the complete
vector of parameters characterizing the kinematic rupture model is
θ = (θk, θs).

The posterior PDFs in eqs (5) and (6) were evaluated via Markov
Chain Monte Carlo (MCMC) simulation using the Cascading
Adaptive Transitional Metropolis In Parallel (CATMIP) algorithm
introduced in Paper I. CATMIP is an embarassingly parallel algo-
rithm that shares information between each parallel process in order
to dynamically optimize sampling, making it tractable to simulate
high-dimensional PDFs.

The PDFs in eqs (5) and (6) are high-dimensional. As described
earlier, we have 216 fault patches in our source model. Thus the
static slip model (eq. 5) which solves for two components of slip
on each fault patch requires simulation of a 432-dimensional pos-
terior PDF. The full kinematic slip model (eq. 6) also includes slip
duration and rupture velocity on each fault patch and two addi-
tional parameters to describe the location of the rupture initiation
point (hypocentre) on the fault plane, yielding an 866-dimensional
posterior PDF.

As discussed in Paper I, we gain computational efficiency by
initializing our MCMC simulation of the posterior PDF with random
slip models which have moment magnitudes that compare to the
actual magnitude of the earthquake. This approach is not a constraint
on the inversion nor is it part of the prior PDF. We are simply
choosing not to use seeds for our random walks which we know a
priori are highly unlikely. The inversion algorithm is free to propose
and keep models with any seismic moment.

To generate random slip values for each fault patch that sum to
a specified seismic moment, we draw samples from the Dirichlet
distribution (e.g. Gelman et al. 2004). However, we assume that we
do not know the magnitude of the earthquake perfectly a priori. So
we first draw a set of random moment magnitudes from a normal
distribution which, for the Tohoku-oki earthquake, we assign a mean
of Mw 9.0 and standard deviation of ±0.5 magnitude units. Then, for
each of these random realizations of moment magnitude, we assign
random slips to each fault patch using the Dirichlet distribution
scaled to match our selected moment magnitude. These random
slips comprise one of our initial seed slip models for our MCMC
simulation.

CATMIP computes a sequence of transitional PDFs which moves
the simulated PDF from a known initial state (the prior PDF) to the
final posterior PDF. Each transitional PDF is simulated via ran-
dom walks (Markov chains) using multiple parallel instances of the
Metropolis algorithm (Metropolis et al. 1953). At run time, the user
chooses the number of Markov chains (random walks) that will be
run at each transitioning stage and the number of steps in each ran-
dom walk. All other parameters defining the Monte Carlo simulation
are dynamically optimized by CATMIP as it runs. Each transitional
PDF for both the static slip and kinematic rupture models was ex-
plored with 1 000 000 Markov chains (random walks) each with a
length of 500 steps. The total number of model evaluations made
over the lifetime of the CATMIP algorithm is Nchains + M · Nchains ·
(Nsteps − 1), where Nchains is the number of Markov chains, Nsteps is
the number of steps in each Markov chain and M is the number of
intermediate PDFs, which is chosen dynamically by CATMIP. For
the static slip inversion, M = 65, meaning that O(1010) models were
evaluated. For the kinematic model with a fixed hypocentre, M = 52,
requiring the evaluation of O(1010) full kinematic rupture scenar-
ios. Simulation of the full joint kinematic-static posterior PDF is
only computationally tractable by ‘cascading’ from the static-only
posterior. While the ensemble of samples of the posterior PDF are
comprised of only the last sample from each of the Nchains at the Mth
transitioning step, it required evaluation of almost 60 billion poten-
tial source models to compute the final ensemble of fully Bayesian
rupture models presented here.

3 R E S U LT S

The Bayesian approach to seismic source inversion yields a posterior
PDF describing the ensemble of all plausible values for a set of
model parameters given a set of observations, a priori knowledge
of the physics of the rupture process, and a model for the distribution
of the residuals between the observations and the predictions of the
forward model. Although there is significant computational expense
in simulating the posterior PDF, once the posterior PDF has been
obtained, it can be analysed to determine what is known and not
known about the rupture process. The following discussion of our
inversion results represents just an initial exploration of some of the
potential avenues for analysis of the Tohoku-oki earthquake rupture.

The most obvious model to consider first is the mean of the
posterior PDF. This solution is the average of the entire ensemble
of plausible models. The posterior mean slip for the static inversion
(of GPS offsets, seafloor geodesy and both near-coast and deep-
water tsunami records) is plotted in Fig. 2. The posterior mean
slip, slip duration, and spatial distribution of initial rupture time
for the kinematic inversion (which includes all static data sets as
well as 1 Hz kinematic GPS time-series) are plotted in Figs 2 and
S3. (The kinematic inversion includes the hypocentre location as an
additional unknown.) The static and kinematic slip models (Fig. 2)
are almost identical, indicating that the kinematic GPS time-series
and static deformation data are very compatible. These two slip
models are, in turn, similar to the slip model of Simons et al. (2011)
which was computed on a complex triangular mesh. This similarity
gives us confidence that our slip model is not overly sensitive to our
choice of fault geometry and discretization scheme.

Note that the peak slip occurs well downdip of the trench. This
does not mean that there was not significant slip at the trench. In
fact, the mean posterior slip at the trench has a maximum of 47 m.
However, the peak slip in the mean posterior slip model is 74 m,
located at a depth of about 16 km.
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Bayesian model of the Tohoku-oki earthquake 927

Figure 2. Mean posterior slip distribution from static inversion (left-hand panel) and joint kinematic-static inversion (right-hand panel). The mean of the
posterior PDF for the static displacements on the fault plane is shown. Green circles, red triangles, and pink triangles mark the locations of seafloor geodesy
and near-field tsunami records. The black diamond is the location of the Chu et al. (2011) hypocentre. The W-phase focal mechanism of Duputel et al. (2011)
is shown at its centroid location. Red contour lines denote slip model for largest aftershock from Simons et al. (2011) shown with a contour interval of 1 m.
The location of the city of Sendai is marked by the letter S.

The rupture appears to have begun by slowly propagating through
the region of largest slip (Fig. S3). If we look at the uncertainties of
our model parameters as measured by the standard deviation of the
posterior samples (Fig. S4), we see that rupture velocity is much
better constrained in the region of high slip than it is elsewhere. Thus
our best interpretation of Fig. S3 is that rupture velocity is robustly
determined to be low in the main asperity and is not well constrained
in the rest of the model. It is self-evident that the values of the
parameters that define the time evolution of slip (slip duration and
rupture velocity) must be arbitrary (or, if not arbitrary, controlled
by the prior PDF) for patches with zero slip. However based on the
rake direction in the posterior mean rupture model (Fig. 3), which
does not appear to be well recovered for magnitudes of slip less than
20 m, it could be argued that we should not make any inferences
about the rupture process of the Tohoku earthquake in regions which
experienced less than approximately 20 m of slip. We can consider

a slip-weighted average rupture velocity,

V̄r = �i Ui · Vr i

�i Ui
, (7)

where Vri and Ui are the rupture velocity and magnitude of slip on
the ith patch, respectively. V̄r is 3.0 km s−1 for the posterior mean
kinematic rupture model if we consider all patches and 2.2 km s−1

if we only include contributions from patches with more than 20 m
of slip. The slip-weighted average rupture velocity decreases when
we only include contributions from patches with significant slip,
however this should not be construed to imply that rupture velocity
is negatively correlated with the amount of slip. In fact, they are not
correlated (Fig. S5).

The goodness of fit between the data and the predictions of the
mean of our posterior PDF for the kinematic inversion are shown in
Figs 4–9. The fits to the static GPS offsets are, in general, excellent
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928 S. E. Minson et al.

Figure 3. Posterior mean rupture model for kinematic inversion. Back-
ground colour is magnitude of the mean scalar slip. Contour lines denote
the location of the rupture front in intervals of 10 s. The black vectors show
the direction of slip on each patch.

(Fig. 4). The residuals of the fits to the vertical static GPS offsets
have a random pattern, indicating that we are not missing any mean-
ingful signals (Fig. 5). However, there is a systematic overprediction
of the horizontal displacements at the stations immediately adjacent
to the coastline and a systematic underprediction of the horizontal
displacements at the more inland stations. The source of this misfit
is unclear, but slip on a secondary structure not included in our
source model, incompatibility between the GPS data and the near-
coast tsunami data, and 3-D complexities in the elastic structure of
the Earth (e.g. Hsu et al. 2011) are three possible explanations. The
misfit to the seafloor geodesy is perhaps larger than would be pre-
ferred (Fig. 6), however the residuals associated with our posterior
mean slip model (Fig. 7) show a complex spreading signal that may
indicate secondary faulting and deformation within the wedge that

we would never be able to reproduce with our simple single fault
interface model. (These residuals could also possibly be caused
by unknown variations in the 3-D elastic structure.) The vertical
seafloor deformation is overpredicted at a few stations, but these
misfits are within the assumed errors. The low-frequency content of
the deep-water tsunami data is also very well fit (Fig. 8), although
our tsunami propagation model is clearly not sophisticated enough
to reproduce the complex high-frequency signal in the DART data.
Finally, the predictions of the mean of the posterior PDF do an ex-
cellent job of fitting the near-coast tsunami data (Fig. 8) and 1 Hz
GPS data (Fig. 9).

An open question in seismology is whether the high-frequency
component of seismic radiation comes from large asperities or (pos-
sibly due to anelastic processes) mostly originates from the fringes
of the rupture. The location and amplitude of high-frequency ra-
diators are shown in Fig. 10. Consistent with Simons et al. (2011)
and Meng et al. (2011), we again find that the sources of high-
frequency energy are systematically located downdip of the re-
gions of significant slip rather than within the asperities them-
selves. This result agrees with a number of other studies (e.g. Koper
et al. 2011a,b).

Contours of rupture time are also plotted in Fig. 10, illustrat-
ing the effects of the slower rupture velocity in the main asperity.
Interestingly, Fig. 11 hints that the rupture first propagated in the
along-dip direction, filling the region between the trench and the
bottom of the main asperity before expanding significantly along-
strike. The rupture propagation proceeded slowly at first, building
up slip near the hypocentre region, before expanding bilaterally

Figure 4. Comparison of observed GPS offsets and predictions from the mean of the posterior PDF for the kinematic inversion. Data are shown in black and
predictions are shown in white for horizontal (left-hand panel) and vertical (right-hand panel) deformation. The uncertainty ellipses correspond to 95 per cent
confidence bounds of Cχ (not Cd).
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Figure 5. Residuals between observed and predicted displacements for GPS offsets. Left-hand panel: horizontal residuals. Right-hand panel: vertical residuals.

Figure 6. Comparison of observed seafloor geodesy and predictions from the mean of the posterior PDF for the kinematic inversion. Data are shown in
colour and predictions are shown in white for horizontal (left-hand panel) and vertical (right-hand panel) deformation. The uncertainty ellipses correspond to
95 per cent confidence bounds of Cχ (not Cd).

along-strike (Fig. 11). From 50 s after the origin time onward, slip
proceeds like a bilaterally propagating slip pulse (Heaton 1990).
In fact, the later parts of the rupture may be significantly more
pulse-like than Fig. 11 suggests because each subplot represents
slip integrated over 10 s and our spatial resolution is fundamentally
limited by the size of our patches. Thus, at any instant, a much
smaller fraction of the fault could be rupturing. In the first 50 s,

given our limited spatial resolution, we cannot distinguish whether
the rupture behaves like a crack or is simply a slip pulse squeezed
into a small spatial extent.

Fig. 12 shows the static three-component seafloor deformation
field predicted by the mean of the posterior PDF from the kinematic
inversion. The direction and magnitude of our predicted deforma-
tion field are consistent with displacements observed by seafloor
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Figure 7. Residuals between observed and predicted displacements for offsets from seafloor geodesy. Left-hand panel: horizontal residuals. Right-hand panel:
vertical residuals.

Figure 8. Comparison of observed tsunami records and predictions from the mean of the posterior PDF for the kinematic inversion. Main plot shows fits to
DART data (magenta stations) with red square demarcating the region of the inset map with fits to near-coast tsunami records (green stations). Data are shown
in black, predictions in purple.

geodesy. (This is as expected because our inversion includes those
same data.) The region of greatest seafloor uplift does not extend to
the trench, and uplift of any significant magnitude is confined to one
small region. However we must note that this seafloor deformation
pattern is the result of one slip model (the posterior mean slip) from
our posterior PDF.

In Fig. 13, we consider the full posterior ensemble of models by
plotting the mean and standard deviation of all samples from all
patches as a function of depth to the fault interface. (This is equiv-
alent to plotting the mean and standard deviation for all samples
on all patches in a given row of Fig. 3. However, we only include
in this calculation contributions from patches with more than 10 m
of slip.) The decrease in slip near the trench is a robust feature.
Given our limited model resolution, there are no robust variations

in slip duration as a function of depth, however rupture velocity is
possibly reduced at the depths at which the greatest slip occurred.
Although there are large uncertainties for the slip on each patch,
the slip integrated over larger spatial areas is robustly constrained.
In Fig. 13, we also show the mean and standard deviation of the
slip potency integrated along-strike. (This is equivalent to plotting
the mean and standard deviation for the sum of all samples on
all patches with slip greater than 10 m in a given row of Fig. 3.)
The uncertainties associated with the total slip potency integrated
along-strike are much smaller than the uncertainties associated with
all slip values on all patches along-strike. Thus, if we consider the
total slip or slip potency integrated along-strike, the decrease in
the total slip near the trench is even more significant. In fact, the
posterior PDF completely eliminates the possibility of maximum
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Figure 9. Comparison of observed 1 Hz GPS time-series and prediction from the mean of the posterior PDF for kinematic inversion. Data are plotted in black,
predictions in purple. The filtered east and north component of motion is shown in the left and right panels, respectively. Station locations are shown with
triangles. The locations of Sendai and Tokyo are marked by S and T, respectively.

slip occurring at the trench with greater than 95 per cent confidence
(Fig. 14).

Instead of one optimized slip model we have instead calculated
an ensemble of plausible slip models. Thus instead of obtaining one
value for scalar seismic moment, stress drop, etc., we can calculate
PDFs describing the plausible values for each of these quantities
(Fig. 15). It should be noted that merely by including a fault patch
or potential deformation source in a model you are allowing for
the possibility of slip at that location and, except in the rare cases
where a sample includes identically zero slip at that location, it
will act to bias our estimates of rupture area upwards, and thus
bias our estimates of seismic moment upwards and static stress
drop downwards. Therefore, we also compute the posterior PDFs
we obtain from only including contributions to each model in the
posterior PDF from patches with at least 10 per cent or 20 per cent
of the maximum slip in that posterior sample.

While it is straightforward to precisely calculate the slip potency
or seismic moment associated with a particular kinematic rupture
model, static stress drop is a cruder estimate made by assuming
uniform slip on a dip-slip fault of length, L, and width, W, embedded
in a Poisson solid,

�σ = 8

3π

M0

W 2 L
, (8)

where M0 is the scalar seismic moment. Eq. (8) can be rewritten
as,

�σ = 8

3π
M0

√
R

A3
, (9)

where A is the rupture area and R is the aspect ratio of the fault
(R = L/W), which we assume to be 2.

Eq. (9) is valid for faults which reach the surface. If we instead
assume that the faulting occurred at great depth, the theoretical
static stress drop doubles (Parsons et al. 1988) so that,

�σ = 16

3π
M0

√
R

A3
. (10)

We evaluated the maximum slip amplitude, rupture area, slip
potency, seismic moment and the static stress drop (using both eqs
9 and 10) for each member of our ensemble of rupture models
using the 0, 10 and 20 per cent slip thresholds (Fig. 15). (Here we
should note that, when trimming the fault area in accordance with
a minimum slip threshold, we only consider the moment released
from the trimmed fault and not the total scalar seismic moment of
the full rupture model. This choice has particular significance to the
calculation of static stress drop.) The maximum slip is fairly well
constrained, and we can say with 95 per cent confidence that the
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932 S. E. Minson et al.

Figure 10. Plot of slip and rupture evolution. Contours of initial rupture time (in seconds after origin time) are plotted in colour above final accumulation
of slip plotted in gray. In addition to the W-phase focal mechanism which is shown in black (Duputel et al. 2011), F-net broadband seismograph network
focal mechanisms for significant thrust aftershocks are plotted in gray. The colored hexagons and squares show the location and magnitude of high-frequency
radiators identified with data from USarray and European Union seismic arrays, respectively (Meng et al. 2011). All other symbols are as in Fig. 2.

fault slipped in excess of 70 m at its peak. However, our slip values
represent slip averaged over the area of one of our fault patches,
841 km2. For example, if we had used patches which were half this
size, we might have found that the maximum slip actually consisted
of an area with no slip and an area with twice as much slip. Thus, our

maximum slip values should be considered the minimum possible
peak slip.

The rupture area, slip potency, and seismic moment are well
constrained: there is very little uncertainty associated with a given
method for calculating these quantities, although the inferred slip
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Figure 11. Snapshots of slip on the fault plane from the posterior mean of the joint kinematic-static inversion. All times are relative to the origin time.

potency and seismic moment can change by up to a factor of two
if we use scalar sums instead of vector sums. However, given the
large uncertainties in how to estimate the scalar stress drop (e.g.
eq. 9 versus eq. 10) and the relatively small difference between the
stress changes associated with low stress drop versus high stress
drop events (only a change of 9 MPa between a 1 MPa low stress
drop earthquake and a 10 MPa high stress drop earthquake), it is
impossible to conclude whether the Tohoku-oki earthquake was a
low stress drop or high stress drop earthquake based on its kinematic
rupture model. We emphasize that the uncertainty in static stress
drop is not due to uncertainty in the rupture model because the
scalar seismic moment and rupture area are both well constrained.
(For example, the moment magnitude estimate using vector slip
with the 0 per cent of maximum slip threshold is 9.08 ± 0.00089.)
Instead, the uncertainty in the scalar stress drop is entirely due to the
wide variation in these simplistic and physically unrealistic models
for static stress drop (eqs 9 and 10).

The temporal evolution of moment release and its associated
uncertainties are presented in Fig. 16. The uncertainties on the
source–time function are small and thus we can robustly determine
that this earthquake had a very short duration source process. Within
the context of the models presented here, we can say with confidence
that the entire rupture was over within 150 s. This duration is almost
identical to the result in Lay & Kanamori (2011), in which the
authors concluded that the great Tohoku-oki earthquake had a much
shorter source duration than other magnitude 9+ events such as the
1964 Alaska earthquake or the 2004 Sumatra–Andaman earthquake,
although the duration of the Tohoku-oki earthquake is comparable
to that of the 2010 Mw 8.8 Maule, Chile earthquake.

In addition to slip, slip duration, and rupture velocity, our kine-
matic inversion also solves for the hypocentre location constrained
to live on the pre-determined fault plane. The prior PDF on the ini-
tiation point is a 2-D normal distribution with mean location based
on Chu et al. (2011) and standard deviations of 50 km each in the
along-strike and downdip directions. The location of the rupture
initiation point is then sampled along with the rest of the kinematic
rupture parameters (Fig. 17). The mean posterior hypocentre lo-
cation is located near the W-phase centroid (Duputel et al. 2011)

up-dip of our a priori hypocentre from Chu et al. (2011) and the
relocated hypocentre of Zhao et al. (2011). Our hypocentre is cal-
culated in the context of a finite fault kinematic rupture model and
thus represents the place at which non-negligible slip first began to
accumulate. In contrast, high frequency seismic hypocentres repre-
sent the source of the earliest high frequency radiation. Fig. 10
shows that the location of high frequency radiators are located
systematically downdip of the regions of major slip. So perhaps
it is not surprising that the point of rupture initiation associated
with the kinematic rupture model is located updip of the high fre-
quency radiators and seismic hypocentres. We also should note
that, since we do not solve for the origin time but instead assume
that the origin time associated with the seismic hypocentre is cor-
rect, our hypocentre location search might be absorbing errors in
the origin time. In Fig. 16, it appears that there is some delay be-
tween the origin time and when significant moment is first released.
This might indicate that the high frequency seismic origin time is
not entirely appropriate to describe the lower frequency kinematic
rupture model.

An even fuller understanding of the resolution of each model
parameter can be made by comparing the posterior PDF for each
model parameter to its prior PDF. As discussed in Paper I, the pos-
terior PDF is only meaningful in the context of the prior PDF. If the
data are completely uninformative, then the posterior PDF will be
the same as the prior PDF. But as the data add information about
the relative plausibility of different models, the posterior PDF di-
verges from the prior PDF. Thus, a model parameter is only well
constrained if its posterior PDF is both highly peaked (in an abso-
lute sense) and more peaked than the prior PDF. From Fig. S6, we
see that the data provide significant information about the source
process. The posterior PDFs of slip are well constrained in the re-
gion of highest slip. Outside of this region, the PDFs on the thrust
component of motion (U‖) are often highly peaked near zero. But
this does not necessarily mean that slip on these patches with small
slips are individually well constrained. One side effect of our use of
a positivity constraint is that it eliminates the ability of neighbour-
ing patches to trade-off large positive slips against large negative
slips. If the average slip over multiple patches is low, then the slip
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Figure 12. Plot of predicted coseismic seafloor deformation. The static seafloor displacements predicted by the mean of the posterior PDF for the kinematic
rupture inversion are shown. Vertical offsets are mapped in colour. Horizontal offsets are shown as a black vector field. The locations of offshore geodetic and
tsunami observations are also shown.

on each individual patch will be forced to be near zero so that the
total slip across those patches remains small. In fact, the posterior
PDFs resemble a Dirichlet distribution (the distribution of random
values for one of a set of variables which sum to a particular value)

and, as such, the average of slip across these patches should be
accurate and robustly determined. We also find that rupture veloc-
ity is best resolved in the region of high slip (bottom subplot of
Fig. S6).
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Figure 13. Slip, slip duration, rupture velocity, and slip potency as a function
depth. Red symbols and blue error bars are the mean and standard devia-
tion, respectively, of the samples of the posterior PDF from the kinematic
inversion. (The ensemble of slip potency is calculated from the total slip
summed across all patches along-strike.) Only contributions from patches
with more than 10 m of slip were included in calculating the mean and
standard deviation.

Figure 14. Profile through the largest asperity of slip as a function of depth.
Values are averaged over the two columns of patches with highest mean
posterior slip. The resulting mean posterior slip is shown in red. The black
dashed lines represent 95 per cent credibility intervals calculated from the
posterior PDF.

4 D I S C U S S I O N

4.1 Spatial extent of peak slip

Our posterior distribution of slip models indicates that the region
of maximum slip does not occur at the trench but instead oc-
curs 40–100 km downdip (at a depth of about 10-20 km), taper-
ing updip and downdip, and practically excludes the possibility of
peak slip occurring at the trench. This is in contrast to several pub-

Figure 15. Derived rupture characteristics. The black histograms represent
the posterior PDFs of maximum slip, rupture area, slip potency, scalar seis-
mic moment, and static stress drop for the Tohoku-oki earthquake. The red
histograms depict the posterior histograms if, for each sample of the pos-
terior PDF, we only include information from patches with slip exceeding
10 per cent of the maximum slip in that rupture scenario. The blue histograms
use a threshold of 20 per cent of the maximum slip. Filled histograms rep-
resent PDFs computed using the vector sum of slip on each patch; open
lines are PDFs derived from the sum of the scalar magnitude of slip on each
patch.

lished slip models which also have slip tapering from the region
of highest slip towards the coast, but which differ from our infer-
ences by having slip increase towards the trench with maximum
displacements at the trench itself (e.g. Fujii et al. 2011; Lay et al.
2011; Yamazaki et al. 2011; Yoshida et al. 2011; Yue & Lay 2011).
There are several factors which could contribute to the differences
between those models and our inferred slip distribution.

The first issue is regularization. Most of the available regional
data for the Tohoku-oki earthquake are located on land. For these
data, the downdip edge of the fault is best resolved and the slip
towards the trench is not as well constrained. So, in this scenario,
when traditional optimization methods with spatial smoothing are
used, the optimization might fit the well-constrained low slip under
Honshu, fit the higher slips offshore, and then, due to the regular-
ization, extrapolate high slip out to the trench. This behaviour may
be what we are seeing in some of the published models for the
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Figure 16. History of moment release. The mean potency rate function,
moment rate function, total slip accumulated, and total moment magnitude
released are plotted as a function of time with red lines. The black dashed
lines represent 95 per cent credibility intervals calculated from the posterior
PDF.

Tohoku-oki earthquake which use traditional optimization methods
to solve the inverse problem.

Second, we must consider the effects of errors in the assumed
elastic structure. These errors can be enormous and systematic.
Previous work has found that homogeneous elastic half-space mod-
els tend to put more slip closer to the trench (Lin et al. 2013). In
contrast, if the elastic moduli were reduced in the toe of the wedge,
which may be the case in the Tohoku region (e.g. Zhao et al. 2011),
then more slip in the shallow fault zone would be required to pro-
duce the same surface displacements. In this case, if the Green’s
functions used in the inversion failed to capture the low elastic
moduli, the inversion would tend to infer less slip on the fault sur-
face than actually occurred. Of course, these biases would affect all
source modelling, not just ours.

Third, the data utilized to constrain the inversion along with the
assumed observational errors and choice of weighting between data
sets all shape the inversion’s null space. For example, we conducted
a test in which we forward predicted the observed data if we ex-
tended the high slip region all the way out to the trench. We found
that only the DART stations located in the updip direction from the
source were significantly affected. (Specifically, additional updip
slip predicted waveforms at those stations that were much more
complex than the observed waveforms, and the fits to the observa-
tions were significantly degraded.)

Not all data equally influence all parts of the source model. When
it comes to inferring the shallow slip, we expect the tsunami data
to be the strongest influence. Given that our inversion is free from
artefacts due to regularization and the fact that the tsunami data
(especially the near-field tsunami data) have a high signal-to-noise
ratio, we, in turn, expect the greatest errors or uncertainties associ-
ated with our inferred shallow slip to be due to errors in our tsunami
propagation model.

Using tsunami data requires a host of different choices to be
made regarding the propagation model, and in many cases there is
not yet consensus in the modelling community as to what the op-
timal choices are. The tsunami source is the static vertical seafloor

Figure 17. Prior and posterior PDFs on hypocentre location. (Top) 2-D his-
togram of samples of the prior PDF for the point of rupture initiation on the
fault plane expressed as kilometres along-strike and kilometres downdip.
The prior PDF is a 2-D normal distribution with mean location based on
Chu et al. (2011) (green star) and a standard deviation of 50 km in both di-
rections. The mean posterior hypocentre is plotted with a blue star. Contours
containing 50 per cent and 90 per cent of the prior samples are shown for
reference. (Bottom) 2-D histogram of samples of the posterior PDF for the
point of rupture initiation. Symbols are the same as in the top plot. Because
the posterior PDF is so much narrower than the prior PDF, the whole fault
is shown in the top plot, but only a small section of the fault is shown in the
bottom plot. The spatial extent of this zoomed-in region is shown in the top
plot by a white box. Background colour indicates the frequency of samples
in each 2-D histogram bin. Contours containing 50 and 90 per cent of the
posterior samples are shown for reference.

displacement (including changes in seafloor height due to hori-
zontal motion of seafloor topography), meaning that the observed
tsunami is sensitive to not only the effects of bathymetric variation
on tsunami wave propagation but also the 3-D elastic response of the
seafloor to deformation on the fault surface. Further, for earthquake
ruptures that have a long duration, the tsunami source may need to
be staggered in time to reflect the finite time over which the static
dislocation of the fault occurs. Like many other modellers, we rep-
resent the tsunami source as a static and instantaneous offset. This
assumption may be less than optimal (e.g. Satake et al. 2013). But,
given the relatively short duration and spatially compact nature of
the Tohoku-oki earthquake, this is probably the type of earthquake
rupture to be least biased by using an instantaneous tsunami source
model.

Tsunami propagation models consist of two parts: propagating
slip on the fault surface to seafloor deformation, and propagating
seafloor deformation through the water. Unlike some models based
on using a simple homogeneous elastic half-space model to predict
the seafloor deformation, we use a layered elastic space. Although
it is unclear whether errors in the elastic structure are a dominant
source of error in tsunami propagation models, following the ar-
gument of Lin et al. (2013), we do know there are significant and
systematic variations in the inferred slip model between inversions
with and without vertically varying elastic structure, and we know
that the mapping between surface deformation and fault slip is a
key component of the tsunami modelling process. Since we used
a layered elastic structure, we feel confident that the computation
of static seafloor displacements as part of our tsunami propagation
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Figure 18. Correlations of data predictions. 500 000 random slip models were produced with the same methodology as is used to seed the CATMIP inversion.
The forward predictions from each of these models were then calculated, and the correlation matrices for these 500 000 realizations of random predicted
observations are shown.

model is reasonable and probably at least as good as much of the
published literature. Further, it should be noted that while tsunamis
are excited by changes in seafloor depth, this does not mean that
only the vertical part of the 3-D deformation of the seafloor con-
tributes to tsunami generation. Rather, in a megathrust earthquake,
the horizontal motion on the shallowly dipping fault interface acts
to move the accretionary wedge seaward, changing the bathymet-
ric depth significantly. Satake et al. (2013) claim that the horizontal
displacement of the accretionary wedge accounts for 20–40 per cent
of the tsunami generation during the Tohoku-oki earthquake. Our
tsunami propagation model includes these effects. Given our good
quality elastic deformation model and inclusion of the effects of
horizontal as well as vertical motion to changes in seafloor height,
it is, therefore, likely that the dominant source of potential errors lies
in the second part of our tsunami propagation model: propagating
through the water the gravitational waves due to the static seafloor
deformation.

Although our propagation model for the tsunami contains several
simplifications as discussed in Section 2.2, we have compensated for
the impacts of most of these simplifications by filtering our tsunami
Green’s functions both in space and time. Thus the largest source
of error probably lies in incorrect arrival times due to poorly known
bathymetry. However, here we have used the highest resolution
bathymetry data set available to us, again minimizing any potential
error and helping to make the tsunami propagation model more
accurate.

The most direct way to resolve the amount of shallow slip would
be to collect data near the trench. There are some observations of
seafloor deformation suggesting large near-trench slip, most no-
tably the seafloor geodesy measurements of Ito et al. (2011), the
change in bathymetry reported by Fujiwara et al. (2011), and the
seismic imaging of Kodaira et al. (2012). However, the Ito et al.
(2011) data show extreme changes in displacement direction over
extremely short distances and at least one station may have been
affected by landsliding (Ito, personal communication, 2011). Sim-
ilarly, the Kodaira et al. (2012) data were collected only near the
toe of the wedge and these data show substantial landsliding. The
Fujiwara et al. (2011) bathymetry change data show significant dis-
placement on at least one secondary fault. Thus all of these data
appear to be influenced by secondary deformation in the wedge such
as landsliding and splay faulting, making it difficult to reliably infer
deformation on the megathrust from these observations. Nonethe-
less, our predicted maximum seafloor displacements in the region of
the Fujiwara et al. (2011) bathymetric data (about 40 m horizontal
displacement and 6 m vertical displacement) are fairly consistent
with the Fujiwara et al. (2011) estimates of ∼50 m horizontal and
∼7–10 m vertical motion given the uncertainties they reported.

4.2 Empirical effects of errors in the assumed elastic
structure

In Paper I and in Section 2.5 of this paper, we discussed the impor-
tance of including model prediction errors in the inversion design,
and methods for estimating the model prediction error as part of the
inversion. Yet in this study we have opted to assign a model predic-
tion error of a specified magnitude rather than determine the optimal
strength of the model prediction error as part of the inversion. This
was not our original preference. But we found that both our data
and our data predictions were so highly correlated that we could not
accurately solve for the model prediction error using the formula-
tion in eq. (4). To illustrate this issue, we generated 500 000 random
slip models whose strike-slip motions were zero-mean Gaussian
(using our prior PDF on U⊥) and thrust motions randomly drawn
from the Dirichlet distribution (using the methodology discussed in
Section 2.6). This sampling produces a set of completely random,
spatially rough slip models, where the average slip direction of each
model is in the thrust direction. We then computed the predicted
observations for each of these slip models, and then calculated the
correlations between these 500 000 predicted data sets. The result-
ing correlation matrices are shown in Fig. 18. These correlation
matrices can be in some ways thought of as an empirical Bayesian
equivalent to a data resolution matrix (e.g. Menke 2012). Most of
the data are highly correlated (or highly anticorrelated) with almost
all the rest of the data. The tsunami records, which are waveform
data, also have a very strong autoregressive correlation which is ev-
idenced by the fact that the elements of the first few subdiagonals of
the correlation matrix are nearly 1. For the five near-coast tsunami
records (right-most subplot in Fig. 18), we see what is effectively a
5 × 5 grid of submatrices. The submatrices along the diagonal rep-
resent the temporal correlations within each tsunami record, which
are significant. The off-diagonal submatrices, particularly for the
first two stations, look very similar to the diagonal correlation sub-
matrices but shifted back in time (shifted off of the diagonal of
the submatrix). This type of correlation is to be expected since the
records at these stations are nearly identical to each other but shifted
in time.

The GPS correlations are a bit harder to interpret in matrix form.
If we instead map out the correlation between one component of
displacement at one station and all other components of motion
at all other stations (Fig. 19), we see that the east components
of displacement are highly correlated over a large spatial extent.
Similarly, the vertical components of displacement are either highly
correlated or highly anticorrelated depending on whether a given
station is on the same or the opposite side of the hinge-line as our
reference station. This analysis implies that once a fault geometry
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Figure 19. Spatial correlations of GPS data predictions. A subset of the GPS
data prediction correlation matrix of Fig. 18 is shown. The coloured circles
in the three subplots show the magnitude of the correlation between the east,
north, and vertical components (respectively) of predicted displacement
at each station with the predicted east component of motion at GEONET
station 0903. The observed east component of displacement at station 0903
is plotted with a vector.

and elastic structure are chosen, the shape of the surface deforma-
tion field produced is largely known regardless of what slip model
you input into that model design. From the standpoint of inverse
theory, given the high spatial density of the available data and our
source–receiver geometry, our source model will not be able to
independently predict the motions at each receiver location. (The
equivalent statement in the traditional least-squares approach is to
say that our data resolution matrix is far from the identity ma-
trix.) Our data predictions are clearly not independent. Similarly,
we can conclude that the prediction errors due to errors in our elas-
tic structure will be highly spatially correlated as well. Therefore,
solving for α in eq. (4) will fail or give spurious results because
that parametrization of Cp is missing the spatial correlation be-
tween the predictions of our models, and thus inverting for α will
result in α being greatly underestimated. This tendency to mises-
timate the prediction error (due to the lack of spatial covariance
in our parametrization of the prediction error) is why we fixed α

to 10 per cent. Fixing the model prediction error a priori is a poor
substitute for accurately estimating the model prediction error with
all of its complexity and correlations. However, we at least can force
the inversion to recognize that there is a large additional source of
error which scales with the strength of the source (and thus the mag-
nitude of the observed surface displacement) and thus the inversion
should not fit the data more than is merited given the existence
of that additional error source. Future work should explore more
sophisticated approaches to estimating Cp, such as the approach
proposed by Duputel et al. (2014). For now, we limit ourselves to
observing that errors in our Earth structure are assumed to be the
single largest error source for large earthquakes.

5 C O N C LU S I O N S

We have added an ensemble of rupture models for the 2011 great
Tohoku-oki earthquake to the large and ever-growing literature on
this topic. The use of Bayesian analysis produces a distribution of
plausible source models which fit the data and our a priori knowl-
edge of the physics of the rupture process. There are no non-physical
constraints or regularization on the earthquake source process in our
inversion. We also include a crude estimate of the effects of errors
in our Green’s functions to ensure a more reasonable level of fit
to the data than would be obtained if only the formal observation
uncertainties were included in the inversion design. And, finally, be-
cause we used Bayesian inference to solve the inverse problem, we

have also obtained a relatively complete description of uncertainties
associated with our model parameters.

The possible variation of rupture velocity with depth in Fig 13
is quite intriguing. First, rupture velocity tends to decrease with
decreasing depth. This makes intuitive sense since rupture velocity
is expected to be tied to the elastic constants of the medium which
decrease with shallowing depth. Second, where rupture velocity is
well constrained (i.e. in the region of largest slip), it appears to be
quite low. This could be misleading since Uchide (2013) suggests
that the complexity of the early rupture process might result in the
rupture velocity appearing low if the propagation speed is inferred
from low-frequency data. However, if our results are correct, then
rupture velocity as a function of depth is almost anti-correlated with
slip as a function depth. Further, the low rupture velocity in the main
asperity gives the Tohoku-oki earthquake many of the features of
a classic tsunamigenic earthquake, specifically it is an earthquake
rupture with slowly propagating slip concentrated in the upper part
of the subduction zone.

Despite the limits of onshore and sparse offshore data to re-
solve subduction zone earthquakes, there are nonetheless several
interesting features of this earthquake rupture which are well con-
strained. For example, although we cannot distinguish whether the
initial phase of the rupture propagated as a slip pulse rather than an
expanding crack, the later evolution of the rupture was definitely
pulse-like. But perhaps the single most interesting feature of our
rupture model is that the location of peak slip was located at depth
and not at the trench.

We can only draw conclusions in the context of the data, error
structure, and model parametrization we utilized. We would expect
any other inversion which either neglects the data from the DART
stations located updip of the source or which strongly regularizes the
slip distribution (especially through the use of Laplacian smoothing)
would tend to overestimate the shallow slip relative to our results. A
different parametrization of the model prediction error, one which
included spatial and temporal covariances, could have yielded a
significantly different posterior PDF. (However, most traditional
optimization approaches ignore the model prediction error entirely,
which almost inevitably leads to an overly complex model due
to overfitting of the data and/or underestimating the uncertainties
associated with the inferred model.) We also must acknowledge
that, if the elastic moduli near the trench are lower than what is
included in our Earth structure, then our inversion might be under-
estimating the shallow slip on the fault. However, we can say that
using all available data with the exception of the Ito et al. (2011) and
Kodaira et al. (2012) data that may have been affected by landsliding
and the Fujiwara et al. (2011) data that suggest secondary faulting,
in concert with the 1-D Earth structure in Table 1 and even allowing
for a 10 per cent error in the Green’s functions calculated from that
elastic structure, we robustly infer that the maximum slip occurred
downdip of the trench.

There have been several important contributions made to seismic
source studies using Bayesian or approximately Bayesian methods,
(e.g. Fukuda & Johnson 2008; Monelli & Mai 2008; Hooper et al.
2013). However, this study is the first to use Bayesian methods to
determine the complete posterior PDF for a kinematic finite fault
model of an actual earthquake without any non-physical regulariza-
tion constraints. Our solution represents the ensemble of plausible
source models which fit a wide-variety of geophysical observations
given realistic uncertainties on those observations, constraints based
on our a priori knowledge of the physics of the rupture process, and
a model for the errors in our forward model. This last point is
perhaps the most important.
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By removing all non-physical regularization, we can be assured
that our rupture models are free from any artefacts due to regular-
ization. An artefact is any feature of the source model that appears
to be well constrained but is due to constraints of the inversion pro-
cess and are not required by either the data or the physical a priori
constraints on the source model. Thus we must note that, if our
representation of the uncertainties in our observations and forward
model is flawed, we can still have spurious features in our source
model or, equivalently, have some parts of the source model appear
to be better constrained than they are. Despite our rather simplistic
parametrization of the error in our forward model (Cp), we infer
significant uncertainty in the rupture process, something that we
intuitively know must exist when we attempt to constrain the spatial
and temporal evolution of offshore slip given mostly land-based
observations. Despite these uncertainties, there are many parts of
the rupture process that are well constrained including the maxi-
mum slip (which must be large given that our maximum slip value
is a minimum constraint based on averaging slip over more than
800 km2), the total slip and rupture area (and thus, in turn, the slip
potency, scalar seismic moment, and moment magnitude are all well
constrained), and the fact that the slip appears to peak downdip of
the trench.
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