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# ORBITAL STABILITY: ANALYSIS MEETS GEOMETRY 

STEPHAN DE BIÈVRE ${ }^{1,2}$, FRANÇOIS GENOUD $^{3}$, AND SIMONA ROTA NODARI ${ }^{1}$


#### Abstract

We present an introduction to the orbital stability of relative equilibria of Hamiltonian dynamical systems on (finite and infinite dimensional) Banach spaces. A convenient formulation of the theory of Hamiltonian dynamics with symmetry and the corresponding momentum maps is proposed that allows us to highlight the interplay between (symplectic) geometry and (functional) analysis in the proofs of orbital stability of relative equilibria via the so-called energy-momentum method. The theory is illustrated with examples from finite dimensional systems, as well as from Hamiltonian PDE's, such as solitons, standing and plane waves for the nonlinear Schrödinger equation, for the wave equation, and for the Manakov system.
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## 1. INTRODUCTION

The purpose of these notes is to provide an introduction to the theory of orbital stability of relative equilibria, a notion from the theory of (mostly Hamiltonian) dynamical systems with symmetry that finds its origins in the study of planetary motions [AM78]. In more recent times it has proven important in two new ways at least. It has on the one hand found an elegant reformulation in the modern framework of Hamiltonian mechanics of finite dimensional systems with symmetry in terms of symplectic geometry. It can indeed be phrased and studied in terms of the theory of momentum maps and of symplectic reduction [AM78, LM87, Pat92, LS98, Mon97, PRW04, RSS06, MRO11]. On the other hand, it also underlies the stability analysis of plane waves, of travelling wave solutions and of solitons in infinite dimensional nonlinear Hamiltonian PDE's, which has received considerable attention over the last thirty years or so, and continues to be an active area of research [CL82, SS85, Wei86, GSS87, GSS90, SS99, Caz03, HS04, Tao06, GH07a, GH07b, Stu08, GS08, AP09, LC09, Tao09, Gen09, Gen13]. We refer to the first chapter of [AP09] for an interesting historical overview of this aspect of the theory.

It is clear that in this field nonlinear analysis can be expected to meet geometry in interesting and beautiful ways. It nevertheless appears that in the literature on Hamiltonian PDE's, the simple and elegant geometric ideas underlying the proofs of orbital stability aren't emphasized. The goal of these notes is to provide a unified formulation of the theory in a sufficiently general but not too abstract framework that allows one to treat finite and infinite dimensional systems on the same footing. In this manner, one may hope to harness the geometric intuition readily gained from treating finite dimensional systems and use it as a guide when dealing with the infinite dimensional ones that are the main focus of our interest, but that demand more sophisticated technical tools from functional analysis and PDE theory. The text is of an introductory nature and suitable for young researchers wishing to familiarize themselves with the field. It is aimed at analysts not allergic to geometry and at geometers with a taste for analysis, and written in the hope such people exist.

There are many notions of stability for dynamical systems. One may in particular consider stability with respect to perturbations in the vector field generating the dynamics, or stability with respect to a variation in the initial conditions. It is the latter one we shall be considering here. For a sampling of possible definitions in this context, one can consult Section 6.3 of Abraham and Marsden [AM], who give nine different ones and mention there exist others still.... We start by introducing the ones of interest to us in these notes.

The simplest possible one is presumably the following. Let $E$ be a normed vector space, d the corresponding metric on $E$, and $X$ a vector field on $E$. Let $u \in E$ and $t \in \mathbb{R} \rightarrow u(t) \in E$ a flow line of $X($ i.e. $\dot{u}(t)=X(u(t))$, with $u(0)=u)$. Let us assume the flow is well-defined globally, with $u(t)=\Phi_{t}^{X}(u)$. Then one says that the initial condition $u$ is stable if for all $\varepsilon>0$, there exists a $\delta>0$ so that, for all $v \in E$,

$$
\begin{equation*}
\mathrm{d}(v, u) \leq \delta \Rightarrow \sup _{t \in \mathbb{R}} \mathrm{~d}(v(t), u(t)) \leq \varepsilon \tag{1.1}
\end{equation*}
$$

eq: stab0

Here $v(t)=\Phi_{t}^{X}(v)$. This can be paraphrased as follows: once close, forever not too far. Note that, if $u$ is stable in this sense, then so is $u(t)$ for all $t \in \mathbb{R}$. There exists one situation where proving stability is straightforward. It is the case where $u=u_{*}$ is a fixed point of the dynamics, meaning $u(t)=u_{*}$, for all $t \in \mathbb{R}$, and where $u_{*}$ is a local non-degenerate minimum of a constant of the motion, that is a function $\mathscr{L}: E \rightarrow \mathbb{R}$, referred to as a Lyapunov function, satisfying $\mathscr{L}(v(t))=\mathscr{L}(v(0))$ for all $t \in \mathbb{R}$, and for all $v$ in a neighbourhood of
$u_{*}$. Let us sketch the argument, which is classic. Supposing $\mathscr{L} \in C^{2}(E, E)$ and that $D_{u_{*}}^{2} \mathscr{L}$ is positive definite, one obtains from a Taylor expansion of $\mathscr{L}$ about $u_{*}$, an estimate of the type

$$
\begin{equation*}
c \mathrm{~d}\left(v, u_{*}\right)^{2} \leq \mathscr{L}(v)-\mathscr{L}\left(u_{*}\right) \leq C \mathrm{~d}\left(v, u_{*}\right)^{2} \tag{1.2}
\end{equation*}
$$

for all $v$ in a neighbourhood of $u_{*}$. Then, for $v$ sufficiently close to $u_{*}$, one can easily show, using an argument by contradiction, that $v(t)$ stays in this neighbourhood and hence, for all $t$,

$$
\begin{equation*}
c \mathrm{~d}\left(v(t), u_{*}\right)^{2} \leq \mathscr{L}(v(t))-\mathscr{L}\left(u_{*}\right)=\mathscr{L}(v)-\mathscr{L}\left(u_{*}\right) \leq C \mathrm{~d}\left(v, u_{*}\right)^{2} \tag{1.3}
\end{equation*}
$$

from which (1.1) follows immediately. This approach is known as the Lyapunov method for proving stability. ${ }^{1}$

In Hamiltonian systems, at least one constant of the motion always exists, namely the Hamiltonian itself. The above argument leads therefore to the perfectly standard result that local minima of the Hamiltonian are stable fixed points of the dynamics. All orbital stability results that we shall discuss below are, in fine, based on this single argument, appropriately applied and combined with additional geometric properties of (Hamiltonian) systems with symmetry, and, of course, with an appropriate dose of (functional) analysis. Let us finally point out that when this approach does not work, and this is very often the case, one is condemned to resort to considerably more sophisticated techniques, involving the KAM theorem or Nekhoroshev estimates, for example.

A stronger version of stability than (1.1) is an asymptotic one, and goes as follows: there exists a $\delta>0$ so that, for all $v \in E$,

$$
\mathrm{d}(v, u) \leq \delta \Rightarrow \lim _{t \rightarrow+\infty} \mathrm{d}(v(t), u(t))=0
$$

This phenomenon can only occur in dissipative systems. When $u$ is a fixed point of the dynamics, it corresponds to requiring it is attractive. If the flow line issued from $u$ is periodic, one obtains a limit cycle. So in this second definition, the idea is that, if two points start close enough, they end up together. Since our focus here is on Hamiltonian systems, where such behaviour cannot occur (because volumes are preserved), we shall not discuss it further. Note, however, that another notion of "asymptotic stability" has been introduced and studied in the context of Hamiltonian nonlinear dispersive PDE's. This notion encompasses finer asymptotic properties of the dynamics than those studied here. A general heuristic discussion can be found in [Tao09], and recent results for the nonlinear Schrödinger equation in [Cuc 11].

There are several cases when definition (1.1) is too strong, and a weaker notion is needed, referred to as orbital stability. The simplest definition of this notion goes as follows. Suppose $t \in \mathbb{R} \rightarrow u(t) \in E$ is a flow line of the dynamics and consider the dynamical orbit

$$
\gamma=\{u(t) \mid t \in \mathbb{R}\} .
$$

We say $u=u(0)$ is orbitally stable if the following holds. For all $\varepsilon>0$, there exists $\delta>0$, so that

$$
\begin{equation*}
\mathrm{d}(v, u)<\delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}(v(t), \gamma) \leq \varepsilon \tag{1.4}
\end{equation*}
$$

The point here is that the new dynamical orbit $\tilde{\gamma}=\{v(t) \mid t \in \mathbb{R}\}$ stays close to the initial one, while possibly $v(t)$ can drift away from $u(t)$, for the same value of the time $t$. As we will see, this can be expected to be the rule since the nearby orbit may no longer be periodic even if the original one was, or have a different period. A simple example that

[^0]```
eq:localmin
```

eq: lyapmethod
can be understood without computation is this. Think of two satellites on circular orbits around the earth. Imagine the radii are very close. Then the periods of both motions will be close but different. Both satellites will eternally move on their respective circles, which are close, but they will find themselves on opposite sides of the earth after a long enough time, due to the difference in their angular speeds. In addition, a slight perturbation in the initial condition of one of the satellites will change its orbit, which will become elliptical, and again have a different period. But the new orbit will stay close to the original circle. So here the idea is this: if an initial condition $v$ is chosen close to $u$, then at all later times $t, v(t)$ is close to some point on $\gamma$, but not necessarily close to $u(t)$, for the same value of $t$. We will treat this illustrative example in detail in Section 4.

The definition of orbital stability in (1.4) turns out to be too strong still for many applications, in particular in the presence of symmetries of the dynamics. This is notably the case in the study of solitons and standing or travelling wave solutions of nonlinear Hamiltonian differential or partial differential equations. We will therefore present an appropriate generalization of the notion of orbital stability in the presence of symmetries in Section 3. For that purpose, we introduce in Section 2 dynamical systems $\Phi_{t}^{X}, t \in \mathbb{R}$ on Banach spaces $E$, which admit an invariance group $G$ with an action $\Phi_{g}, g \in G$ on $E$, i.e. $\Phi_{g} \Phi_{t}^{X}=\Phi_{t}^{X} \Phi_{g}$. We then say $u \in E$ is a relative equilibrium if, for all $t \in \mathbb{R}, \Phi_{t}^{X}(u) \in \mathscr{O}_{u}$, where $\mathscr{O}_{u}=\Phi_{G}(u)$ is the group orbit of $u$ under the action of $G$. As we will see, solitons, travelling waves and plane waves are relative equilibria. We say a relative equilibrium $u$ is orbitally stable if initial conditions $v \in E$ close to $u$ have the property that for all $t \in \mathbb{R}$, $\Phi_{t}^{X}(v)$ remains close to $\mathscr{O}_{u}$. Note that the larger the symmetry group $G$, the weaker the corresponding notion of stability.

The main goal of these notes is to present a general framework allowing to establish orbital stability of such relative equilibria of (both finite and infinite) dynamical systems with symmetry, using an appropriate generalization of the Lyapunov method sketched above. This approach to stability is often referred to as the "energy-momentum" method. In the process, we wish to clearly separate the part of the argument which is abstract and very general, from the part that is model-dependent. We will also indicate for which arguments one needs the dynamics to be Hamiltonian and which ones go through more generally.

In Section 4, we treat the illustrative example of the relative equilibria of the motion in a spherical potential, allowing us to present four variations of the proof of orbital stability, which are later extended to a very general setting in Section 7. The main hypothesis of the proofs, which work for general dynamical systems on Banach spaces, is the existence of a coercive Lyapunov function $\mathscr{L}$, which is a group-invariant constant of the motion satisfying an appropriately generalized coercive estimate of the type (1.2) (see (7.1)). In applications, the proof of orbital stability is thus reduced to the construction of such a function.

It is in this step that the geometry of Hamiltonian dynamical systems with symmetry plays a crucial role. Indeed, the construction of an appropriate Lyapunov function for such systems exploits the special link that exists between their constants of the motion $F$ and their symmetries, as embodied in Noether's theorem and the theory of the momentum map. This is explained in Sections 5 and 6. The crucial observation is then that in Hamiltonian systems, relative equilibria tend to come in families $u_{\mu} \in E$, indexed by the value $\mu$ of the constants of the motion at $u_{\mu}$. In fact, it turns out that $u_{\mu} \in E$ is a relative equilibrium of a Hamiltonian system if (and only if) $u_{\mu}$ is a critical point of the restriction of the Hamiltonian to the level surface $\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\}$ of these constants of the motion (Theorem 6.1). This observation at once yields the candidate Lyapunov function $\mathscr{L}_{\mu}$ (see (6.5)).

We finally explain (Proposition 7.7) how the proof of the coercivity of the Lyapunov function can be obtained from a suitable lower bound on its second derivatives $D^{2} \mathscr{L}_{\mu}(w, w)$, with $w$ restricted to an appropriate subspace of $E$, using familiar arguments from the theory of Lagrange multipliers (Section 7). This ends the very general, geometric and abstract part of the theory. To control $D^{2} \mathscr{L}_{\mu}(w, w)$ finally requires an often difficult, problemdependent, and detailed spectral analysis of the Hessian of the Lyapunov function, as we will show in the remaining sections.

We illustrate the theory in Section 8 on a first simple example. We consider the plane waves $u_{\alpha, k}(t, x)=\alpha e^{-i k x} e^{i \xi t}, \xi \in \mathbb{R}, k \in 2 \pi \mathbb{Z}$ and $\alpha \in \mathbb{R}$, which are solutions of the cubic nonlinear Schrödinger equation on the one-dimensional torus $\mathbb{T}$,

$$
i \partial_{t} u(t, x)+\beta \partial_{x x}^{2} u(t, x)+\lambda|u(t, x)|^{2} u(t, x)=0,
$$

provided $\xi+\beta k^{2}=\lambda|\alpha|^{2}$. This equation is (globally) well-posed on $E=H^{1}(\mathbb{T}, \mathbb{C})$ and its dynamical flow is invariant under the globally Hamiltonian action $\Phi$ of the group $G=\mathbb{R} \times \mathbb{R}$ defined by $\left(\Phi_{a, \gamma}(u)\right)(x)=e^{i \gamma} u(x-a)$ (see Section 5.5). The plane waves $u_{\alpha, k}(t, x)$ are $G$-relative equilibria. We establish (Theorem 8.1) their orbital stability when $\beta(2 \pi)^{2}>2 \lambda|\alpha|^{2}$. Although the linear stability analysis for this model is sketched in many places, and the nonlinear (in)stability results seem to be known to many, we did not find a complete proof of nonlinear orbital stability in the literature. A brief comparison between our analysis and related results ([Zhi01, GH07b, GH07a]) ends Section 8. Note that the analysis of orbital stability of plane waves of the cubic nonlinear Schrödinger equation on a torus of dimension $d>1$ is much more involved (see for example [FGL13]).

In Section 9 we will present orbital stability results pertaining to curves (i.e. onedimensional families) of standing waves of nonlinear Schrödinger equations on $\mathbb{R}^{d}$ with a space-dependent coefficient $f$ :

$$
\begin{equation*}
i \partial_{t} u(t, x)+\Delta u(t, x)+f\left(x,|u|^{2}(t, x)\right) u(t, x)=0 . \tag{1.5}
\end{equation*}
$$

Imposing a non-trivial spatial dependence has two major consequences. First, the spacetranslation symmetry of the equation is destroyed, and one is left with the reduced oneparameter symmetry group $G=\mathbb{R}$, acting on the Sobolev space $E=H^{1}\left(\mathbb{R}^{d}\right)$ via $\Phi_{\gamma}(u)=$ $e^{i \gamma} u$. Note that the associated group orbits are of the simple form $\mathscr{O}_{u}=\left\{e^{i \gamma} u: \gamma \in \mathbb{R}\right\} \subset$ $H^{1}\left(\mathbb{R}^{d}\right)$. Now, standing waves are, by definition, solutions of (1.5) of the form $u(x, t)=$ $e^{i \xi t} w(x)$, which are therefore clearly relative equilibria. Such standing waves are sometimes referred to as "solitons" due to the spatial localization of the profile $w(x)$, and to their stability.

Second, constructing curves of standing wave solutions of (1.5) is now a hard problem, and we will outline the bifurcation theory developed in [GS08, Gen09, Gen10a, Gen13] to solve it. This powerful approach allows one to deal with power-type nonlinearities $f\left(x,|u|^{2}\right)=V(x)|u|^{\sigma-1}$ (under an approriate decay assumption on the coefficient $\left.V: \mathbb{R}^{d} \rightarrow \mathbb{R}\right)$ but also with more general nonlinearities, for instance the asymptotically linear $f\left(x,|u|^{2}\right)=V(x) \frac{|u|^{\sigma-1}}{1+|u|^{\sigma-1}}$. This will give a good illustration of how involved the detailed analysis of $D^{2} \mathscr{L}(w, w)$ required by the model can be. As we shall see, this analysis turns out to be deeply connected with the bifurcation behaviour of the standing waves.

In the pure power (space-independent) case $f\left(x,|u|^{2}\right)=|u|^{\sigma-1}$, the appropriate notion of stability is that associated with the action of the full group $G=\mathbb{R}^{d} \times \mathbb{R},\left(\Phi_{a, \gamma}(u)\right)(x)=$ $e^{i \gamma} u(x-a)$. The stability of standing waves in this context was proved in the seminal paper of Cazenave and Lions [CL82] for $1<\sigma<1+\frac{4}{d}$, and this result is sharp (i.e. stability does not hold at $\sigma=1+\frac{4}{d}$ ). The contribution [CL82] is one of the first rigorous results on
orbital stability for nonlinear dispersive equations, and is based on variational arguments using the concentration-compactness principle (see for instance [Zhi01, HS04] for more recent results in this direction). This line of argument is conceptually very different from the energy-momentum approach developed here, so we shall not say more about it.

The modern treatment of Hamiltonian dynamical systems with symmetries uses the language of symplectic geometry, as for example in [AM78, Arn99, LM87, Sou97]. But we don't need the full power of this theory, since we will work exclusively with linear symplectic structures on (infinite dimensional) symplectic vector spaces. For the reader not familiar with Hamiltonian mechanics, Lie group theory and symplectic group actions, elementary self-contained introductions to these subjects sufficient for our purposes are provided in the Appendix.
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## 2. DYnamical systems, Symmetries and <br> RELATIVE EQUILIBRIA

### 2.1. Dynamical systems on Banach spaces.

Let $E$ be a Banach space. A domain $\mathscr{D}$ is a dense subset of $E$; in the examples presented in these notes, it will be a dense linear subspace of $E$. We consider on $E$ a dynamical system, by which we mean a separately continuous map

$$
\begin{equation*}
\Phi^{X}:(t, u) \in \mathbb{R} \times E \rightarrow \Phi_{t}^{X}(u):=\Phi^{X}(t, u) \in E \tag{2.1}
\end{equation*}
$$

with the following properties:
(i) For all $t, s \in \mathbb{R}$,

$$
\begin{equation*}
\Phi_{t}^{X} \circ \Phi_{s}^{X}=\Phi_{t+s}^{X}, \quad \Phi_{0}^{X}(u)=\operatorname{Id}_{E} \tag{2.2}
\end{equation*}
$$

(ii) For all $t \in \mathbb{R}, \Phi_{t}^{X}(\mathscr{D})=\mathscr{D}$.
(iii) $X: \mathscr{D} \subset E \rightarrow E$ is a vector field that generates the dynamics in the sense that, when $u \in \mathscr{D}, \Phi_{t}^{X}(u):=u(t) \in \mathscr{D}$ is a solution of the differential equation

$$
\begin{equation*}
\dot{u}(t)=X(u(t)), \quad u(0)=u \tag{2.3}
\end{equation*}
$$

By this we mean that the curve $t \in \mathbb{R} \rightarrow u(t) \in E$ is differentiable as a map from $\mathbb{R}$ to $E$. In infinite dimensional problems, the vector fields are often only defined on a domain $\mathscr{D}$, where they may not even be continuous. But note that we always assume that the flows themselves are defined on all of $E$ (or on an open subset of $E$ ). For examples illustrating these subtleties, see Section 2.4. Local flows can be defined analogously. In that case the domains are dense in some open subset of $E$, but we shall not deal with such situations in these notes since we will always assume the flows to be globally defined.

Suppose there exists a function $F: E \rightarrow \mathbb{R}^{m}$ so that

$$
\begin{equation*}
F \circ \Phi_{t}^{X}=F, \quad \forall t \in \mathbb{R} \tag{2.4}
\end{equation*}
$$

We then say that the vector field $X$ or its associated flow $\Phi_{t}^{X}$ admits $m$ constants of the motion, which are the components $F_{i}$ of $F$. In that case, one may consider the restriction
of the flow $\Phi_{t}^{X}$ to the level sets of $F$ : for $\mu \in \mathbb{R}^{m}$, we define

$$
\begin{equation*}
\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\} \tag{2.5}
\end{equation*}
$$

and one has that $\Phi_{t}^{X} \Sigma_{\mu}=\Sigma_{\mu}$, for all $\mu \in \mathbb{R}^{m}$.

### 2.2. Symmetries, reduced dynamics and relative equilibria

We now define the notion of an invariance group for a dynamical system. For that purpose, we need to say a few words about group actions. Let $G$ be a topological group acting on $E$. By this we mean there exists a separately continuous map

$$
\Phi:(g, u) \in G \times E \rightarrow \Phi_{g}(u) \in E
$$

satisfying $\Phi_{e}=\mathrm{Id}, \Phi_{g_{1} g_{2}}=\Phi_{g_{1}} \circ \Phi_{g_{2}}$. We will call

$$
\begin{equation*}
\mathscr{O}_{u}=\left\{\Phi_{g}(u) \mid g \in G\right\} \tag{2.6}
\end{equation*}
$$

the orbit of $G$ through $u \in E$. For later reference, we define the isotropy group of $u, G_{u}$, as follows

$$
\begin{equation*}
G_{u}=\left\{g \in G \mid \Phi_{g}(u)=u\right\} . \tag{2.7}
\end{equation*}
$$

We can then introduce the notion of an invariance group for $\Phi_{t}^{X}$.
def:symgroup Definition 2.1. We say $G$ is an invariance group (or symmetry group) for the dynamical system $\Phi_{t}^{X}$ if, for all $g \in G$, and for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\Phi_{g} \circ \Phi_{t}^{X}=\Phi_{t}^{X} \circ \Phi_{g} \tag{2.8}
\end{equation*}
$$

Remark that $G=\mathbb{R}$ is always an invariance group of the dynamical system, with action $\Phi_{t}^{X}$ on $E$. While this is correct, this is not of any particular use, as one can suspect from the start. Indeed, the flow $\Phi_{t}^{X}$ is in applications obtained by integrating a nonlinear differential or partial differential equation, and is not explicitly known. In fact, it is the object of study. "Useful" symmetries are those that help to simplify this study; they need to have a simple and explicit action on $E$. They are often of a clearcut geometric origin: translations, rotations, gauge transformations, etc. Several examples are provided in the following sections.

Finally, it should be noted we did not define "the" symmetry group for $\Phi_{t}^{X}$, but " a " symmetry group. Depending on the problem at hand and the questions addressed, different symmetry groups may prove useful for the same dynamical system, as we shall also illustrate. In particular, any subgroup of an invariance group is also an invariance group, trivially.

It follows immediately from (2.6) and (2.8) that, for all $x \in E$,

$$
\begin{equation*}
\Phi_{t}^{X} \mathscr{O}_{u}=\mathscr{O}_{\Phi_{t}^{X}(u)} \tag{2.9}
\end{equation*}
$$

In other words, if $G$ is an invariance group, then the dynamical system maps $G$-orbits into $G$-orbits. This observation lies at the origin of the following construction which is crucial for the definitions of relative equilibrium and orbital stability that we shall introduce. We give the general definitions here, and refer to the coming sections for examples. Defining an equivalence relation on $E$ through

$$
u \sim u^{\prime} \Leftrightarrow \mathscr{O}_{u}=\mathscr{O}_{u^{\prime}}
$$

we consider the corresponding quotient space that we denote by $E_{G}=E / \sim$ and that we refer to as the reduced phase space. We will occasionally use the notation

$$
\begin{equation*}
\pi: u \in E \rightarrow \mathscr{O}_{u} \in E_{G} \tag{2.10}
\end{equation*}
$$

eq: Gorbit
eq:isotropyu
eq:symgroup
eq: orbdyn
eq:projection


Figure 1. A dynamical orbit $t \rightarrow u(t)$ and its "attached" $G$-orbits, with the projection into $E_{G}$.
for the associated projection. So the elements of $E_{G}$ are just the $G$-orbits in $E$. It is then clear from (2.9) that the dynamical system $\Phi_{t}^{X}$ on $E$ naturally induces reduced dynamics on the orbit space $E_{G}$ : it "passes to the quotient" in the usual jargon. We will use the same notation for these reduced dynamics and write $\Phi_{t}^{X} \mathscr{O}=\mathscr{O}(t)$ for any $\mathscr{O} \in E_{G}$. Note that $\Phi_{t}^{X} \mathscr{O}_{u}=\mathscr{O}_{u(t)}$ (See Fig. 1).

As a general rule of thumb, one may hope that the reduced dynamics are simpler than the original one, since they take place on a lower dimensional (or in some sense smaller) quotient space. This idea can sometimes provide a useful guideline, notably in the study of stability properties of fixed points or periodic orbits of the original dynamical system, as will be illustrated in the coming sections. Implementing it concretely can nevertheless be complicated, in particular because the quotient itself may be an unpleasant object to do analysis on, even in finite dimensions, as its topology or differential structure may be pathological and difficult to deal with. Conditions on $G$ and on the action $\Phi$ are needed, for example, to ensure the quotient topology on $E_{G}$ is Hausdorff, or that it has a differentiable structure [AM78, LM87, PRW04]. In addition, concrete computations on models are more readily done on $E$ directly, than in the abstract quotient space, particularly in infinite dimensional problems. We will avoid these difficulties, in particular because we will work almost exclusively with isometric group actions. Their orbits have simplifying features that we will repeatedly use: see Proposition 2.3 below.

We are now in a position to introduce the notion of relative equilibrium, as follows.
Definition 2.2. Let $u \in E$. Let $\Phi_{t}^{X}$ be a dynamical system on $E$ and let $G$ be a symmetry group for $E$. We say $u$ is a $G$-relative equilibrium ${ }^{2}$ for $\Phi_{t}^{X}$ if, for all $t \in \mathbb{R}, u(t) \in \mathscr{O}_{u}$. Or, equivalently, if for all $t \in \mathbb{R}, \Phi_{t}^{X} \mathscr{O}_{u}=\mathscr{O}_{u}$. When there is no ambiguity about the dynamical system $\Phi_{t}^{X}$ and the group $G$ considered, we will simply say $u$ is a relative equilibrium.

With the language introduced, $u$ is a relative equilibrium if $\mathscr{O}_{u}$ is a fixed point of the reduced dynamics on $E_{G}$. Again, we refer to the following sections for examples. We are interested in these notes in the stability of such relative equilibria. Roughly speaking, we

[^1]will say a relative equilibrium is orbitally stable if it is stable as a fixed point of the reduced dynamics; we give a precise definition in Section 3.

We end this section with two comments. First, the above terminology comes from the literature on Hamiltonian dynamical systems in finite dimensions. We will see in the following sections what the many specificities are of that situation. We refer to [Arn99, AM78, LM87] for textbook treatments and historical background and to [Pat92, Mon97, LS98, PRW04, RSS06, MRO11] for more recent developments. Second, we will often need to deal with the restriction of the dynamical systems under consideration to the level sets $\Sigma_{\mu} \subset E$ of a family of constants of the motion $F$, as defined in (2.5). Note that $\Sigma_{\mu}$ is a metric space. We define

$$
\begin{equation*}
G_{\Sigma_{\mu}}=\left\{g \in G \mid \forall u \in \Sigma_{\mu}, \Phi_{g}(u) \in \Sigma_{\mu}\right\} \tag{2.11}
\end{equation*}
$$

This is clearly a subgroup of $G$, which is a symmetry group of the dynamical system restricted to $\Sigma_{\mu}$. We will often deal with isometric group actions on such $\Sigma_{\mu}$, or on the full Banach space $E$. The following simple proposition collects some of the essential properties of their orbits that we shall repeatedly need and use. We first recall the definition of the Hausdorff metric. Let $(\Sigma, \mathrm{d})$ be a metric space and let $S, S^{\prime} \subset(\Sigma, \mathrm{d})$. Then

$$
\begin{equation*}
\Delta\left(S, S^{\prime}\right)=\max \left\{\sup _{u \in S} \mathrm{~d}\left(u, S^{\prime}\right), \sup _{u^{\prime} \in S^{\prime}} \mathrm{d}\left(S, u^{\prime}\right)\right\} . \tag{2.12}
\end{equation*}
$$

Notice that this is only a pseudometric ${ }^{3}$ and that $\Delta\left(S, S^{\prime}\right)=+\infty$ is possible.
Proposition 2.3. Let $G$ be a group, $(\Sigma, \mathrm{d})$ a metric space and $\Phi: G \times \Sigma \rightarrow \Sigma$ an action of $G$ on $\Sigma$. Suppose that for each $g \in G, \Phi_{g}$ is an isometry: $\forall u, u^{\prime} \in \Sigma, \mathrm{d}\left(\Phi_{g}(u), \Phi_{g}\left(u^{\prime}\right)\right)=$ $\mathrm{d}\left(u, u^{\prime}\right)$. Let $\mathscr{O}, \mathscr{O}^{\prime}$ be two $G$-orbits in $\Sigma$. Then
(i) $\forall u_{1}, u_{2} \in \mathscr{O}, \forall u_{1}^{\prime}, u_{2}^{\prime} \in \mathscr{O}^{\prime}, \mathrm{d}\left(u_{1}, \mathscr{O}^{\prime}\right)=\mathrm{d}\left(u_{2}, \mathscr{O}^{\prime}\right), \quad \mathrm{d}\left(u_{1}^{\prime}, \mathscr{O}\right)=\mathrm{d}\left(u_{2}^{\prime}, \mathscr{O}\right)$,
(ii) $\forall u \in \mathscr{O}, u^{\prime} \in \mathscr{O}^{\prime}, \quad \mathrm{d}\left(u, \mathscr{O}^{\prime}\right)=\Delta\left(\mathscr{O}, \mathscr{O}^{\prime}\right)=\mathrm{d}\left(u^{\prime}, \mathscr{O}\right)$,
(iii) $\forall u \in \mathscr{O}, u^{\prime} \in \mathscr{O}^{\prime}, \quad \Delta\left(\mathscr{O}, \mathscr{O}^{\prime}\right) \leq \mathrm{d}\left(u, u^{\prime}\right)$.

Proof. The first statement follows from the existence of $g \in G$ so that $\Phi_{g}\left(u_{1}\right)=u_{2}$. For the second, we proceed by contradiction. Suppose first that, $\forall u \in \mathscr{O}, u^{\prime} \in \mathscr{O}^{\prime}, \mathrm{d}\left(u, \mathscr{O}^{\prime}\right)<$ $\mathrm{d}\left(u^{\prime}, \mathscr{O}\right)$. Let $u \in \mathscr{O}, u^{\prime} \in \mathscr{O}^{\prime}$. Then we know there exists $v \in \mathscr{O}^{\prime}$ (depending on $u, u^{\prime}$ ) so that $\mathrm{d}\left(u, \mathscr{O}^{\prime}\right) \leq \mathrm{d}(u, v)<\mathrm{d}\left(u^{\prime}, \mathscr{O}\right)$. But since, by the first part of the proposition, $\mathrm{d}(v, \mathscr{O})=$ $\mathrm{d}\left(u^{\prime}, \mathscr{O}\right)$, this implies $\mathrm{d}(u, v)<\mathrm{d}(v, \mathscr{O})$, which is a contradiction. So we conclude, using the first part again, that $\forall u \in \mathscr{O}, u^{\prime} \in \mathscr{O}^{\prime}, \mathrm{d}\left(u, \mathscr{O}^{\prime}\right) \geq \mathrm{d}\left(u^{\prime}, \mathscr{O}\right)$. Repeating the argument with the roles of $\mathscr{O}, \mathscr{O}^{\prime}$ inverted, the result follows.

If the action is not isometric, it is quite possible for all the statements of the theorem to fail. For example, consider on $E=\mathbb{R}^{2}$ the action $\Phi_{a}(q, p)=(\exp (a) q, \exp (-a) p), a \in \mathbb{R}$.

### 2.3. Motion in a spherical potential

In this section, we illustrate the preceding notions on a simple Hamiltonian mechanical system: a particle in a spherical potential. We will make free use of the concepts and notation of Appendices A. 2 and A. 3 that we invite the reader unfamiliar with Hamiltonian mechanics or Lie group theory to peruse.

By a spherical potential we mean a function $V: \mathbb{R}^{3} \rightarrow \mathbb{R}$, satisfying $V(R q)=V(q)$, for all $R \in \mathrm{SO}(3)$. With a slight abuse of notation, we write $V(q)=V(\|q\|)$, for a smooth function $V: \mathbb{R}^{+} \rightarrow \mathbb{R}$. We consider on $E=\mathbb{R}^{6}$ the Hamiltonian

$$
\begin{equation*}
H(u)=H(q, p)=\frac{1}{2} p^{2}+V(\|q\|) \tag{2.13}
\end{equation*}
$$
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[^2]and the corresponding Hamiltonian equations of motion
\[

$$
\begin{equation*}
\dot{q}=p, \quad \dot{p}=-V^{\prime}(\|q\|) \hat{q} \tag{2.14}
\end{equation*}
$$

\]

where we introduce the notation $\hat{b}=\frac{b}{\|b\|}$ for any $b \in \mathbb{R}^{3}$. Integrating those, we obtain the Hamiltonian flow $\Phi_{t}^{H}(u)=u(t)$, where $u=(q, p) \in \mathbb{R}^{6}$. Introducing the angular momentum

$$
\begin{equation*}
L(q, p)=q \wedge p \tag{2.15}
\end{equation*}
$$

one checks immediately that, for any solution $t \in \mathbb{R} \rightarrow(q(t), p(t)) \in \mathbb{R}^{6}$, one has

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} L(q(t), p(t))=0 \tag{2.16}
\end{equation*}
$$

In other words, angular momentum is conserved during the motion in a central potential: its three components are constants of the motion. This implies the familiar result that the motion takes place in the plane perpendicular to $L$ and passing through 0 .

We will now use Noether's Theorem (Theorem A.3.9) to show this system is $\mathrm{SO}(3)$ invariant. We start with the following observations. First, the action of the group $G=\mathrm{SO}(3)$ on $E=\mathbb{R}^{6}$ given by

$$
\begin{equation*}
\Phi_{R}(u)=(R q, R p) \tag{2.17}
\end{equation*}
$$

is easily checked to be globally Hamiltonian ${ }^{4}$. Indeed, for each $\xi \in \operatorname{so}(3)$,

$$
\Phi_{\exp (t \xi)}=\Phi_{t}^{F_{\xi}}
$$

where

$$
F_{\xi}(q, p)=\xi \cdot L(q, p)
$$

(recall that we can identify so(3) with $\mathbb{R}^{3}$ via (A.2.6)). In other words,"angular momentum generates rotations." Next, it is clear that the Hamiltonian satisfies $H \circ \Phi_{R}=H$. As a result, it follows from Theorem A.3.9 (iii) that the dynamical flow is rotationally invariant:

$$
\Phi_{t}^{H} \circ \Phi_{R}=\Phi_{R} \circ \Phi_{t}^{H}, \quad \forall t \in \mathbb{R}, R \in \mathrm{SO}(3)
$$

Note that, here and in what follows, we are using, apart from the symplectic, also the standard euclidean structure on $\mathbb{R}^{6}$.

We now wish to identify the relative equilibria of these systems. For that purpose, consider first $u \in \mathbb{R}^{6}$ with $L(u)=\mu \neq 0$. Then the ensuing dynamical trajectory $u(t)$ lies in the surface

$$
\begin{equation*}
\Sigma_{\mu}=\left\{u \in \mathbb{R}^{6} \mid L(u)=\mu\right\} \tag{2.18}
\end{equation*}
$$

Now, if $u$ is a relative equilibrium, then, for each $t$, there exists $R(t) \in \mathrm{SO}(3)$ so that $\Phi_{R(t)} u=u(t)$. Hence $\mu=L(u(t))=L\left(\Phi_{R(t)} u\right)=R(t) L(u)=R(t) \mu$. In other words, $R(t)$ belongs to

$$
G_{\mu}=\{R \in \mathrm{SO}(3) \mid R \mu=\mu\} \simeq \mathrm{SO}(2)
$$

which is the subgroup of rotations about the $\mu$-axis. It follows that $\|q(t)\|=\|q\|$, for all $t$. Since $q(t)$ is perpendicular to $\mu$, this means that $q(t)$ lies on the circle of radius $\|q\|$ centered at 0 and perpendicular to $\mu$. The orbit is therefore circular and, in particular, for all $t, q(t) \cdot p(t)=0$. Conversely, it is clear that all circular dynamical orbits are relative equilibria. The initial conditions corresponding to such circular orbits are easily seen to be of the form

$$
\begin{equation*}
q=\rho_{*} \hat{q}, \quad p=\sigma_{*} \hat{p}, \quad \sigma_{*}^{2}=\rho_{*} V^{\prime}\left(\rho_{*}\right), \quad \hat{q} \cdot \hat{p}=0 \tag{2.19}
\end{equation*}
$$
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with $\rho_{*}, \sigma_{*}>0$ and hence $V^{\prime}\left(\rho_{*}\right)>0$. We will discuss in Section 4 under what conditions they are orbitally stable in the sense of (1.4).

[^3]Now, let $u=(q, p) \in \mathbb{R}^{6}$ be such that $L(u)=0$. In this case $q$ and $p$ are parallel and this remains true at all times. But if $p(t) \neq 0$ at any time $t, u$ cannot be a relative equilibrium. Indeed, the motion is then along a straight line passing through the origin and such a straight line cannot lie in an $\mathrm{SO}(3)$ orbit since the $\mathrm{SO}(3)$ action preserves norms. If on the other hand $u=\left(\rho_{*} \hat{q}, 0\right)=u(t)$ is a fixed point of the dynamics, it is a fortiori a relative equilibrium. This occurs if and only if $V^{\prime}\left(\rho_{*}\right)=0$ as is clear from the equations of motion. Note that these fixed points fill the sphere of radius $\rho_{*}$.

It is clear these fixed points cannot be stable in the sense of definition (1.1) or (1.4). Indeed, any initial condition $u^{\prime}$ close to such fixed point $u$, but with $p^{\prime} \neq 0$ gives rise to a trajectory in the plane spanned by $q^{\prime}$ and $p^{\prime}$ : when $q^{\prime}$ and $p^{\prime}$ are not parallel, the trajectory will wind around the origin in this plane, moving away from the initial condition. What we will prove in Section 4 is that, provided $V^{\prime \prime}\left(\rho_{*}\right)>0$, these trajectories all stay close to

$$
\begin{equation*}
\mathscr{O}_{\rho_{*}, 0,0}=\left\{u \in \mathbb{R}^{6} \mid q \cdot q=\rho_{*}^{2}, p \cdot p=0, q \cdot p=0\right\} \tag{2.20}
\end{equation*}
$$

which is the $\mathrm{SO}(3)$ orbit through the fixed point $u=\left(\rho_{*} \hat{q}, 0\right)$. Those fixed points are therefore $\mathrm{SO}(3)$-orbitally stable, in the sense of Definition 3.1 (i) below.

To end this section, we list, for later purposes, all $\mathrm{SO}(3)$-orbits in $E=\mathbb{R}^{6}$. Those are easily seen to be the hypersurfaces $\mathscr{O}_{\rho, \sigma, \alpha}$ of the form

$$
\begin{equation*}
\mathscr{O}_{\rho, \sigma, \alpha}=\left\{(q, p) \in \mathbb{R}^{6} \mid q \cdot q=\rho^{2}, p \cdot p=\sigma^{2}, q \cdot p=\alpha\right\} \tag{2.21}
\end{equation*}
$$

with $\rho, \sigma \geq 0, \alpha \in \mathbb{R}$. Note that $|\alpha| \leq \rho \sigma$. Those orbits are three-dimensional smooth submanifolds of $\mathbb{R}^{6}$, except on the set where the angular momentum $L$ vanishes, i.e. on

$$
\Sigma_{0}=\left\{(q, p) \in \mathbb{R}^{6} \mid L(q, p)=0\right\}
$$

This surface (which is not a submanifold of $E$ ) is itself $\mathrm{SO}(3)$-invariant and foliated by group orbits as follows:

$$
\Sigma_{0}=\bigcup_{\rho \sigma=|\alpha|} \mathscr{O}_{\rho, \sigma, \alpha}=\{(0,0)\} \cup \bigcup_{\substack{\rho \sigma=|\alpha| \\(\rho, \sigma) \neq(0,0)}} \mathscr{O}_{\rho, \sigma, \alpha}
$$

On the latter orbits, $q$ and $p$ are parallel, but do not both vanish, so that these orbits can be identified with two-dimensional spheres.

### 2.4. The nonlinear Schrödinger equation

An important example of an infinite dimensional dynamical system is the nonlinear Schrödinger equation

$$
\left\{\begin{array}{l}
i \partial_{t} u(t, x)+\Delta u(t, x)+f(x, u(t, x))=0  \tag{2.22}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

with $u(t, x): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{C}$. Here $\Delta$ denotes the usual Laplace operator and $f$ is a local nonlinearity. More precisely, consider $f:(x, u) \in \mathbb{R}^{d} \times \mathbb{R}^{+} \rightarrow f(x, u) \in \mathbb{R}$ such that $f$ is measurable in $x$ and continuous in $u$. Assume that

$$
\begin{equation*}
f(x, 0)=0 \text { a.e. in } \mathbb{R}^{d} \tag{2.23}
\end{equation*}
$$
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and that for every $K>0$ there exists $L(K)<+\infty$ such that

$$
\begin{equation*}
|f(x, u)-f(x, v)| \leq L(K)|u-v| \tag{2.24}
\end{equation*}
$$

a.e. in $\mathbb{R}^{d}$ and for all $0 \leq u, v \leq K$. Assume further that

$$
\begin{cases}L(\cdot) \in C^{0}([0,+\infty)) & \text { if } d=1  \tag{2.25}\\ L(K) \leq C\left(1+K^{\alpha}\right) \text { with } 0 \leq \alpha<\frac{4}{d-2} & \text { if } d \geq 2\end{cases}
$$

and extend $f$ to the complex plane by setting

$$
\begin{equation*}
f(x, u)=\frac{u}{|u|} f(x,|u|), \tag{2.26}
\end{equation*}
$$

for all $u \in \mathbb{C}, u \neq 0$.
Finally, let $H$ be the Hamiltonian of the system defined by

$$
\begin{equation*}
H(u)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2}(x) \mathrm{d} x-\int_{\mathbb{R}^{d}} \int_{0}^{|u|(x)} f(x, s) \mathrm{d} s \mathrm{~d} x . \tag{2.27}
\end{equation*}
$$

We now explain how the Schrödinger equation defines an infinite dimensional dynamical system with symmetries, within the framework of Sections 2.1 and 2.2. The sense in which the Schrödinger equation defines a Hamiltonian dynamical system will be explained in Section 5.

For that purpose, we need the following results on local and global existence of solutions to (2.22). First, concerning local existence, we have:

Theorem 2.4 ([Caz03]). If $f$ is as above, then for every $u_{0} \in H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ there exist numbers $T_{\min }, T_{\max }>0$ and a unique maximal solution $u: t \in\left(-T_{\min }, T_{\max }\right) \rightarrow u(t) \in H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ of (2.22) satisfying

$$
u \in C^{0}\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{d}\right)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}\left(\mathbb{R}^{d}\right)\right)
$$

Moreover, $u$ depends continuously on $u_{0}$ in the following sense: if $u_{0}^{k} \rightarrow u_{0}$ in $H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and if $u_{k}$ is the maximal solution of (2.22) with the initial value $u_{0}^{k}$, then $u_{k} \rightarrow u$ in $C^{0}\left([-S, T], H^{1}\left(\mathbb{R}^{d}\right)\right)$ for every interval $[-S, T] \subset\left(-T_{\min }, T_{\max }\right)$. In addition, there is conservation of charge and energy, that is

$$
\begin{equation*}
\|u(t)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}, \quad H(u(t))=H\left(u_{0}\right) \tag{2.28}
\end{equation*}
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$.
For global existence of solutions, one needs a growth condition on $f$ in its second variable.

Theorem 2.5 ([Caz03]). Let $f$ be as in Theorem 2.4. Suppose in addition that there exist $A \geq 0$ and $0 \leq v<\frac{4}{d}$ such that

$$
\begin{equation*}
\int_{0}^{|u|} f(x, s) \mathrm{d} s \leq A|u|^{2}\left(1+|u|^{v}\right), \quad x \in \mathbb{R}^{d}, u \in \mathbb{C} . \tag{2.29}
\end{equation*}
$$

```
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It follows that for every \(u_{0} \in H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\), the maximal strong \(H^{1}\)-solution \(u\) of (2.22) given by Theorem 2.4 is global and \(\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}}<+\infty\).

Note that the condition on \(f\) is always satisfied when \(f\) is negative. This result implies that one can define \(\Phi_{t}^{X}\) on \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) by \(\Phi_{t}^{X}(u)=u(t) \in E\) and that \(\Phi_{t}^{X}\) satisfies (2.1)-(2.2). Note however that, whereas the flow lines \(t \rightarrow u(t) \in E\) are guaranteed to be continuous by the above theorems, they are \(C^{1}\) only when viewed as taking values in \(E^{*}=H^{-1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\). The following "propagation of regularity" theorem allows one to identify the appropriate domain \(\mathscr{D}\) on which the stronger condition (2.3) holds.
```
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Theorem \(2.6([\mathrm{Caz03}])\). Let \(f\) be as in Theorem 2.4, and consider \(u_{0} \in H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) and \(u \in C^{0}\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{d}\right)\right)\) the solution of the problem (2.22) given by Theorem 2.4. Then the following statements hold.
(i) If \(u_{0} \in H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)\), then \(u \in C^{0}\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{d}\right)\right)\). If, in addition, \(f(x, \cdot) \in\) \(C^{1}(\mathbb{C}, \mathbb{C})\), then \(u\) depends continuously on \(u_{0}\) in the following sense: if \(u_{0}^{k} \rightarrow u_{0}\) in \(H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) and if \(u_{k}\) is the maximal solution of (2.22) with the initial value \(u_{0}^{k}\), then \(u_{k} \rightarrow u\) in \(C^{0}\left([-S, T], H^{2}\left(\mathbb{R}^{d}\right)\right)\) for every interval \([-S, T] \subset\left(-T_{\min }, T_{\max }\right)\).
(ii) If \(u_{0} \in H^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) for some integer \(m>\max \left\{\frac{d}{2}, 2\right\}\) and if \(f(x, \cdot) \in C^{m}(\mathbb{C}, \mathbb{C})\), then \(u \in C^{0}\left(\left(-T_{\min }, T_{\max }\right), H^{m}\left(\mathbb{R}^{d}\right)\right)\). In addition, \(u\) depends continuously on \(u_{0}\) in the following sense: if \(u_{0}^{k} \rightarrow u_{0}\) in \(H^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) and if \(u_{k}\) is the maximal solution of (2.22) with the initial value \(u_{0}^{k}\), then \(u_{k} \rightarrow u\) in \(L^{\infty}\left([-S, T], H^{m}\left(\mathbb{R}^{d}\right)\right)\) for every interval \([-S, T] \subset\left(-T_{\min }, T_{\max }\right)\).

Note that the derivatives of \(f\) should be understood in the real sense here.
Remark 2.7. It follows from Theorem 2.6 that, if we take \(\mathscr{D}=H^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)\), with \(m \geq 3\), then (2.3) is satisfied, and so the flow is differentiable as a map from \(\mathbb{R}\) to \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\).
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Example 2.8. A typical example of local nonlinearity which satisfies (2.23), (2.24), (2.25) and (2.26) is the pure power nonlinearity
\[
\begin{equation*}
f(u)=\lambda|u|^{\sigma-1} u \tag{2.30}
\end{equation*}
\]
with
\[
\begin{array}{ll}
1 \leq \sigma<+\infty & \text { for } d=1 \\
1 \leq \sigma<1+\frac{4}{d-2} & \text { for } d \geq 2 \tag{2.31}
\end{array}
\]
and \(\lambda \in \mathbb{R}\). The standard "cubic" Schrödinger equation corresponds to \(\sigma=3\), which is an allowed value of \(\sigma\) only if \(1 \leq d \leq 3\). The Hamiltonian is then given by
\[
\begin{equation*}
H(u)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2}(x) \mathrm{d} x-\frac{\lambda}{\sigma+1} \int_{\mathbb{R}^{d}}|u|^{\sigma+1}(x) \mathrm{d} x . \tag{2.32}
\end{equation*}
\]

In this case, the nonlinear Schrödinger equation reads
\[
\left\{\begin{array}{l}
i \partial_{t} u(t, x)+\Delta u(t, x)+\lambda|u|^{\sigma-1}(t, x) u(t, x)=0  \tag{2.33}\\
u(0, x)=u_{0}(x)
\end{array}\right.
\]

Theorem 2.4 then ensures the existence of a local solution
\[
\begin{equation*}
u \in C^{0}\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{d}\right)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}\left(\mathbb{R}^{d}\right)\right) \tag{2.34}
\end{equation*}
\]
and the conservation of the Hamiltonian energy \(H\). To guarantee the existence of a global flow, we have to distinguish the focusing \((\lambda>0)\) and the defocusing case \((\lambda<0)\). More precisely, Theorem 2.5 implies the flow is globally defined on \(H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\), i.e.
\[
\begin{equation*}
\Phi^{X}: \mathbb{R} \times H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right) \tag{2.35}
\end{equation*}
\]
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if \(\sigma\) satisfies (2.31) in the defocusing case or if \(1 \leq \sigma<1+\frac{4}{d}\) in the focusing case. Note that, in the latter situation, \(\sigma=3\) is allowed only if \(d=1\).

Next, we recall that
\[
\begin{aligned}
& \sigma \in \mathbb{N}, \sigma \text { odd } \Rightarrow f \in C^{\infty}(\mathbb{C}, \mathbb{C}) \\
& \sigma \in \mathbb{N}, \sigma \text { even } \Rightarrow\left(f \in C^{m}(\mathbb{C}, \mathbb{C}) \Leftrightarrow m \leq \sigma-1\right) \\
& \sigma \notin \mathbb{N} \Rightarrow\left(f \in C^{m}(\mathbb{C}, \mathbb{C}) \Leftrightarrow m \leq[\sigma-1]+1\right)
\end{aligned}
\]
and, in particular, \(f \in C^{1}(\mathbb{C}, \mathbb{C})\) for all \(\sigma \geq 1\). Hence Theorem 2.6 applies and the flow can be restricted to \(H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)\)
\[
\Phi^{X}: \mathbb{R} \times H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right) \rightarrow H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)
\]
whenever \(\sigma\) satisfies (2.31) in the defocusing case or \(1 \leq \sigma<1+\frac{4}{d}\) in the focusing case. This, however, is not enough for our purposes, since it only guarantees the existence of the derivative of \(t \rightarrow u(t)\) as a function in \(L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)\), and not as a function in \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\). In other words, we cannot take \(\mathscr{D}=H^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) if we wish to satisfy (2.3). To obtain sufficient propagation of regularity, having in mind Remark 2.7, we state the following results.

In dimension \(d=1\) both in the defocusing case, for \(3 \leq \sigma<+\infty\), and in the focusing case, for \(3 \leq \sigma<5\),
\[
\Phi^{X}: \mathbb{R} \times H^{3}(\mathbb{R}, \mathbb{C}) \rightarrow H^{3}(\mathbb{R}, \mathbb{C})
\]

Hence, in these cases, using the notation introduced in Section 2.1, \(E=H^{1}(\mathbb{R}, \mathbb{C})\) and the domain \(\mathscr{D}\) of the vector field \(X\) can be chosen to be the Sobolev space \(H^{3}(\mathbb{R}, \mathbb{C})\).

In dimension \(d=2,3\) and in the defocusing case, the global flow \(\Phi^{X}\) can be defined on \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) for all \(3 \leq \sigma<1+\frac{4}{d-2}\). As before, the domain \(\mathscr{D}\) of the vector field \(X\) can be chosen to be the Sobolev space \(H^{3}\left(\mathbb{R}^{d}, \mathbb{C}\right)\).

It follows in particular from what precedes that the cubic Schrödinger equation \((\sigma=3)\) fits in the framework of the previous section provided either \(d=1\) (with \(\lambda\) arbitrary) or \(\lambda<0\) and \(d=2,3\).

We now turn to the study of the symmetries of the nonlinear Schrödinger equation (2.33). Let \(G=\operatorname{SO}(d) \times \mathbb{R}^{d} \times \mathbb{R}\) and define its action on \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) via
\[
\begin{equation*}
\forall u \in H^{1}\left(\mathbb{R}^{d}\right), \quad\left(\Phi_{R, a, \gamma}(u)\right)(x)=e^{i \gamma} u\left(R^{-1}(x-a)\right) \tag{2.36}
\end{equation*}
\]

Here the group law of \(G\) is
\[
\left(R_{1}, a_{1}, \gamma_{1}\right)\left(R_{2}, a_{2}, \gamma_{2}\right)=\left(R_{1} R_{2}, a_{1}+R_{1} a_{2}, \gamma_{1}+\gamma_{2}\right)
\]
for all \(R_{1}, R_{2} \in \operatorname{SO}(d), a_{1}, a_{2} \in \mathbb{R}^{d}\) and \(\gamma_{1}, \gamma_{2} \in \mathbb{R}\). We claim that \(G\) is an invariance group (see Definition 2.1) for the dynamics \(\Phi_{t}^{X}\). Indeed, let \(u(t, x)=\left(\Phi_{t}^{X}(u)\right)(x)\) a solution to the nonlinear Schrödinger equation (2.33) and consider \(\left(\left(\Phi_{R, a, \gamma} \circ \Phi_{t}^{X}\right)(u)\right)(x)=\) \(e^{i \gamma} u(t, R x-a)\). A straightforward calculation shows that \(e^{i \gamma} u\left(t, R^{-1}(x-a)\right)\) is again a solution to equation (2.33). More precisely,
\[
\begin{aligned}
& i \partial_{t}\left(e^{i \gamma} u\left(t, R^{-1}(x-a)\right)\right)+\Delta\left(e^{i \gamma} u\left(t, R^{-1}(x-a)\right)\right) \\
& +\lambda\left|e^{i \gamma} u\left(t, R^{-1}(x-a)\right)\right|^{\sigma-1}\left(e^{i \gamma} u\left(t, R^{-1}(x-a)\right)\right) \\
& =e^{i \gamma}\left(i\left(\partial_{t} u\right)\left(t, R^{-1}(x-a)\right)+(\Delta u)\left(t, R^{-1}(x-a)\right)+\left(\lambda|u|^{\sigma-1} u\right)\left(t, R^{-1}(x-a)\right)\right) \\
& =0
\end{aligned}
\]
where we use the fact that the Laplace operator is invariant under space rotations, space translations and phase rotations. As a consequence,
\[
\left(\left(\Phi_{R, a, \gamma} \circ \Phi_{t}^{X}\right)(u)\right)(x)=\left(\left(\Phi_{t}^{X} \circ \Phi_{R, a, \gamma}\right)(u)\right)(x)
\]
and \(G\) is an invariance group for the dynamics \(\Phi_{t}^{X}\). Moreover, we can easily prove that \(H \circ \Phi_{R, a, \gamma}=H\). Indeed, using the definition of \(H\) given in (2.32), we have
\[
\begin{aligned}
H \circ \Phi_{R, a, \gamma}(u) & =\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2}\left(R^{-1}(x-a)\right) \mathrm{d} x-\frac{\lambda}{\sigma+1} \int_{\mathbb{R}^{d}}|u|^{\sigma+1}\left(R^{-1}(x-a)\right) \mathrm{d} x \\
& =H(u) .
\end{aligned}
\]

We will see later (in Section 5.3) why this is important.
Now, let us give some examples of \(G\)-relative equilibria of the nonlinear Schrödinger equation (2.33). First, consider the simplest case where \(d=1\) and \(\sigma=3\). The invariance group \(G\) reduces to \(\mathbb{R} \times \mathbb{R}\) and the nonlinear Schrödinger equation becomes
\[
\begin{equation*}
i \partial_{t} u(t, x)+\partial_{x x}^{2} u(t, x)+\lambda|u(t, x)|^{2} u(t, x)=0 . \tag{2.37}
\end{equation*}
\]

In the focusing case \((\lambda>0)\), there exists a two-parameters family of functions, the socalled bright solitons,
\[
u_{\alpha, c}(t, x)=\alpha \sqrt{\frac{2}{\lambda}} \operatorname{sech}(\alpha(x-c t)) e^{i\left(\frac{c}{2} x+\left(\alpha^{2}-\frac{c^{2}}{4}\right) t\right)}
\]
that are solutions to (2.37) for all \((\alpha, c) \in \mathbb{R} \times \mathbb{R}\), with initial conditions
\[
\begin{equation*}
u_{\alpha, c}(x)=u_{\alpha, c}(0, x)=\alpha \sqrt{\frac{2}{\lambda}} \operatorname{sech}(\alpha x) e^{i\left(\frac{c}{2} x\right)} \in E=H^{1}(\mathbb{R}) \tag{2.38}
\end{equation*}
\]

For each \((\alpha, c) \in \mathbb{R} \times \mathbb{R}, u_{\alpha, c}(x)\) is a \(G\)-relative equilibrium of (2.37). Indeed, the \(G\)-orbit of \(u_{\alpha, c}(x)\) is given by
\[
\begin{equation*}
\mathscr{O}_{u_{\alpha, c}}=\left\{e^{i \gamma} u_{\alpha, c}(x-a),(a, \gamma) \in \mathbb{R} \times \mathbb{R}\right\} . \tag{2.39}
\end{equation*}
\]

Hence, it is clear that for all \(t \in \mathbb{R}, u_{\alpha, c}(t, x) \in \mathscr{O}_{u_{\alpha, c}}\) and, by Definition 2.2, we can conclude that \(u_{\alpha, c}(x)\) is a \(G\)-relative equilibrium of (2.37).

More generally, standing and travelling waves are examples of \(G\)-relative equilibria of the nonlinear Schrödinger equation (2.33). More precisely, standing waves are solutions to (2.33) of the form
\[
\begin{equation*}
u_{\mathrm{S}}(t, x)=e^{i \xi t} w_{\mathrm{S}}(x) \tag{2.40}
\end{equation*}
\]
with \(\xi \in \mathbb{R}\). For this to be the case, the profile \(w_{\mathrm{S}}\) has to be a solution of the stationary equation
\[
\Delta w+\lambda|w|^{\sigma-1} w=\xi w
\]

Bright solitons with \(c=0\) are examples of such standing waves, with \(d=1, \sigma=3\). Standing waves of the one-dimensional Schrödinger equation with a spatially inhomogeneous nonlinearity, as well as their orbital stability, will be studied in Section 9. Travelling waves are solutions to (2.33) of the form
\[
\begin{equation*}
u_{\mathrm{TW}}(t, x)=e^{i \xi t} w_{\mathrm{TW}}(x-c t) \tag{2.41}
\end{equation*}
\]
with \(\xi \in \mathbb{R}\) and \(c \in \mathbb{R}^{d}\). Now, the profile \(w_{\mathrm{TW}}\) has to be a solution of
\[
\Delta w+\lambda|w|^{\sigma-1} w=\xi w+i c \cdot \nabla w .
\]

Bright solitons with \(c \neq 0\) are examples of such travelling waves, with \(d=1, \sigma=3\).
The \(G\)-orbit of the initial condition \(w_{\mathrm{S}}(x)\) is given by
\[
\begin{equation*}
\mathscr{O}_{w_{\mathrm{S}}}=\left\{e^{\left.i \gamma_{w_{\mathrm{S}}}\left(R^{-1}(x-a)\right),(R, a, \gamma) \in G\right\}, ~(x)}\right. \tag{2.42}
\end{equation*}
\]
and it is clear that \(u_{\mathrm{S}}(t, x) \in \mathscr{O}_{w_{\mathrm{S}}}\) for all \(t \in \mathbb{R}\). The same holds true for \(u_{\mathrm{TW}}\) with \(w_{\mathrm{S}}\) replaced by \(w_{\text {TW }}\).

Another, closely related example of an infinite dimensional dynamical system is the cubic Schrödinger equation
\[
\left\{\begin{array}{l}
i \partial_{t} u(t, x)+\partial_{x x}^{2} u(t, x) \pm|u(t, x)|^{2} u(t, x)=0  \tag{2.43}\\
u(0, x)=u_{0}(x)
\end{array}\right.
\]
in the space periodic setting \(\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})\) (the one dimensional torus). In [Bou93], the following theorem is proven.

Theorem 2.9 ([Bou93]). The Cauchy problem (2.43) is globally well-posed for data \(u_{0} \in\) \(H^{s}(\mathbb{T}, \mathbb{C}), s \geq 0\) and the solution \(u \in C^{0}\left(\mathbb{R}, H^{s}(\mathbb{T})\right)\). Moreover, if \(u, v\) are the solutions corresponding to data \(u_{0}, v_{0} \in H^{s}(\mathbb{T}, \mathbb{C})\), there is the regularity estimate
\[
\begin{equation*}
\|u(t)-v(t)\|_{H^{s}} \leq C^{|t|}\left\|u_{0}-v_{0}\right\|_{H^{s}} \tag{2.44}
\end{equation*}
\]
where \(C\) depends on the \(L^{2}\)-size of the data, i.e. \(C=C\left(\left\|u_{0}\right\|_{L^{2}},\left\|v_{0}\right\|_{L^{2}}\right)\).
This ensures the existence of a global flow
\[
\Phi^{X}: \mathbb{R} \times H^{s}(\mathbb{T}, \mathbb{C}) \rightarrow H^{s}(\mathbb{T}, \mathbb{C})
\]
for all \(s \geq 1\). Hence, we can choose \(E=H^{1}(\mathbb{T}, \mathbb{C})\) and \(\mathscr{D}=H^{3}(\mathbb{T}, \mathbb{C})\) to ensure the conditions of Section 2.1 are satisfied.

As before, by using the invariance of Equation (2.43) under space translations and phase rotations, we can show that the dynamics defined by \(\Phi_{t}^{X}\) are invariant under the action of the group \(G=\mathbb{R} \times \mathbb{R}\) given by
\[
\begin{equation*}
\left(\Phi_{a, \gamma}(u)\right)(x)=e^{i \gamma} u(x-a) . \tag{2.45}
\end{equation*}
\]

As an example of \(G\)-relative equilibria, we can consider the two-parameter family of plane waves
\[
\begin{equation*}
u_{\alpha, k}(t, x)=\alpha e^{-i k x} e^{i \xi t} \tag{2.46}
\end{equation*}
\]
with \(\alpha \in \mathbb{R}\) and \(k \in \mathbb{Z}\) and \(\xi=-k^{2} \pm|\alpha|^{2}\). The \(G\)-orbit of the initial condition \(u_{\alpha, k}(x)=\) \(\alpha e^{-i k x}\) is given by
\[
\mathscr{O}_{u_{\alpha, k}}=\left\{\alpha e^{i \gamma} e^{-i k(x-a)},(a, \gamma) \in G\right\}
\]

As before, it is clear that \(u_{\alpha, k}(t, x) \in \mathscr{O}_{u_{\alpha, k}}\) for all \(t \in \mathbb{R}\). We will study the orbital stability of these relative equilibria in Section 8.

Remark that plane waves are the simplest elements of a family of solutions of the NLS equation of the form
\[
u_{p, c}(t, x)=e^{i \xi t} e^{-i p x} U(x-c t),(t, x) \in \mathbb{R} \times \mathbb{R}
\]
with \(\xi, p, c \in \mathbb{R}\) and \(U: \mathbb{R} \rightarrow \mathbb{C}\) a periodic function. This kind of solutions are called quasiperiodic travelling waves and their orbital stability has been studied in [GH07a, GH07b].

\subsection*{2.5. The Manakov equation}

The Manakov equation [Man74, Gaz12] is a system of two coupled nonlinear Schrödinger equations which describe the evolution of nonlinear electric fields in optical fibers with birefringence, defined by
\[
\left\{\begin{array}{l}
i \partial_{t} u(t, x)+\Delta u(t, x)+\lambda|u(t, x)|^{2} u(t, x)=0  \tag{2.47}\\
u(0, x)=u_{0}(x)
\end{array}\right.
\]
with \(u(t, x)=\binom{u_{1}(t, x)}{u_{2}(t, x)}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}^{2},|u(t, x)|^{2}=\left(\left|u_{1}(t, x)\right|^{2}+\left|u_{2}(t, x)\right|^{2}\right)\) and \(\lambda \in \mathbb{R}\).
With the same arguments as those used for the nonlinear Schrödinger equation (2.33), one can easily show that the flow is globally defined in \(H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right)\), i.e.
\[
\begin{equation*}
\Phi^{X}: \mathbb{R} \times H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right) \rightarrow H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right) \tag{2.48}
\end{equation*}
\]
both in the focusing \((\lambda>0)\) and in the defocusing case \((\lambda<0)\). Moreover, thanks to the propagation of regularity, the flow preserves \(H^{3}\left(\mathbb{R}, \mathbb{C}^{2}\right)\) i.e.
\[
\begin{equation*}
\Phi^{X}: \mathbb{R} \times H^{3}\left(\mathbb{R}, \mathbb{C}^{2}\right) \rightarrow H^{3}\left(\mathbb{R}, \mathbb{C}^{2}\right) \tag{2.49}
\end{equation*}
\]
as before. Hence, using the notation of Section 2.1 , one can choose \(E=H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right)\) and the domain \(\mathscr{D}=H^{3}\left(\mathbb{R}, \mathbb{C}^{2}\right)\).

Now, let \((a, S) \in G=\mathbb{R} \times \mathrm{U}(2)\) act on \(E=H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right)\) via
\[
\begin{equation*}
\Phi_{a, S}(u)=S u(x-a) \tag{2.50}
\end{equation*}
\]

Here the group law of \(G\) is \(\left(a_{1}, S_{1}\right)\left(a_{2}, S_{2}\right)=\left(a_{1}+a_{2}, S_{1} S_{2}\right)\) for all \(a_{1}, a_{2} \in \mathbb{R}^{d}\) and \(S_{1}, S_{2} \in\) \(\mathrm{U}(2)\). A straightforward calculation proves that \(G\) is an invariance group for the dynamics \(\Phi_{t}^{X}\).

In the focusing case \((\lambda>0)\), there exists a family of solitons,
\[
u_{v}(t, x)=\alpha \sqrt{\frac{2}{\lambda}} \operatorname{sech}(\alpha(x-c t)) e^{i\left(\frac{c}{2} x+\left(\alpha^{2}-\frac{c^{2}}{4}\right) t\right)}\binom{\cos \theta e^{i \gamma_{1}}}{\sin \theta e^{i \gamma_{2}}}
\]
that are solutions to (2.47) for all \(v=\left(\alpha, c, \theta, \gamma_{1}, \gamma_{2}\right) \in \mathbb{R}^{5}\), with initial condition
\[
u_{v}(x)=u_{v}(0, x)=\alpha \sqrt{\frac{2}{\lambda}} \operatorname{sech}(\alpha x) e^{i\left(\frac{c}{2} x\right)}\binom{\cos \theta e^{i \gamma_{1}}}{\sin \theta e^{i \gamma_{2}}} \in E=H^{1}\left(\mathbb{R}, \mathbb{C}^{2}\right)
\]

For each \(v \in \mathbb{R}^{5}, u_{v}(x)\) is a \(G\)-relative equilibrium of (2.47). Indeed, the \(G\)-orbit of \(u_{v}(x)\) is given by
\[
\mathscr{O}_{u_{v}}=\left\{S u_{v}(x-a),(a, S) \in \mathbb{R} \times \mathrm{U}(2)\right\} .
\]

Hence, it is clear that for all \(t \in \mathbb{R}, u_{v}(t, x) \in \mathscr{O}_{u_{v}}\) and, by Definition 2.2, we can conclude that \(u_{v}(x)\) is a \(G\)-relative equilibrium of (2.37).

\subsection*{2.6. The nonlinear wave equation}

Let us consider the nonlinear wave equation
\[
\left\{\begin{array}{l}
\partial_{t t}^{2} u(t, x)-\Delta u(t, x)+\lambda|u(t, x)|^{\sigma-1} u(t, x)=0  \tag{2.51}\\
u(0, x)=u_{0}(x), \partial_{t} u(0, x)=u_{1}(x)
\end{array}\right.
\]
with \(u(t, x): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}\), and, for simplicity, let us take \(d=1,2,3\). Moreover, we restrict our attention to the defocusing case, that in our notation corresponds to \(\lambda>0\) (because of the minus sign in front of the Laplacian), and to the so-called algebraic nonlinearities, which means \(\sigma \in \mathbb{N}\) is odd. As a consequence the function \(f(u)=|u|^{\sigma-1} u\) is smooth.

Let \(H\) defined by
\[
\begin{equation*}
H\left(u, \partial_{t} u\right)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}^{d}}\left|\partial_{t} u\right|^{2} \mathrm{~d} x+\frac{\lambda}{\sigma+1} \int_{\mathbb{R}^{d}}|u|^{\sigma+1} \mathrm{~d} x \tag{2.52}
\end{equation*}
\]
be the Hamiltonian of the system. As for the Schrödinger equation, we will explain in Section 5 how the nonlinear wave equation defines an infinite dimensional Hamiltonian dynamical system.

In the defocusing case and whenever \(1 \leq \sigma<+\infty\) for \(d=1\) or \(1 \leq \sigma<1+\frac{4}{d-2}\) for \(d=2,3\), we can define a global flow on \(H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)\), i.e.
\[
\begin{align*}
\Phi^{X}: \mathbb{R} \times\left(H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) & \rightarrow H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)  \tag{2.53}\\
\left(t, u(0), \partial_{t} u(0)\right) & \rightarrow\left(t, u(t), \partial_{t} u(t)\right)
\end{align*}
\]
with \(u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{d}\right)\right) \cap C^{1}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{d}\right)\right)\) the unique solution to (2.51). Moreover the Hamiltonian energy (2.52) is conserved along the flow, i.e.
\[
H\left(u(0), \partial_{t} u(0)\right)=H\left(u(t), \partial_{t} u(t)\right)
\]
for all \(t \in \mathbb{R}\) (see [Tao06] and references therein). Furthermore, it follows from the integral form of (2.51) (see [Tao06, Ex. 2.18 and 2.22]) that \(u \in C^{2}\left(\mathbb{R}, H^{-1}\left(\mathbb{R}^{d}\right)\right.\) ).

In the algebraic case, thanks to the persistence of regularity, the flow can be restricted to \(H^{s}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{s-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)\),
\[
\Phi^{X}: \mathbb{R} \times\left(H^{s}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{s-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \rightarrow H^{s}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{s-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)
\]
for all \(s>\frac{d}{2}\). Hence, using the notation of Section \(2.1, E=H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)\) and the domain \(\mathscr{D}\) of the vector field \(X\) can be chosen to be the Sobolev space \(H^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times\) \(H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)\).

As for the nonlinear Schrödinger equation, by using the invariance of Equation (2.51) under space rotations, space translations and phase rotations, we can show that the dynamics defined by \(\Phi_{t}^{X}\) are invariant under the action of the group \(G=\mathrm{SO}(d) \times \mathbb{R}^{d}\) on \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)\) defined by
\[
\Phi_{R, a}\left(u, \partial_{t} u\right)=\left(u\left(R^{-1}(x-a)\right), \partial_{t} u\left(R^{-1}(x-a)\right)\right) .
\]

Moreover, \(H \circ \Phi_{R, a, \gamma}=H\) and we will explain in Section 5.3 the consequences of this fact.

\subsection*{2.7. Generalized symmetries}

The nonlinear Schrödinger equation is often said to be invariant under Galilei transformations. This invariance is however of a slightly different nature than the one defined in Definition 2.1, as we now explain \({ }^{5}\).

Recall that Newtonian mechanics is known to be invariant under coordinate changes between inertial frames. These include space and time translations, rotations, and changes to a moving frame, often referred to as Galilei boosts. All together, they form a group, the Galilei group \(G_{\text {Gal }}\), which is a Lie group that can be defined formally as
\[
G_{\mathrm{Gal}}=\mathrm{SO}(d) \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}
\]
with composition law
\[
\left(R^{\prime}, v^{\prime}, a^{\prime}, t^{\prime}\right)(R, v, a, t)=\left(R^{\prime} R, R^{\prime} v+v^{\prime}, R^{\prime} a+a^{\prime}+v^{\prime} t, t+t^{\prime}\right)
\]

It acts naturally on space-time \((x, t) \in \mathbb{R}^{d} \times \mathbb{R}\) as follows:
\[
\left(R^{\prime}, v^{\prime}, a^{\prime}, t^{\prime}\right)(x, t)=\left(R^{\prime} x+a^{\prime}+v^{\prime} t, t^{\prime}+t\right) .
\]

Of course, the physical case corresponds to \(d=3\).
The statement that Newton's equations are invariant under boosts means for example that, if \(t \rightarrow\left(q_{1}(t), q_{2}(t)\right)\) is the solution of Newton's equations of motion for two particles moving in a spherically symmetric interaction potential \(V\)
\[
m_{1} \ddot{q}_{1}(t)=-\nabla_{q_{1}} V\left(\left\|q_{1}(t)-q_{2}(t)\right\|\right), \quad m_{2} \ddot{q}_{2}(t)=-\nabla_{q_{2}} V\left(\left\|q_{1}(t)-q_{2}(t)\right\|\right)
\]
with initial conditions
\[
q_{1}(0)=q_{1}, q_{2}(0)=q_{2}, \dot{q}_{1}(0)=\frac{p_{1}}{m_{1}}, \dot{q}_{2}(0)=\frac{p_{2}}{m_{2}}
\]
then, for all \(v \in \mathbb{R}^{3}, t \rightarrow\left(q_{1}(t)+v t, q_{2}(t)+v t\right)\) is also such a solution, with initial conditions
\[
q_{1}(0)=q_{1}, q_{2}(0)=q_{2}, \dot{q}_{1}(0)=\frac{p_{1}}{m_{1}}+v, \dot{q}_{2}(0)=\frac{p_{2}}{m_{2}}+v .
\]

\footnotetext{
\({ }^{5}\) We will, in this section, make free use of the material of Appendices A. 2 and A.3.
}

In a Hamiltonian description \({ }^{6}\), the above equations of motion are associated to the Hamiltonian
\[
H(q, p)=\frac{p_{1}^{2}}{2 m_{1}}+\frac{p_{2}^{2}}{2 m_{2}}+V\left(\left\|q_{1}-q_{2}\right\|\right)
\]
which generates a flow \(\Phi_{t}^{H}\) that is clearly invariant under space translations and rotations. The situation for Galilei boosts, however, is different. Indeed, in this context they act on the phase space \(E=\mathbb{R}^{6} \times \mathbb{R}^{6}\) with symplectic transformations, as follows:
\[
\forall v \in \mathbb{R}^{3}, \quad \Phi_{v}^{K}(q, p)=\left(q, p_{1}-m_{1} v, p_{2}-m_{2} v\right) .
\]

Here \(K=m_{1} q_{1}+m_{2} q_{2}\) and \(\Phi_{v}^{K}\) is a shorthand notation for
\[
\Phi_{v}^{K}=\Phi_{v_{1}}^{K_{1}} \circ \Phi_{v_{2}}^{K_{2}} \circ \cdots \circ \Phi_{v_{n}}^{K_{n}}
\]
where each \(\Phi_{v_{i}}^{K_{i}}\) is the hamiltonian flow of one component of \(K\). But those do NOT commute with the dynamical flow \(\Phi_{t}^{H}\). Indeed, one easily checks that
\[
\begin{equation*}
\Phi_{v}^{K} \Phi_{t}^{H} \Phi_{-v}^{K}=\Phi_{v t}^{P} \Phi_{t}^{H} \tag{2.54}
\end{equation*}
\]
where \(P=p_{1}+p_{2}\) is the total momentum of the system, which generates translations: \(\Phi_{a}^{P}\left(q_{1}, q_{2}, p_{1}, p_{2}\right)=\left(q_{1}+a, q_{2}+a, p_{1}, p_{2}\right)\). In that sense, the three dimensional commutative group of Galilei boosts is NOT an invariance group for the dynamical system according to Definition 2.1. To remedy this situation, one can proceed as follows. Define, on \(E=\mathbb{R}^{6} \times \mathbb{R}^{6}\), for each \(g=(R, v, a, t) \in G_{G a l}\), the symplectic transformation
\[
\Phi_{g}=\Phi_{a}^{P} \Phi_{t}^{H} \Phi_{v}^{K} \Phi_{R}
\]
where \(\Phi_{R}\) is defined as in (2.17). It is then easily checked using (2.54) that the \(\Phi_{g}\) define an action of \(G_{\text {Gal }}\) on \(E\). It is clearly globally Hamiltonian (Definition A.3.7) \({ }^{7}\). It follows that the Galilei boosts are generalized symmetries for the dynamical system \(\Phi_{t}^{H}\), in the following sense:
Definition 2.10. Let \(G\) be a Lie group, and \(\Phi\) an action of \(G\) on a Banach space \(E\). Let \(\Phi_{t}^{X}\) a dynamical system on \(E\). We say \(G\) is a generalized symmetry group for \(\Phi_{t}^{X}\) provided there exists \(\xi \in \mathfrak{g}\) so that \(\Phi_{t}^{X}=\Phi_{\exp (t \xi)}\).

For our purposes, an important difference between symmetries and generalized symmetries in Hamiltonian systems is that the latter do NOT give rise to constants of the motion. To illustrate this, remark that, although the Galilei boosts are generated by \(K(q, p)=\) \(m_{1} q_{1}+m_{2} q_{2}\), it is clear that \(K\) is not a constant of the motion of \(H\) :
\[
\begin{equation*}
\{K, H\}=P \tag{2.55}
\end{equation*}
\]
where \(P=p_{1}+p_{2}\) is the total momentum of the two-particle system. This is not a surprise: \(K=M R\), where \(R\) is the center of mass of the two-particle system and \(M=m_{1}+m_{2}\) its mass. And of course, the center of mass moves: in fact, (2.55) implies it moves at constant velocity.

A similar situation occurs with the nonlinear Schrödinger equation. If \(u(t, x)\) is a solution of (2.22) with a power law nonlinearity, then so is, for every \(v \in \mathbb{R}^{d}\),
\[
\begin{equation*}
\tilde{u}(t, x)=\exp \left(-\frac{i}{2}\left(v \cdot x+\frac{v^{2}}{2} t\right)\right) u(t, x+v t) \tag{2.56}
\end{equation*}
\]
as is readily checked. The function \(\tilde{u}\) can be interpreted as the wave function in the moving frame, as can be seen from the shift \(x \rightarrow x+v t\) in position and from the factor \(\exp \left(-i \frac{v}{2} \cdot x\right)\),

\footnotetext{
\({ }^{6}\) See Appendix A.3.
\({ }^{7}\) It is however not Ad \(^{*}\)-equivariant.
}
which corresponds to a translation by \(\frac{1}{2} v\) in momentum, in the usual quantum mechanical interpretation of the Schrödinger equation. Adopting the framework of Section 2.4, one observes that the maps
\[
\widehat{\Psi}_{v} u(x)=\exp \left(-\frac{i}{2}(v \cdot x)\right) u(x)
\]
defined for all \(v \in \mathbb{R}^{d}\) on \(E=H^{1}\left(\mathbb{R}^{d}\right)\) are not symmetries for the Schrödinger flow \(\Phi^{X}\) defined in (2.35) but that
\[
\begin{equation*}
\widehat{\Psi}_{v} \Phi_{t}^{X} \widehat{\Psi}_{-v}=\Phi_{I, v t,-\frac{v^{2}}{4} t} \Phi_{t}^{X} \tag{2.57}
\end{equation*}
\]
where \(\Phi_{I, v t,-\frac{v^{2}}{4} t}\) is defined in (2.36). This commutation relation is very similar to (2.54), except for the extra phase \(\exp \left(-i \frac{v^{2}}{4} t\right)\). We note in passing that the boosts \(\hat{\Psi}_{v}\) are unitary on \(L^{2}\), but do not preserve the \(H^{1}\) norm. They are nevertheless bounded operators on \(E=H^{1}\left(\mathbb{R}^{d}\right)\).

As in classical mechanics, one can put together the above transformations with the representation of the Euclidean group in (2.36) to form a (projective) representation of the Galilei group showing that the Galilei boosts are generalized symmetries of the nonlinear Schrödinger equation with a power law nonlinearity. We will not work this out in detail here, but note for further use that
\[
\begin{equation*}
\Phi_{R, a, \gamma} \widehat{\Psi}_{v}=\exp \left(i \frac{v \cdot a}{2}\right) \widehat{\Psi}_{R v} \Phi_{R, a, \gamma} \tag{2.58}
\end{equation*}
\]

In particular \(\Phi_{I, a, 0} \widehat{\Psi}_{v}=\exp \left(i \frac{v \cdot a}{2}\right) \widehat{\Psi}_{v} \Phi_{I, a, 0}\) so that, in this setting, the boosts \(\hat{\Psi}_{v}\) commute with translations only "up to a global phase" \(\exp \left(i \frac{v \cdot a}{2}\right)\), in the usual terminology of quantum mechanics. In contrast, in classical mechanics, \(\Phi_{v}^{K}\) and \(\Phi_{a}^{P}\) clearly commute.

Generalized symmetries do not provide constants of the motion via Noether's Theorem, and hence cannot quite play the same role as symmetries in the study of relative equilibria. We will now show how one may nevertheless use (2.57) in the analysis of the stability of the relative equilibria of the (non)linear Schrödinger equation.

We first remark that the \(u_{\alpha, c}\), defined in (2.38), satisfy \(u_{\alpha, c}=\widehat{\Psi}_{-c} u_{\alpha, 0}\). We will show that, thanks to (2.57), if \(u_{\alpha, 0}\) is orbitally stable, then so is \(u_{\alpha, c}\), for any \(c \in \mathbb{R}\). We will only sketch the argument, leaving the details to the reader. Note first that \(u_{\alpha, 0}\) is orbitally stable, if and only if, for all \(\varepsilon>0\), there exists \(\delta>0\) so that, for all \(w \in E\) with \(\mathrm{d}\left(w, u_{\alpha, 0}\right) \leq \delta\), there exists, for all \(t \in \mathbb{R}, a(t) \in \mathbb{R}, \gamma(t) \in \mathbb{R}\) so that
\[
\left\|\Delta_{t}\right\| \leq \varepsilon, \quad \text { where } \quad \Delta_{t}:=\Phi_{t}^{X} w-\Phi_{I, a(t), \gamma(t)} u_{\alpha, 0}
\]

Now suppose \(u \in E\) is sufficiently close to \(u_{\alpha, c}\), for some \(c \in \mathbb{R}\). Then, since \(\hat{\Psi}_{c}\) is a bounded operator, \(\widehat{\Psi}_{c} u=w\) is close to \(u_{\alpha, 0}\). Then, using (2.57) and (2.58), one finds
\[
\begin{aligned}
\Phi_{t}^{X} u & =\Phi_{t}^{X} \widehat{\Psi}_{-c} w \\
& =\widehat{\Psi}_{-c} \Phi_{I, c t,-\frac{c^{2}}{4} t} \Phi_{t}^{X} w \\
& =\widehat{\Psi}_{-c} \Phi_{I, c t,-\frac{c^{2}}{4} t} \Phi_{I, a(t), \gamma(t)} u_{\alpha, 0}+\widehat{\Psi}_{-c} \Phi_{I, c t,-\frac{c^{2}}{4} t} \Delta_{t} \\
& =\widehat{\Psi}_{-c} \Phi_{I, c t+a(t),-\frac{c^{2}}{4} t+\gamma(t)} u_{\alpha, 0}+\widehat{\Psi}_{-c} \Phi_{I, c t,-\frac{c^{2}}{4} t} \Delta_{t} \\
& =\Phi_{I, c t+a(t),-\frac{c^{2}}{4} t+\gamma(t)+\frac{c(c t+a(t))}{2}} \widehat{\Psi}_{-c} u_{\alpha, 0}+\widehat{\Psi}_{-c} \Phi_{I, c t,-\frac{c^{2}}{4} t} \Delta_{t}
\end{aligned}
\]

Since \(u_{\alpha, c}=\widehat{\Psi}_{-c} u_{\alpha, 0}\), and since \(\widehat{\Psi}_{-c}\) is bounded, it is now clear that \(\Phi_{t}^{X} u\) is at all times close to \(\mathscr{O}_{u_{\alpha, c}}\), defined in (2.39).

The above argument shows, more generally, that the relative equilibria of the homogeneous NLS for \(G=\mathrm{SO}(d) \times \mathbb{R}^{d} \times \mathbb{R}\) (see (2.36)) come in families \(\widehat{\Psi}_{-c} u_{0}=u_{c}\), indexed by \(c \in \mathbb{R}^{d}\). Moreover, if \(u_{0}\) is spherically symmetric and orbitally stable, then all \(u_{c}\) are orbitally stable.

\section*{3. Orbital stability: a general definition}

We can now formulate the general definition of orbital stability that we shall study. In fact, several definitions appear naturally:
Definition 3.1. Let \(\Phi_{t}^{X}\) be a dynamical system on a Banach space \(E\) and let \(G\) be a symmetry group for \(\Phi_{t}^{X}\).
(i) Let \(u \in E\) and let \(\mathscr{O}_{u}\) be the corresponding \(G\)-orbit. We say \(u \in E\) is orbitally stable if
\(\forall \varepsilon>0, \exists \delta>0, \forall v \in E,\left(\mathrm{~d}(v, u) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \inf _{t^{\prime} \in \mathbb{R}} \mathrm{d}\left(v(t), \mathscr{O}_{u\left(t^{\prime}\right)}\right) \leq \varepsilon\right)\).
(ii) Let \(\mathscr{O}\) be a \(G\)-orbit in \(E\). We say \(\mathscr{O}\) is stable if each \(u \in \mathscr{O}\) is orbitally stable in the sense of (i) above.
(iii) Let \(\mathscr{O}\) be a \(G\)-orbit in \(E\). We say \(\mathscr{O}\) is uniformly stable if it is stable and \(\delta\) in (i) does not depend on \(u \in \mathscr{O}\). In other words, if \(\forall \varepsilon>0\), there exists \(\delta>0\) so that, \(\forall u \in \mathscr{O}, \forall v \in E\),
\[
\begin{equation*}
\mathrm{d}(v, u) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \inf _{t^{\prime} \in \mathbb{R}} \mathrm{d}\left(v(t), \mathscr{O}_{u\left(t^{\prime}\right)}\right) \leq \varepsilon \tag{3.1}
\end{equation*}
\]
(iv) We say \(\mathscr{O} \in E_{G}\) is Hausdorff orbitally stable if \(\mathscr{O}\) satisfies: \(\forall \varepsilon>0\), there exists \(\delta>0\) so that, \(\forall \mathscr{O}^{\prime} \in E_{G}\)
\[
\begin{equation*}
\Delta\left(\mathscr{O}, \mathscr{O}^{\prime}\right) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \inf _{t^{\prime}} \Delta\left(\mathscr{O}^{\prime}(t), \mathscr{O}\left(t^{\prime}\right)\right) \leq \varepsilon \tag{3.2}
\end{equation*}
\]

The four definitions are subtly different.
Definition (i) requires that the dynamical orbit issued from the nearby initial condition \(v\) remains close to the orbit \(\left\{\Phi_{t^{\prime}}^{X} \Phi_{g}(u) \mid t^{\prime} \in \mathbb{R}, g \in G\right\}\) of the larger group \(\mathbb{R} \times G\). It is therefore a generalization of definition (1.4), which corresponds to the case \(G=\{e\}\). This notion of orbital stability therefore depends on the choice of the group \(G\) and it is clear that, the larger \(G\), the weaker it is. As we will see in the examples of Section 4 and Section 5.5, there are cases where definition (1.4) is not satisfied for some \(u \in E\), but where the above definition holds for a suitable choice of \(G\). As we will also see, the choice of \(G\) may depend on the point \(u \in E\) considered and it is in particular not always necessary to use the largest symmetry group \(G\) available for \(\Phi_{t}^{X}\) to obtain orbital stability.

The stability of the orbit \(\mathscr{O}\) as defined in part (ii) simply requires the orbital stability of each point \(u \in \mathscr{O}\), as defined in (i). Note that \(\delta\) depends on \(u\) here. In part (iii) of the definition, uniformity is required.

Part (iv) requires that if two \(G\)-orbits \(\mathscr{O}, \mathscr{O}^{\prime} \subset E\) are initially close (in the sense of the Hausdorff metric) then, for all \(t, \mathscr{O}^{\prime}(t)\) is close to \(\mathscr{O}\left(t^{\prime}\right)\) for some value of \(t^{\prime}\). It is the natural transcription of the definition of orbital stability in (1.4) from the original dynamical system on \(E\) to the reduced dynamics on \(E_{G}\).

Parts (i), (ii) and (iii) are the most telling/interesting, since they give a statement directly on the phase space \(E\), using the original distance d, rather than in the more abstract quotient space \(E_{G}\). They do moreover not use the somewhat unpleasant Hausdorff metric. In applications, one really wants to prove (i), (ii) or (iii).
eq:orbstabunif

As shown in the lemma below, the four definitions in Definition 3.1 are equivalent when the group action is isometric. For many applications in infinite dimensional systems in particular, this is the case.

Lemma 3.2. Let \(\Phi_{t}^{X}\) be a dynamical system on \(E\) and let \(G\) be a symmetry group for \(\Phi_{t}^{X}\), acting isometrically. Let \(u \in E\). Then the following statements are equivalent.
(i) \(u \in E\) is orbitally stable.
(ii) Each \(v \in \mathscr{O}_{u}\) is orbitally stable.
(iii) \(\mathscr{O}_{u}\) is uniformly stable.
(iv) \(\mathscr{O}_{u}\) is Hausdorff orbitally stable.

In practice, one often proves (i) for a suitably chosen \(u\) on the orbit. This then automatically yields (iii). The statement in terms of the reduced dynamics in (iv) is intellectually satisfying but rarely encountered, it seems.

Proof. We prove \((i) \Leftrightarrow(i i)\) and \((i) \Rightarrow(i i i) \Rightarrow(i v) \Rightarrow(i)\).
\((i) \Rightarrow(i i i)\) and \((i) \Rightarrow(i i)\) : Let \(v \in \mathscr{O}_{u}\) and \(v^{\prime} \in E, \mathrm{~d}\left(v^{\prime}, v\right) \leq \delta\). Then there exists \(g \in G\) so that \(v=\Phi_{g}(u)\). Define \(u^{\prime}=\Phi_{g}^{-1}\left(v^{\prime}\right)\). Then, by the isometry of \(\Phi_{g}, \mathrm{~d}\left(u^{\prime}, u\right) \leq \delta\) and hence, by hypothesis, for all \(t\), there exists \(t^{\prime}\) so that \(\mathrm{d}\left(u^{\prime}(t), \mathscr{O}_{u\left(t^{\prime}\right)}\right)<\varepsilon\). Hence
\[
\mathrm{d}\left(v^{\prime}(t), \mathscr{O}_{v\left(t^{\prime}\right)}\right)=\mathrm{d}\left(\Phi_{g}\left(u^{\prime}(t)\right), \mathscr{O}_{u\left(t^{\prime}\right)}\right)=\mathrm{d}\left(u^{\prime}(t), \mathscr{O}_{u\left(t^{\prime}\right)}\right) \leq \varepsilon
\]

This proves \((i i i)\) and, in particular, \((i i)\). Since it is clear that \((i i) \Rightarrow(i)\), we obtain \((i) \Leftrightarrow(i i)\).
\((i i i) \Rightarrow(i v)\) : Suppose \(\mathscr{O}_{u}\) is uniformly stable. Let \(\mathscr{O}^{\prime}\) be such that \(\Delta\left(\mathscr{O}_{u}, \mathscr{O}^{\prime}\right)<\delta\). Let \(u^{\prime} \in \mathscr{O}^{\prime}\) with \(\mathrm{d}\left(u, u^{\prime}\right) \leq \delta\). Then (3.1), together with Proposition \(2.3(i i)\), imply \(\Delta\left(\mathscr{O}^{\prime}(t), \mathscr{O}_{u\left(t^{\prime}\right)}\right) \leq\) \(\varepsilon\).
\((i v) \Rightarrow(i)\) : Suppose \(\mathscr{O}_{u}\) is orbitally stable. Let \(u^{\prime} \in E\) so that \(\mathrm{d}\left(u, u^{\prime}\right) \leq \delta\). Let \(\mathscr{O}^{\prime}=\mathscr{O}_{u^{\prime}}\). Then, by Proposition 2.3 (iii), \(\Delta\left(\mathscr{O}, \mathscr{O}^{\prime}\right) \leq \delta\). Hence, for all \(t, \inf _{t^{\prime}} \Delta\left(\mathscr{O}^{\prime}(t), \mathscr{O}\left(t^{\prime}\right)\right) \leq \varepsilon\). Proposition 2.3 (ii) then implies (i).

In many applications, especially in infinite dimensional problems, the \(\Phi_{g}\) are both linear and norm-preserving: several examples were given in Section 2. In that case the action is of course isometric. In addition, all group orbits are then bounded. Note nevertheless that, if the \(\Phi_{g}\) are norm-preserving, but not linear, the action is no longer isometric, while the group orbits are still bounded. Finally, isometric actions may have unbounded group orbits: think for example of translations on \(E=\mathbb{R}^{2 n}\).

\section*{4. Orbital stability in spherical potentials}

Before presenting the general Lyapunov approach to the proof of orbital stability in Section 7, we show here the orbital stability of the relative equilibria in spherical potentials that we identified in Section 2.3. This simple example is instructive for several reasons. First, it permits one to appreciate the group theoretic and symplectic mechanisms underlying the construction of a suitable candidate Lyapunov function. Second, it nicely illustrates the various methods available to use this Lyapunov function in order to prove orbital stability via an appropriate "coercivity estimate" generalizing (1.2). We will present three such methods below.

\subsection*{4.1. Fixed points}

The proof of the uniform orbital stability of \(\mathscr{O}_{\rho_{*}, 0,0}\) in (2.20) is straightforward, and can be done with \(H\) itself as the Lyapunov function, in close analogy with the proof sketched in the introduction.

Proposition 4.1. Let \(V \in C^{2}\left(\mathbb{R}^{3}\right)\) be a spherical potential and \(H(u)=\frac{1}{2} p^{2}+V(q)\) the corresponding Hamiltonian. Let \(\rho_{*}>0\) with \(V^{\prime}\left(\rho_{*}\right)=0, V^{\prime \prime}\left(\rho_{*}\right)>0\). Let \(\mathscr{O}_{\rho_{*}, 0,0}=\{(q, p) \in\) \(\left.\mathbb{R}^{6} \mid\|q\|=\rho_{*}, p=0\right\}\) be the corresponding \(\operatorname{SO}(3)\) orbit. Then \(\mathscr{O}_{\rho_{*}, 0,0}\) is uniformly orbitally stable.

This result is intuitively clear. Under the assumptions stated, the Hamiltonian reaches a local minimum at each of the fixed points of the dynamics that make up the sphere \(\mathscr{O}_{\rho_{*}, 0,0}\), and it increases quadratically in directions perpendicular to that sphere. Any nearby initial condition must therefore give rise to an orbit that stays close to the sphere: the potential acts locally as a potential well trapping the particle close to \(\mathscr{O}_{\rho_{*}, 0,0}\).
Proof. We know from Section 2.3 that the Hamiltonian \(H\) in (2.13) is an \(\mathrm{SO}(3)\)-invariant constant of the motion, and that \(D_{u} H=0\) for all \(u \in \mathscr{O}_{\rho_{*}, 0,0}\), so that each such point is a fixed point of the dynamics. We will write \(H_{*}=H(u), \forall u \in \mathscr{O}_{\rho_{*}, 0,0}\). Moreover, for all \(u=(q, 0) \in \mathscr{O}_{\rho_{*}, 0,0}\)
\[
D_{u}^{2} H=\left(\begin{array}{cc}
V^{\prime \prime}\left(\rho_{*}\right) \hat{q}_{i} \hat{q}_{j} & 0 \\
0 & \mathrm{I}_{3}
\end{array}\right)
\]

Note that the Hessian is not positive definite. In fact, it vanishes on \(w=(a, 0)\), for \(a \cdot q=0\), which is the two-dimensional tangent space \(T_{u} \mathscr{O}_{\rho_{*}, 0,0}\) to the orbit. We can therefore not expect to obtain a coercive estimate as in (1.2). On the other hand, since \(V^{\prime \prime}\left(\rho_{*}\right)>0, D_{u}^{2} H\) is positive definite on the four-dimensional orthogonal complement to the tangent space, given by
\[
\begin{equation*}
\left(T_{u} \mathscr{O}_{\rho_{*}, 0,0}\right)^{\perp}=\left\{(\alpha \hat{q}, b) \in \mathbb{R}^{6} \mid \alpha \in \mathbb{R}, b \in \mathbb{R}^{3}\right\} \tag{4.1}
\end{equation*}
\]

As a result, we can still show that there exist constants \(c_{*}, \eta_{*}>0\) with the property that
\[
\begin{equation*}
\forall u^{\prime} \in E,\left(\mathrm{~d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right) \leq \eta_{*} \Rightarrow H\left(u^{\prime}\right)-H_{*} \geq c_{*} \mathrm{~d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right)^{2}\right) \tag{4.2}
\end{equation*}
\]
and this will suffice for the proof of orbital stability. To show (4.2), note first that setting \(u^{\prime}=\left(q^{\prime}, p^{\prime}\right)\) and taking \(\eta_{*}<\rho_{*} / 2\), one has \(q^{\prime} \neq 0\). Consider then \(u=\left(\rho_{*}{\hat{q^{\prime}}}^{\prime}, 0\right) \in \mathscr{O}_{\rho_{*}, 0,0}\) and remark that \(\mathrm{d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right)=\left\|u^{\prime}-u\right\|\). Now compute
\[
\begin{aligned}
H\left(u^{\prime}\right)-H_{*} & =H\left(u^{\prime}\right)-H(u)=D_{v}^{2} H\left(u^{\prime}-u, u^{\prime}-u\right)+\mathrm{o}\left(\left\|u^{\prime}-u\right\|^{2}\right) \\
& \geq \min \left\{1, V^{\prime \prime}\left(\rho_{*}\right)\right\} \mathrm{d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right)^{2}+\mathrm{o}\left(\mathrm{~d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right)^{2}\right)
\end{aligned}
\]

One can then conclude (4.2) holds by using that the term in \(\mathrm{o}\left(\mathrm{d}\left(u^{\prime}, \mathscr{O}_{\rho_{*}, 0,0}\right)^{2}\right)\) is uniformly small in \(u \in \mathscr{O}_{\rho_{*}, 0,0}\) since \(H\) is \(\mathrm{SO}(3)\)-invariant. We now prove that \(\mathscr{O}_{\rho_{*}, 0,0}\) is uniformly orbitally stable. Since the action of \(\mathrm{SO}(3)\) is isometric, Lemma 3.2 shows it is enough to prove all \(u \in \mathscr{O}_{\rho_{*}, 0,0}\) are orbitally stable. Suppose that this is not true. Then there exists \(u \in \mathscr{O}_{\rho_{*}, 0,0}\) and \(\varepsilon>0\), and for each \(n \in \mathbb{N}_{*}, u_{n}^{\prime} \in E, t_{n} \in \mathbb{R}\) so that \(\mathrm{d}\left(u_{n}^{\prime}, u\right) \leq \frac{1}{n}\) and \(\mathrm{d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{\rho_{*}, 0,0}\right)=\varepsilon_{0}\). Since we can choose \(\varepsilon<\eta_{*}\), we can apply (4.2) to write
\[
H\left(u_{n}^{\prime}\right)-H(u)=H\left(u_{n}^{\prime}\left(t_{n}\right)\right)-H_{*} \geq c_{*} \mathrm{~d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{\rho_{*}, 0,0}\right)^{2}=c_{*} \varepsilon^{2}
\]

Taking \(n \rightarrow+\infty\) leads to the desired contradiction.

\subsection*{4.2. Circular orbits}

Proving an appropriate notion of stability for the initial conditions in (2.19) giving rise to circular orbits of the dynamics turns out to be slightly less straightforward. Intuitively, as explained already in the introduction, one expects that, under a suitable condition on the potential, an initial condition close to a circular orbit will generate a dynamical orbit that stays close to this orbit. As a result, orbital stability is satisfied in the sense of (1.4). The following proposition gives a precise statement of this phenomenon.
lem:sphercircular Proposition 4.2. Let \(V \in C^{2}\left(\mathbb{R}^{3}\right)\) be a spherical potential and \(H(u)=\frac{1}{2} p^{2}+V(q)\) the corresponding Hamiltonian. Let \(\rho_{*}, \sigma_{*}>0\) with \(V^{\prime}\left(\rho_{*}\right) \rho_{*}=\sigma_{*}^{2}\). Consider \(u_{\mu_{*}}=\left(q_{*}, p_{*}\right)=\) ( \(\rho_{*} \hat{q}_{*}, \sigma_{*} \hat{p}_{*}\) ), with \(\hat{q}_{*} \cdot \hat{p}_{*}=0\). Then \(u_{\mu_{*}}\) is a relative equilibrium for the group \(\operatorname{SO}(2)\) of rotations about \(\mu_{*}=q_{*} \wedge p_{*}\). If in addition,
\[
\begin{equation*}
V^{\prime \prime}\left(\rho_{*}\right)>-3 \sigma_{*}^{2} \rho_{*}^{-2} \tag{4.3}
\end{equation*}
\]
\(u_{\mu_{*}}\) is orbitally stable in the sense of definition (1.4) and of Definition 3.1 (i). In addition, \(u_{\mu_{*}}\) is a local minimum of \(H_{\mu_{*}}\), the restriction of \(H\) to the level surface \(\Sigma_{\mu_{*}}\), defined in (2.18).

Note that the two definitions of orbital stability mentioned coincide in this particular case. Also, since the action of the rotation group is isometric, the result implies uniform orbital stability as well. Below, we will give three different arguments to prove the proposition, each of which can and has been used to treat various infinite dimensional problems.

The origin of the condition \(V^{\prime \prime}\left(\rho_{*}\right)>-3 \sigma_{*}^{2} \rho_{*}^{-2}\) can be understood as follows. In standard mechanics textbooks such as [Gol80], motion in a spherical potential is treated by fixing the angular momentum \(q \wedge p=\mu_{*}\), and then using for \(q, p\) polar coordinates \(\left(r, \theta, p_{r}, p_{\theta}\right)\) in the plane perpendicular to the angular momentum. The Hamiltonian then reads, in these coordinates,
\[
H\left(r, \theta, p_{r}, p_{\theta}\right)=\frac{p_{r}^{2}}{2}+\frac{p_{\theta}^{2}}{2 r^{2}}+V(r)
\]

The equation of motions are
\[
\dot{r}=p_{r}, \quad \dot{\theta}=\frac{p_{\theta}}{r^{2}} \quad \dot{p}_{r}(t)=\frac{p_{\theta}^{2}}{r^{3}}-V^{\prime}(r), \quad \dot{p}_{\theta}=0
\]
and \(\mu_{*}=p_{\theta}\). It follows that the radial motion is decoupled from the angular one, since \(\ddot{r}=-V_{\mu_{*}}^{\prime}(r)\) with \(V_{\mu_{*}}(r)=V(r)+\frac{\mu_{*}^{2}}{2 r^{2}}\). It is then clear that the circular orbits correspond to the critical points \(r=\rho_{*}\) of the effective potential \(V_{\mu_{*}}\) which are fixed points of the radial dynamics. By an argument as in the introduction, those are stable if the critical point is a local minimum of
\[
H_{\mu_{*}}\left(r, p_{r}\right)=\frac{p_{r}^{2}}{2}+V_{\mu_{*}}(r)
\]
and so in particular if \(V_{\mu_{*}}^{\prime \prime}\left(\rho_{*}\right)>0\), which is precisely condition (4.3). Note however that the preceding argument does not prove orbital stability of the circular orbits: it does not allow to consider initial conditions \(u \in \mathbb{R}^{6}\) with \(\mu \neq \mu_{*}\). This is actually the tricky part of the proof of the proposition.

Proof. To mimic the previous proof, we would like to find a constant of the motion \(\mathscr{L}\) which is \(\mathrm{SO}(2)\) invariant and so that \(D \mathscr{L}\) vanishes on the orbit under consideration. We cannot use \(H\) for this, since clearly \(D_{u_{\mu_{*}}} H \neq 0\), as we are not dealing with a fixed point of the dynamics. On the other hand, as we pointed out after the definition of relative equilibrium, when \(u_{\mu_{*}}\) is a relative equilibrium, then there exists an element \(\xi\) of the Liealgebra of the invariance group so that \(X_{H}\left(u_{\mu_{*}}\right)=X_{\xi}\left(u_{\mu_{*}}\right)\) or, equivalently, so that
\[
D_{u_{\mu_{*}}}\left(H-F_{\xi}\right)=0 .
\]

In the present case, the invariance group is a one-dimensional rotation group and the statement becomes: there exists \(\xi \in \mathbb{R}\) so that
\[
\begin{equation*}
D_{u_{\mu_{*}}}\left(H-\xi \mu_{*} \cdot L\right)=0 \tag{4.4}
\end{equation*}
\]
since, as we saw, \(\mu_{*} \cdot L\) generates rotations about the \(\mu_{*}\)-axis. Since, for all \(u \in \mathbb{R}^{6}\)
\[
D_{u} H=\left(V^{\prime}(\|q\|) \hat{q}, p\right), \quad D_{u}\left(\mu_{*} \cdot L\right)=\left(p \wedge \mu_{*}, \mu_{*} \wedge q\right)
\]
one easily checks that (4.4) is satisfied iff \(\xi=\rho_{*}^{-2}\). This suggests to define
\[
\mathscr{L}(u)=H(u)-\rho_{*}^{-2} \mu_{*} \cdot L(u)
\]
and to try using it as a Lyapunov function. \(\mathscr{L}\) is often referred to as the "augmented Hamiltonian". Note that the theory of Lagrange multipliers implies that (4.4) is equivalent to the statement that the restriction \(H_{\mu_{*}}\) of \(H\) to \(\Sigma_{\mu_{*}}\) has \(u_{\mu_{*}}\) as a critical point. Hence the circular orbits can be characterized as the critical points of \(H_{\mu_{*}}\). This is a general feature of relative equilibria of Hamiltonian systems, as shown in Theorem 6.1.

The main ingredient of the proof is the following statement:
\[
\begin{equation*}
\exists c>0, \forall v \in \mathscr{O}_{u_{\mu_{*}}}, \forall w \in\left(T_{v} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp} \cap T_{v} \Sigma_{\mu_{*}}, \quad D_{v}^{2} \mathscr{L}(w, w) \geq c\|w\|^{2} \tag{4.5}
\end{equation*}
\]

This is a lower bound on the Hessian of \(\mathscr{L}\) restricted to the two-dimensional subspace of \(\mathbb{R}^{6}\) spanned by the vectors tangent to \(\Sigma_{\mu_{*}}\) (see (2.18)) and perpendicular to the dynamical orbit \(\mathscr{O}_{u_{\mu_{*}}} \subset \Sigma_{\mu_{*}}\). It will allow us to show the following lower bound on the variation of the Lyapunov function, which is to be compared to (1.2):
\[
\begin{align*}
& \exists \delta>0, c>0, \forall u^{\prime} \in \Sigma_{\mu_{*}}, \\
& \quad\left(\mathrm{~d}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \delta \Rightarrow \mathscr{L}\left(u^{\prime}\right)-\mathscr{L}\left(u_{\mu_{*}}\right) \geq c \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right)\right) . \tag{4.6}
\end{align*}
\]

Note that this immediately implies that \(H_{\mu_{*}}\) attains a local minimum on \(\mathscr{O}_{u_{\mu_{*}}}\).
To show (4.5), note that the three vectors
\[
\begin{equation*}
e_{1}=\binom{p}{-\left(\frac{\sigma^{*}}{\rho^{*}}\right)^{2} q}, \quad e_{2}=\binom{q}{-p}, \quad e_{3}=\binom{p}{q} \tag{4.7}
\end{equation*}
\]
form an orthogonal basis of \(T_{v} \Sigma_{\mu_{*}}\), for each point \(v=(q, p) \in \mathscr{O}_{u_{*}} ; e_{1}\) is easily seen to be tangent to \(\mathscr{O}_{u_{*}}\), so that \(e_{2}\) and \(e_{3} \operatorname{span}\left(T_{v} \mathscr{O}_{u_{*}}\right)^{\perp} \cap T_{v} \Sigma_{\mu_{*}}\). A simple but tedious computation then shows that the matrices of \(D_{v}^{2}\left(\mu_{*} \cdot L\right)\) and of \(D_{v}^{2} H\) in this basis are
\[
D_{v}^{2}\left(\mu_{*} \cdot L\right)=\left(\begin{array}{ccc}
2 \sigma_{*}^{4} & 0 & \mu_{*}^{2}\left[\left(\frac{\sigma_{*}}{\rho_{*}}\right)^{2}-1\right] \\
0 & -2 \mu_{*}^{2} & 0 \\
\mu_{*}^{2}\left[\left(\frac{\sigma_{*}}{\rho_{*}}\right)^{2}-1\right] & 0 & -2 \mu_{*}^{2}
\end{array}\right)
\]
and
\[
D_{v}^{2} H=\left(\begin{array}{ccc}
V^{\prime}\left(\rho_{*}\right) \rho_{*}^{-1} \sigma_{*}^{2} & 0 & \left(V^{\prime}\left(\rho_{*}\right) \rho_{*}^{-1}-1\right) \sigma_{*}^{2} \\
0 & V^{\prime \prime}\left(\rho_{*}\right) \rho_{*}^{2}+\sigma_{*}^{2} & 0 \\
\left(V^{\prime}\left(\rho_{*}\right) \rho_{*}^{-1}-1\right) \sigma_{*}^{2} & 0 & V^{\prime}\left(\rho_{*}\right) \rho_{*}^{-1} \sigma_{*}^{2}+\rho_{*}^{2}
\end{array}\right)
\]

The estimate (4.5) now follows immediately from the hypothesis that \(V^{\prime \prime}\left(\rho_{*}\right) \rho_{*}^{2}+3 \sigma_{*}^{2}>0\).
We now turn to the proof of (4.6). Let \(u^{\prime} \in \Sigma_{\mu_{*}}\). Then there exists \(v^{\prime} \in \mathscr{O}_{u_{*}}\) so that \(\mathrm{d}\left(v^{\prime}, \mathscr{O}_{u_{*}}\right)=\left\|u^{\prime}-v^{\prime}\right\|\) and as a result, one has that \(u^{\prime}-v^{\prime} \in\left(T_{v^{\prime}} \mathscr{O}_{u_{*}}\right)^{\perp}\). We can write
\[
u^{\prime}=u^{\prime}-v^{\prime}+v^{\prime}=v^{\prime}+\left(u^{\prime}-v^{\prime}\right)_{\|}+\left(u^{\prime}-v^{\prime}\right)_{\perp}
\]

Here \(\left(u^{\prime}-v^{\prime}\right)_{\perp}\) is perpendicular to \(T_{\nu^{\prime}} \Sigma_{\mu_{*}}\), and \(\left(u^{\prime}-v^{\prime}\right)_{\|}\)belongs to \(T_{\nu^{\prime}} \Sigma_{\mu_{*}}\) and is perpendicular to \(T_{v^{\prime}} \mathscr{O}_{u_{*}}\) since \(u^{\prime}-v^{\prime}\) is. Now remark that, since \(D_{v^{\prime}} L\left(\left(u^{\prime}-v^{\prime}\right)_{\|}\right)=0\), and since \(u^{\prime}, \nu^{\prime} \in \Sigma_{\mu_{*}}\),
\[
\begin{equation*}
0=L\left(u^{\prime}\right)-L\left(v^{\prime}\right)=D_{v^{\prime}} L\left(\left(u^{\prime}-v^{\prime}\right)_{\perp}\right)+\mathrm{O}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \tag{4.8}
\end{equation*}
\]

It is easily checked that, for each \(v^{\prime} \in \mathscr{O}_{u_{\mu_{*}}}\), the restriction of \(D_{v^{\prime}} L\) to \(\left(T_{v^{\prime}} \Sigma_{\mu_{*}}\right)^{\perp}\) is an isomorphism. It follows that there exists a constant \(C\) so that
\[
\begin{equation*}
\left\|\left(u^{\prime}-v^{\prime}\right)_{\perp}\right\| \leq C\left\|\left(u^{\prime}-v^{\prime}\right)\right\|^{2} \tag{4.9}
\end{equation*}
\]

Note that this constant is independent of \(v^{\prime} \in \mathscr{O}_{\mu_{*}}\) since, for all \(R \in \operatorname{SO}(3)\), and for all \(u \in \mathbb{R}^{6}\),
\[
\Phi_{R} \circ D_{u} L \circ \Phi_{R^{-1}}=D_{\Phi_{R} u} L,
\]
where \(\Phi_{R}\), defined in (2.17), is an isometry. Returning to (4.8), and using this last remark, we conclude there exists a constant \(c_{0}\) so that, for \(\left\|u^{\prime}-v^{\prime}\right\|\) small enough, one has
\[
\begin{equation*}
\left\|\left(u^{\prime}-v^{\prime}\right)_{\|}\right\| \geq\left\|u^{\prime}-v^{\prime}\right\|-\left\|\left(u^{\prime}-v^{\prime}\right)_{\perp}\right\| \geq c_{0}\left\|u^{\prime}-v^{\prime}\right\| \tag{4.10}
\end{equation*}
\]

We can now conclude the proof of (4.6) as follows, using (4.9), (4.10) and (4.5):
\[
\begin{aligned}
\mathscr{L}\left(u^{\prime}\right)-\mathscr{L}\left(u_{\mu_{*}}\right) & =\mathscr{L}\left(u^{\prime}\right)-\mathscr{L}\left(v^{\prime}\right) \\
& =D_{v^{\prime}} \mathscr{L}\left(u^{\prime}-v^{\prime}\right)+\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}\left(u^{\prime}-v^{\prime}, u^{\prime}-v^{\prime}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& =\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}\left(\left(u^{\prime}-v^{\prime}\right)_{\|},\left(u^{\prime}-v^{\prime}\right)_{\|}\right)+\mathrm{O}\left(\left\|u^{\prime}-v^{\prime}\right\|^{3}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& =\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}\left(\left(u^{\prime}-v^{\prime}\right)_{\|},\left(u^{\prime}-v^{\prime}\right)_{\|}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& \geq \frac{1}{2} c\left\|\left(u^{\prime}-v^{\prime}\right)\right\| \|^{2}+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& \geq \tilde{c}\left\|u^{\prime}-v^{\prime}\right\|^{2}=\tilde{c} \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) .
\end{aligned}
\]

Remark that as before, the constant \(c\) is independent of \(v^{\prime} \in \mathscr{O}_{\mu_{*}}\). This shows (4.6). Note that we used the boundedness of \(D_{v^{\prime}}^{2} \mathscr{L}\), uniformly in \(v^{\prime} \in \mathscr{O}_{u_{\mu_{*}}}\).

We can now prove orbital stability, namely:
\[
\begin{equation*}
\forall \varepsilon>0, \exists \delta>0, \forall u^{\prime} \in \mathbb{R}^{6}, \quad\left(\mathrm{~d}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu_{*}}}\right) \leq \varepsilon\right) \tag{4.11}
\end{equation*}
\]

For that purpose, we propose three different arguments.
First argument. We proceed by contradiction, as before. Suppose there exists \(\varepsilon_{0}>0\) and for each \(n \in \mathbb{N}, u_{n}^{\prime} \in \mathbb{R}^{6}\) and \(t_{n} \in \mathbb{R}\) such that \(\mathrm{d}\left(u_{n}^{\prime}, u_{\mu_{*}}\right) \leq \frac{1}{n}\) and \(\mathrm{d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}\). We can suppose, without loss of generality, that \(2 \varepsilon_{0}<\delta\), where \(\delta\) is given in (4.6). We know that \(\mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)=\mathscr{L}\left(u_{n}^{\prime}\right)\), since \(\mathscr{L}\) is a constant of the motion. Hence
\[
\lim _{n \rightarrow+\infty} \mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)=\mathscr{L}\left(u_{\mu_{*}}\right)=\mu_{*}
\]

Since the orbit \(\mathscr{O}_{u_{\mu_{*}}}\) is bounded, and since \(\mathrm{d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}\), it follows that the sequence \(u_{n}^{\prime}\left(t_{n}\right)\) is bounded; we can therefore conclude that \(\lim _{n \rightarrow+\infty} \mathrm{d}\left(u_{n}^{\prime}\left(t_{n}\right), \Sigma_{\mu_{*}}\right)=0\). (In other words \(\mathscr{L}\) satisfies Hypothesis F, see Lemma 7.2.) As a consequence, there exist \(w_{n} \in\) \(\Sigma_{\mu_{*}}\) so that \(\left\|w_{n}-u_{n}^{\prime}\left(t_{n}\right)\right\| \rightarrow 0\). We can now conclude. Since, for \(n\) large enough, \(\frac{\varepsilon_{0}}{2} \leq\) \(\mathrm{d}\left(w_{n}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \frac{3}{2} \varepsilon_{0}\), we have
\[
\begin{aligned}
\mathscr{L}\left(u_{n}^{\prime}\right)-\mathscr{L}\left(u_{\mu_{*}}\right) & =\mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)-\mathscr{L}\left(u_{\mu_{*}}\right) \\
& =\mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)-\mathscr{L}\left(w_{n}\right)+\mathscr{L}\left(w_{n}\right)-\mathscr{L}\left(u_{\mu_{*}}\right) \\
& \geq \mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)-\mathscr{L}\left(w_{n}\right)+c \mathrm{~d}^{2}\left(w_{n}, \mathscr{O}_{u_{\mu_{*}}}\right) .
\end{aligned}
\]

The sequences \(u_{n}^{\prime}\left(t_{n}\right)\) and \(w_{n}\) are bounded. This, combined with the uniform continuity of \(\mathscr{L}\) on bounded sets, leads again to a contradiction upon taking \(n \rightarrow+\infty\).

Second argument. The second proof uses the fact that the relative equilibrium \(u_{\mu_{*}}\), which gives rise to a circular orbit, belongs to a continuous family \(\mu \rightarrow u_{\mu}\) of such equilibria, defined on a neighbourhood \(I \subset \mathbb{R}^{3}\) of \(\mu_{*}\). We will only sketch the argument, the general case is treated in Theorem 7.5. One first observes that, for \(\mu\) belonging to a suitably small neighbourhood of \(\mu_{*}\), both (4.5) and (4.6) hold, with \(\mu_{*}\) replaced by \(\mu\), and with \(\mu\)-independent \(c\) and \(\delta\). This allows one to prove that the equilibria \(u_{\mu}\) are orbitally stable with respect to perturbations of the initial condition within \(\Sigma_{\mu}\), that is:
\[
\begin{equation*}
\forall \varepsilon>0, \exists \delta>0, \forall u^{\prime} \in \Sigma_{\mu}, \quad\left(\mathrm{d}\left(u^{\prime}, \mathscr{O}_{u_{\mu}}\right) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu}}\right) \leq \varepsilon\right) \tag{4.12}
\end{equation*}
\]

Indeed, suppose that this is not true. Then there exists \(\varepsilon_{0}>0\), and for each \(n \in \mathbb{N}^{*}, u_{n}^{\prime} \in \Sigma_{\mu}\), \(t_{n} \in \mathbb{R}\) so that \(\mathrm{d}\left(u_{n}^{\prime}, u_{\mu}\right) \leq \frac{1}{n}\) and \(\mathrm{d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{u_{\mu}}\right)=\varepsilon_{0}\). Since we can choose \(\varepsilon_{0}<\delta\), we can apply (4.6) to write
\[
\mathscr{L}\left(u_{n}^{\prime}\right)-\mathscr{L}\left(u_{\mu}\right)=\mathscr{L}\left(u_{n}^{\prime}\left(t_{n}\right)\right)-\mathscr{L}\left(u_{\mu}\right) \geq c \mathrm{~d}\left(u_{n}^{\prime}\left(t_{n}\right), \mathscr{O}_{u_{\mu}}\right)^{2}=c_{*} \varepsilon_{0}^{2}
\]

Taking \(n \rightarrow+\infty\) leads to the desired contradiction. It remains to prove (4.12) with " \(\forall u^{\prime} \in\) \(\Sigma_{\mu}\) " replaced by " \(\forall u \in \mathbb{R}^{6}\)." For that purpose, note that, if \(u^{\prime} \in \mathbb{R}^{6}\) is close to \(u_{\mu_{*}}\), then \(\mu=L\left(u^{\prime}\right)\) is close to \(\mu_{*}\) and hence \(u_{\mu}\) close to \(u_{\mu_{*}}\). So \(u^{\prime}\) is close to \(u_{\mu}\). Hence \(u^{\prime}(t)\) remains close at all times to \(\mathscr{O}_{u_{\mu}}\) by (4.12). Now, since \(\mathscr{O}_{\mu}\) is close to \(\mathscr{O}_{\mu_{*}}\), the result follows.
Third argument. If (4.5) had been valid for all \(w \in\left(T_{v} \mathscr{O}_{u_{\mu}}\right)^{\perp}\), the first argument above would have been slightly easier, since we could then have mimicked the proof of Proposition 4.1 directly. As it stands, we were able to first show (4.6), which is valid only for \(v^{\prime} \in \Sigma_{\mu_{*}}\) and which shows \(\mathscr{L}\), restricted to \(\Sigma_{\mu_{*}}\), attains a local minimum on the orbit. This immediately implies an orbital stability result for perturbations \(u^{\prime}\) of the initial condition \(u_{\mu_{*}}\) that stay within \(\Sigma_{\mu_{*}}\), as is readily seen. But to obtain a stability result for arbitrary perturbations \(u^{\prime} \in \mathbb{R}^{6}\) of the initial condition \(u_{\mu_{*}}\), we had to work a little harder and invoke Hypothesis F , which is not necessarily easily verified in infinite dimensional problems. It turns out that (4.5) is not valid \({ }^{8}\) for all \(w \in\left(T_{v} \mathscr{O}_{u_{*}}\right)^{\perp}\). However, it is possible to adjust the Lyapunov function \(\mathscr{L}\) so that this is the case. Consider, for all \(K>0\),
\[
\begin{equation*}
\mathscr{L}_{K}(u)=\mathscr{L}(u)+K\left(L(u)-\mu_{*}\right)^{2} \tag{4.13}
\end{equation*}
\]

Note that the additional term vanishes on \(\Sigma_{\mu_{*}}\), where \(\mathscr{L}_{K}\) reaches an absolute minimum. We now show
\[
\begin{equation*}
\exists \hat{c}>0, K>0, \forall v \in \mathscr{O}_{u_{\mu_{*}}}, \forall w \in\left(T_{v} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}, \quad D_{v}^{2} \mathscr{L}_{K}(w, w) \geq \hat{c}\|w\|^{2} \tag{4.14}
\end{equation*}
\]

For that purpose, introduce, for each \(v=(q, p) \in \mathscr{O}_{u_{\mu_{*}}}\),
\[
\begin{equation*}
e_{4}=\binom{\hat{q} \wedge \hat{p}}{0}, \quad e_{5}=\binom{0}{\hat{q} \wedge \hat{p}}, \quad e_{6}=\frac{1}{\sqrt{\rho_{*}^{2}+\sigma_{*}^{2}}}\binom{\sigma_{*} \hat{q}}{\rho_{*} \hat{p}}, \tag{4.15}
\end{equation*}
\]
which, together with \(e_{1}, e_{2}, e_{3}\) in (4.7) form an orthonormal basis of \(\mathbb{R}^{6}\). Clearly, \(D_{v}(L-\) \(\left.\mu_{*}\right)^{2}(w)=0\), for all \(v \in \mathscr{O}_{u_{\mu_{*}}}\) and for all \(w \in \mathbb{R}^{6}\). Moreover, if \(\eta_{1}, \eta_{2}, \eta_{3} \in \mathbb{R}^{3}\) form an orthonormal basis, then
\[
D_{v}^{2}\left(L-\mu_{*}\right)^{2}(w, w)=2 \sum_{i=1}^{3}\left[D_{v}\left(\eta_{i} \cdot L\right)(w)\right]^{2}
\]

\footnotetext{
\({ }^{8}\) This can be seen from a straightforward computation, which is most readily made in the basis \(e_{i}\) introduced in (4.7) and (4.15).
}
with
\[
D_{v}\left(\eta_{i} \cdot L\right)(w)=w_{1} \cdot\left(p \wedge \eta_{i}\right)+w_{2} \cdot\left(\eta_{i} \wedge q\right), \quad w=\left(w_{1}, w_{2}\right) \in \mathbb{R}^{6}
\]

Now, writing \(w=\sum_{j=2}^{6} \alpha_{j} e_{j} \in\left(T_{\nu} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\) and using \(\eta_{1}=\hat{q}, \eta_{2}=\hat{p}, \eta_{3}=\hat{q} \wedge \hat{p}\), we find
\[
\begin{align*}
D_{v}^{2}\left(L-\mu_{*}\right)^{2}(w, w) & =2\left[\alpha_{4}^{2} \sigma_{*}^{2}+\alpha_{5}^{2} \rho_{*}^{2}+\alpha_{6}^{2}\left(\rho_{*}^{2}+\sigma_{*}^{2}\right)\right] \\
& \geq 2 \min \left\{\sigma_{*}^{2}, \rho_{*}^{2}\right\}\left[\alpha_{4}^{2}+\alpha_{5}^{2}+\alpha_{6}^{2}\right] \tag{4.16}
\end{align*}
\]

We can now conclude the proof of (4.14) as follows. We write \(w=w_{A}+w_{B}\) with \(w_{A}=\) \(\alpha_{2} e_{2}+\alpha_{3} e_{3}\) and \(w_{B}=\alpha_{4} e_{4}+\alpha_{5} e_{5}+\alpha_{6} e_{6}\). Then there exists a constant \(C>0\), independent of \(v \in \mathscr{O}_{u_{\mu}}\), so that
\[
\begin{aligned}
D_{v}^{2} \mathscr{L}_{K}(w, w) & \geq D_{v}^{2} \mathscr{L}(w, w)+2 K \min \left\{\sigma_{*}^{2}, \rho_{*}^{2}\right\}\left\|w_{B}\right\|^{2} \\
& \geq D_{v}^{2} \mathscr{L}\left(w_{A}, w_{A}\right)+2 K \min \left\{\sigma_{*}^{2}, \rho_{*}^{2}\right\}\left\|w_{B}\right\|^{2}-C\left[\left\|w_{A}\right\|\left\|w_{B}\right\|+\left\|w_{B}\right\|^{2}\right]
\end{aligned}
\]

Using (4.5), one finds that, for all \(m>0\),
\[
D_{v}^{2} \mathscr{L}_{K}(w, w) \geq\left(c-\frac{C m^{2}}{2}\right)\left\|w_{A}\right\|^{2}+\left(2 K \min \left\{\sigma_{*}^{2}, \rho_{*}^{2}\right\}-C-\frac{C}{2 m^{2}}\right)\left\|w_{B}\right\|^{2}
\]
where we have applied Young's inequality to the term \(\left\|w_{A}\right\|\left\|w_{B}\right\|\). Choosing \(m\) small enough and \(K\) large enough, one finds (4.14). We can now prove the following statement, which is to be compared to (4.6): \(\exists \delta, c>0\) so that, for all \(u^{\prime} \in \mathbb{R}^{6}\),
\[
\begin{equation*}
\mathrm{d}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \delta \Rightarrow \mathscr{L}_{K}\left(u^{\prime}\right)-\mathscr{L}_{K}\left(u_{\mu_{*}}\right) \geq c^{2} \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) \tag{4.17}
\end{equation*}
\]

Indeed, for all \(u^{\prime} \in \mathbb{R}^{6}\), there exists \(v^{\prime} \in \mathscr{O}_{u_{\mu_{*}}}\) so that \(u^{\prime}-v^{\prime} \in\left(T_{v^{\prime}} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\). Hence
\[
\mathscr{L}_{K}\left(u^{\prime}\right)-\mathscr{L}\left(u_{\mu_{*}}\right)=\mathscr{L}\left(u^{\prime}\right)-\mathscr{L}_{K}\left(v^{\prime}\right) \geq \frac{\hat{c}}{2}\left\|u^{\prime}-v^{\prime}\right\|^{2}+\mathrm{O}\left(\left\|u^{\prime}-v^{\prime}\right\|^{3}\right)
\]

This implies (4.17), from which orbital stability follows by the now familiar argument.
We point out that the core ingredient of all three arguments in the proof is estimate (4.5). Its proof constitutes the only truly model-dependent part of the proofs of orbital stability via the energy-momentum method. This will become clear in Section 7 where we will show how a suitably adapted version of this estimate implies orbital stability in a general infinite dimensional setting as well (Theorem 7.4, Theorem 7.5, Theorem 7.10).

As a second remark, note that (4.6) allows one to prove immediately the orbital stability for perturbations of the initial condition that preserve the angular momentum. The three strategies of the proof above therefore concern three different methods for extending this result to arbitrary perturbations of the initial condition. The same structure of the proof will be apparent in the general situation treated in Section 7.

The first argument in the above proof is used in [GSS87] and [GSS90]. It has the disadvantage of using Hypothesis F, which, while obvious in finite dimensions, may not always be easy to check in infinite dimensional systems, notably when the group \(G_{\mu_{*}}\) is not one-dimensional and in particular when it is not commutative (as in [GSS90]). It has the advantage of not using the fact that the relative equilibrium under consideration belongs to a continuous family.

The second argument is used for example in [Wei86], and in [GH07b, GH07a]. For this argument the existence of a continuous family of relative equilibria is needed but not Hypothesis F.

The third argument is commonly used in the literature on finite dimensional Hamiltonian systems [Pat92], and appears also in [Stu08] in the infinite dimensional case. It is not
universally useable, since it depends on the existence of a \(G_{\mu}\)-invariant Euclidean structure on the dual of the Lie-algebra of \(G\), as we will see in Section 7.

\section*{5. Hamiltonian dynamics in infinite dimension}

The modern formulation of Hamiltonian dynamics has been adapted to the framework of infinite dimensional Banach manifolds in [CM74, MR94]. This approach is not well suited for our purposes for two reasons. First, we are interested in flows defined by the solutions to (nonlinear) partial differential equations that are defined on Banach (or even Hilbert) spaces, for which a general Banach manifold formulation is overly complex. In addition, the notions of "Hamiltonian vector field" and "Hamiltonian flow" introduced in [CM74] seem too general for the purpose of studying stability questions. We therefore present a simpler and more restricted framework that is well adapted to the analysis of the stability questions that are our main focus, including for nonlinear Schrödinger and wave equations.

Our main goal in this section is thus to give a workable and not too complex definition of "Hamiltonian dynamical system" or of "Hamiltonian flow" in the infinite dimensional Banach space setting (Section 5.2). The formalism allows us to easily obtain general results on the link between symmetries and conserved quantities for such systems, as in the finite dimensional case (Section 5.3). This link is indeed an essential ingredient for the identification of relative equilibria and the construction of coercive Lyapunov functions in Hamiltonian systems with symmetry, as we shall explain in Section 6. Several examples of Hamiltonian PDE's that fit in our framework are given in Section 5.5. Although this section is self-contained, the reader unfamiliar with finite dimensional Hamiltonian dynamical systems and their symmetries may find it useful to consult Appendix A. 3 for a concise and self-contained treatment of this case. We will make regular use of the notation and concepts introduced there.

\subsection*{5.1. Symplectors, symplectic Banach triples, symplectic transformations, Hamiltonian vector fields}

We first generalize the notion of symplectic form to the infinite dimensional setting and introduce the equivalent notion of symplector (Definition 5.2). It turns out that, in the infinite dimensional setting, it is convenient to treat the latter as the central object of the theory, rather than the symplectic form itself, as is customary in finite dimensions. As we will see, the two approaches are perfectly equivalent.

We need some preliminary terminology. Let \(E\) be a Banach space and \(B: E \times E \rightarrow \mathbb{R}\) a bilinear continuous form. We can then define, in the usual manner, for all \(u \in E, \mathscr{J}_{B} u \in E^{*}\) via
\[
\mathscr{J}_{B} u(v)=B(u, v)
\]

It follows easily that \(\mathscr{J}_{B}: u \in E \rightarrow \mathscr{J}_{B} u \in E^{*}\) is linear and continuous, with \(\left\|\mathscr{J}_{B}\right\|=\|B\|\). We will write \(\mathscr{R}_{\mathscr{J}_{B}}=\operatorname{Ran} \mathscr{J}_{B}\). Conversely, given a continuous linear map \(\mathscr{J}: E \rightarrow E^{*}\), one can construct \(B_{\mathscr{F}}(u, v)=(\mathscr{J} u)(v)\). We introduce the following terminology:

Definition 5.1. A bilinear continuous form \(B\) is non-degenerate (or weakly non-degenerate) if \(\mathscr{J}_{B}\) is injective. It is strongly non-degenerate if \(\mathscr{J}_{B}\) is both injective and surjective. Similarly, a linear map \(\mathscr{J}: E \rightarrow E^{*}\) is said to be (weakly) non-degenerate if it is injective, and strongly non-degenerate if it is a bijection.

Definition 5.2. We now introduce the notion of symplector. \({ }^{9}\)
(i) A symplector or weak symplector is a continuous linear map \(\mathscr{J}: E \rightarrow E^{*}\) that is injective and anti-symmetric, in the sense that
\[
(\mathscr{J} u)(v)=-(\mathscr{J} v)(u) .
\]

If in addition \(\mathscr{J}\) is surjective, we say it is a strong symplector.
(ii) A (strong) symplectic form \(\omega\) is a (strongly) non-degenerate bilinear continuous form that is anti-symmetric.
(iii) When \(\mathscr{J}\) is a (strong) symplector, we will say \((E, \mathscr{J})\) is a (strong) symplectic vector space, or simply that \(E\) is a (strong) symplectic vector space, when there is no ambiguity about the choice of \(\mathscr{J}\).
There clearly is a one-to-one correspondence between (strong) symplectors and (strong) symplectic forms. Note that the definition implies that
\[
\begin{equation*}
\forall \alpha, \beta \in \mathscr{R}_{\mathscr{J}}, \quad \alpha\left(\mathscr{J}^{-1} \beta\right)=-\beta\left(\mathscr{J}^{-1} \alpha\right) \tag{5.1}
\end{equation*}
\]

The following examples of (strong) symplectors cover all applications we have in mind in these notes. Let \(\mathscr{K}\) be a real Hilbert space and set \(E=\mathscr{K} \times \mathscr{K}\). Then
\[
\mathscr{J}:(q, p) \in E \rightarrow(-p, q) \in E^{*}
\]
is clearly a strong symplector. Here we wrote \(u=(q, p) \in \mathscr{K} \times \mathscr{K}\) and used the Riesz identification of \(E\) with \(E^{*}\). The corresponding strong symplectic form is
\[
\omega_{\mathscr{J}}\left(u, u^{\prime}\right)=q \cdot p^{\prime}-q^{\prime} \cdot p
\]
where \(\cdot\) denotes the inner product on \(\mathscr{K}\). The analogy with (A.3.1) is self-evident: there \(\mathscr{K}=\mathbb{R}^{n}\), where \(\mathbb{R}^{n}\) is equipped with its standard Euclidean structure. Note that if \(Q\) is a bounded self-adjoint operator on \(\mathscr{K}\) with \(\operatorname{Ker} Q=\{0\}\), then
\[
\mathscr{J}:(q, p) \in E \rightarrow(-Q p, Q q) \in E^{*}
\]
is also a symplector with
\[
\omega_{\mathscr{J}}\left(u, u^{\prime}\right)=q \cdot Q p^{\prime}-p \cdot Q q^{\prime}
\]

We will need the following straightforward generalization of the above construction. Let \(K^{2}\) be a positive (possibly and typically unbounded) self-adjoint operator on \(\mathscr{K}\), with domain \(\mathscr{D}(K)\). Introduce, for all \(s \in \mathbb{R}, \mathscr{K}_{s}=\left[\mathscr{D}\left(\langle K\rangle^{s}\right)\right]\), where \(\langle K\rangle=\sqrt{1+K^{2}}\) and where \(\langle K\rangle^{s}\) is defined by the functional calculus of self-adjoint operators. Here \(\left[\mathscr{D}\left(\langle K\rangle^{s}\right)\right]\) denotes the closure of \(\mathscr{D}\left(\langle K\rangle^{s}\right)\) in the topology induced by the Hilbert norm
\[
\|u\|_{s}:=\left\|\langle K\rangle^{s} u\right\|
\]

Note that, since \(\langle K\rangle^{s}:\left(\mathscr{D}\left(\langle K\rangle^{s}\right),\|\cdot\|_{s}\right) \rightarrow\left(\mathscr{D}\left(\langle K\rangle^{-s}\right),\|\cdot\|\right)\) is an isometric bijection, it extends to a unitary map from \(\mathscr{K}_{s}\) to \(\mathscr{K}\) for which we still write \(\langle K\rangle^{s}\). With these conventions, we can then make the usual identification between \(\mathscr{K}_{s}^{*}\) and \(\mathscr{K}_{-s}: \forall v \in \mathscr{K}_{-s}\), we define
\[
u \in \mathscr{K}_{s} \rightarrow v \cdot u \in \mathbb{R}
\]
by setting \(v \cdot u:=\langle K\rangle^{-s} v \cdot\langle K\rangle^{s} u\). Note that
\[
\forall s, s^{\prime} \in \mathbb{R}, \quad s \leq s^{\prime} \Rightarrow \mathscr{K}_{s^{\prime}} \subset \mathscr{K}_{s}
\]

It is easy to see using the spectral theorem that this is an inclusion as sets, and we will therefore not introduce explicit identification operators to represent such inclusions which

\footnotetext{
\({ }^{9}\) This object does not seem to have been blessed with a name in the literature, so we took the liberty to baptize it.
}
are moreover continuous for the respective Hilbert space topologies. The typical example of this construction to keep in mind is \(K^{2}=-\Delta\) on \(\mathscr{K}=L^{2}\left(\mathbb{R}^{d}\right)\). We then have \(\mathscr{K}_{s}=\) \(H^{s}\left(\mathbb{R}^{d}\right)\), the usual Sobolev spaces.

For \(s=\left(s_{1}, s_{2}\right) \in \mathbb{R}^{2}\), we define \(E_{s}=\mathscr{K}_{s_{1}} \times \mathscr{K}_{s_{2}}\). Defining a partial order relation by \(s \preceq s^{\prime}\) iff \(s_{1} \leq s_{1}^{\prime}\) and \(s_{2} \leq s_{2}^{\prime}\), we have
\[
\forall s, s^{\prime} \in \mathbb{R}^{2}, \quad s \preceq s^{\prime} \Rightarrow E_{s^{\prime}} \subset E_{s} .
\]

Setting \(\bar{s}=\left(s_{2}, s_{1}\right)\) we then define
\[
\begin{equation*}
\mathscr{J}_{s}: u=(q, p) \in E_{s} \rightarrow(-p, q) \in E_{\bar{s}} \tag{5.2}
\end{equation*}
\]
eq:symplectors
The following lemma is now immediate.
lem:symplectors 1 Lemma 5.3. \(\mathscr{J}_{s}\) is a weak symplector if and only if \(s_{1} \geq-s_{2}\). In that case
\[
\mathscr{J}_{s}: u=(q, p) \in E_{s} \rightarrow(-p, q) \in E_{\bar{s}} \subset E_{-s}=E_{s}^{*}
\]

We have \(\mathscr{R}_{s}:=\mathscr{R}_{\mathscr{J}_{s}}=E_{\bar{s}}\). And \(\mathscr{J}_{s}^{-1}=\mathscr{J}_{-s \mid E_{\bar{s}}}\). If \(K^{2}\) is unbounded, \(\mathscr{J}_{s}\) is a strong symplector if and only if \(s_{1}=-s_{2}\).

Typical examples of this construction are the use of \(E=E_{(1 / 2,-1 / 2)}\) or of \(E=E_{(1,0)}\) with \(\mathscr{K}=L^{2}\left(\mathbb{R}^{d}\right)\) and \(K^{2}=-\Delta\) to study the wave equation. For the Schrödinger equation, \(E=E_{(1,1)}\) is a natural choice. We refer to Section 5.5 for the details of these examples. Note that of these three examples, only the first corresponds to a strong symplector and hence to a strong symplectic form. It is therefore clear that the use of weak symplectors is unavoidable in applications to PDE's.

We end our discussion of symplectors with a simple lemma that collects some of their essential properties.
lem:symplectors 2 Lemma 5.4. Let \(E\) be a Banach space and \(\mathscr{J}: E \rightarrow E^{*}\) be a bounded linear map. Then the following holds:
(i) If \(\mathscr{J}\) is a strong symplector, then \(\mathscr{J}^{-1}\) is bounded.
(ii) If \(\mathscr{J}\) is injective and (anti-)symmetric, and if \(E\) is reflexive, then \(\mathscr{R}_{\mathscr{F}}\) is dense in \(E^{*}\).
(iii) Suppose \(\mathscr{J}\) is injective and (anti-)symmetric, and that its inverse is bounded on \(\mathscr{R}_{\mathscr{G}}\). Suppose \(E\) is reflexive. Then \(\mathscr{R}_{\mathscr{J}}=E^{*}\).
Proof. (i) This is a consequence of the open mapping theorem.
(ii) Suppose \(v \in E\) satisfies \(\mathscr{J} u(v)=0\) for all \(u \in E\). Then \(\mathscr{J} v(u)=0\) for all \(u \in E\), by (anti-)symmetry. Hence \(\mathscr{J} v=0\) and hence, since \(\mathscr{J}\) is injective, \(v=0\). Since \(E\) is reflexive, this means that, if \(v \in E^{* *}\) vanishes on \(\mathscr{R}_{\mathscr{J}} \subset E^{*}\), then \(v=0\). This implies \(\mathscr{R}_{\mathscr{g}}\) is dense (Hahn-Banach).
(iii) Since the inverse is bounded, \(\mathscr{R}_{\mathscr{J}}\) is closed. The result then follows from (ii).

If \(E\) is not reflexive, a symplector may not have a dense range, as the following example \({ }^{10}\) shows. Let
\[
E=\left\{u \in L^{1}(\mathbb{R}, \mathrm{~d} x) \mid \int_{\mathbb{R}} u(x) \mathrm{d} x=0\right\} \subset L^{1}(\mathbb{R})
\]
and define
\[
\mathscr{J} u(x)=\int_{-\infty}^{x} u(y) \mathrm{d} y \in L^{\infty}(\mathbb{R}) \subset E^{*}
\]

\footnotetext{
\({ }^{10}\) Due to S. Keraani.
}

This is clearly bounded, injective and antisymmetric. But it is clear that
\[
\|\mathscr{J} u-1\|_{\infty} \geq 1,
\]
for all \(u \in E\). So the range is not dense in \(L^{\infty}(\mathbb{R})\) and a fortiori not dense in \(E^{*}\).
We are now ready to define what we mean by a symplectic transformation and by a Hamiltonian vector field. First we recall a very basic definition: when \(F: E_{1} \rightarrow E_{2}\) is a function between two Banach spaces \(E_{1}\) and \(E_{2}\), and when \(u \in E_{1}\), one says that \(F\) is (Fréchet) differentiable at \(u\) if there exists \(D_{u} F \in \mathscr{L}\left(E_{1}, E_{2}\right)\) so that
\[
\lim _{w \rightarrow 0} \frac{\left\|F(u+w)-F(u)-D_{u} F(w)\right\|_{E_{2}}}{\|w\|_{E_{1}}}=0
\]

Also, one says that \(F: E_{1} \rightarrow E_{2}\) is differentiable on some subset of \(E_{1}\) if for all \(u\) in that subset, \(F\) is differentiable in the above sense.

In particular, if \(E_{1}=E, E_{2}=\mathbb{R}\), and if \(F\) is differentiable at \(u \in E\), we have \(D_{u} F \in E^{*}\). And if \(\mathscr{D}\) is a domain in \(E\), saying that \(F: E \rightarrow \mathbb{R}\) is differentiable on \(\mathscr{D}\) means that \(F\) is differentiable at each \(u \in \mathscr{D}\). In that case, one can define
\[
u \in \mathscr{D} \subset E \rightarrow D_{u} F \in E^{*}
\]

As a last comment, we stress that, in these definitions, the only topology used is the one on \(E\). This is important to keep in mind in the applications, where the domain \(\mathscr{D}\) often carries a natural topology, stronger than the one induced by the norm on \(E\), and for which \(\mathscr{D}\) is closed. One can think of \(E=H^{1}(\mathbb{R})\) and \(\mathscr{D}=H^{3}(\mathbb{R})\). Such a topology is NOT used in the above statements, nor in the following general definition. We refer to the examples treated in Sections 5.4 and 5.5 for several illustrations of this last comment.
def:Jdif Definition 5.5. Let \(E\) be a Banach space, \(\mathscr{D}\) a domain in \(E\) (See Section 2.1) and \(\mathscr{J}\) a symplector.
(i) We will refer to \((E, \mathscr{D}, \mathscr{J})\) as a symplectic Banach triple.
(ii) Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple and \(\Phi \in C^{0}(E, E) \cap C^{1}(\mathscr{D}, E)\). We say \(\Phi\) is a symplectic transformation if
\[
\begin{equation*}
\forall u \in \mathscr{D}, \forall v, w \in E,\left(\mathscr{J} D_{u} \Phi(v)\right)\left(D_{u} \Phi(w)\right)=(\mathscr{J} v)(w) \tag{5.3}
\end{equation*}
\]
(iii) We say that a function \(F: E \rightarrow \mathbb{R}\) has a \(\mathscr{J}\)-compatible derivative if \(F\) is differentiable on \(\mathscr{D}\) and if, for all \(u \in \mathscr{D}, D_{u} F \in \mathscr{R}_{\mathscr{G}}\). In that case we write \(F \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\).
(iv) For each \(F \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\), the Hamiltonian vector field \(X_{F}: \mathscr{D} \subset E \rightarrow E\) associated to \(F\) is defined by
\[
\begin{equation*}
X_{F}(u)=\mathscr{J}^{-1} D_{u} F, \quad \forall u \in \mathscr{D} . \tag{5.4}
\end{equation*}
\]

The analogy between (5.3) and (A.3.17) as well as between (5.4) and (A.3.10) is evident. Note however that, when dealing with weak symplectors, as is often the case in applications, the vector field \(X_{F}\) does not inherit the continuity or smoothness properties that \(F\) may enjoy. In particular, even if
\[
D . F: \mathscr{D} \subset E \rightarrow E^{*}
\]
is continuous, the same may not hold for \(X_{F}\). We shall for that reason avoid making use of the vector fields \(X_{F}\) where possible and state all our hypotheses in terms of \(F\) directly. We finally point out that, here and in what follows, and unless otherwise specified, all functions we consider are globally defined \({ }^{11}\) on \(E\).

\footnotetext{
\({ }^{11}\) This is a difference with [CM74], as we will explain in some detail in Section 5.4.
}

\subsection*{5.2. Hamiltonian flows and constants of the motion}

Definition 5.6. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(F \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\). A Hamiltonian flow for \(F\) is a separately continuous map \(\Phi^{F}: \mathbb{R} \times E \rightarrow E\) with the following properties:
(i) For all \(t, s \in \mathbb{R}, \Phi_{t+s}^{F}=\Phi_{t}^{F} \circ \Phi_{s}^{F}, \Phi_{0}^{F}=\mathrm{Id}\);
(ii) For all \(t \in \mathbb{R}, \Phi_{t}^{F}(\mathscr{D})=\mathscr{D}\);
(iii) For all \(u \in \mathscr{D}\), the curve \(t \in \mathbb{R} \rightarrow u(t):=\Phi_{t}^{F}(u) \in \mathscr{D} \subset E\) is differentiable and is the unique solution of
\[
\begin{equation*}
\mathscr{J} \dot{u}(t)=D_{u(t)} F, \quad u(0)=u \tag{5.5}
\end{equation*}
\]

Local Hamiltonian flows are defined in the usual way. We refer to (5.5) as the Hamiltonian differential equation associated to \(F\) (Compare to (A.3.11) and (A.3.4)) and to its solutions as Hamiltonian flow lines. Note that in this setting separate continuity implies continuity (See [CM74], Section 3.2). We refer to Section 5.5 for examples of PDE's generating Hamiltonian flows.

Observe that (5.5) implies that, for all \(u \in \mathscr{D}\),
\[
\begin{equation*}
\forall \alpha \in \mathscr{R}_{\mathscr{J}}, \quad-\frac{\mathrm{d}}{\mathrm{~d} t} \alpha(u(t))=D_{u(t)} F\left(\mathscr{J}^{-1} \alpha\right) \tag{5.6}
\end{equation*}
\]
which is a weak form of (5.5). With this in mind, one could think of changing Definition 5.6 by replacing (iii) by the following alternative statement \({ }^{12}\) :
(iii') For all \(u \in E\), the curve \(t \in \mathbb{R} \rightarrow u(t):=\Phi_{t}^{F}(u) \in E\) belongs to \(C(\mathbb{R}, E)\) and (5.6) holds.
This has the advantage of eliminating the introduction of the domain \(\mathscr{D}\) (and therefore of condition (ii)) and is precisely the definition of "solution" to (5.5) used in [GSS87, GSS90]. In [Stu08], \(E\) is a Hilbert space and still a different formulation is adopted. Basically, the domain \(\mathscr{D}\) is not introduced, the equation (5.5) is interpreted as an equation in \(E^{*}\) and the time derivative is understood as a strong derivative for \(E^{*}\)-valued functions. Those alternative formulations do not allow for a direct proof of the kind of natural "conservation theorems" such as Theorem 5.8 below, that are typical for Hamiltonian systems and that we need for the stability analysis. As a result, the conclusions of such conservation theorems are added as assumptions in the general setup of the cited works. It turns out that, in examples, the proof of such assumptions requires a stronger notion of "solution" than the ones used in [GSS87, GSS90, Stu08], so we found it more efficient to adopt from the start the stronger notion of Hamiltonian flow found in Definition 5.6.
Definition 5.7. Let \(F, G \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\). Then the Poisson bracket of \(F\) and \(G\) is defined by
\[
\begin{equation*}
\{F, G\}(u)=D_{u} F\left(\mathscr{J}^{-1} D_{u} G\right), \quad \forall u \in \mathscr{D} . \tag{5.7}
\end{equation*}
\]

Equation (5.7) is the obvious transcription of (A.3.12) to the infinite dimensional setting. We now have the following crucial result, which is a simple form of Noether's Theorem in the Hamiltonian setting. A more complete form follows below (Theorem 5.11).

Theorem 5.8. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(H, F: E \rightarrow \mathbb{R}\) be differentiable on \(E\) and suppose they have a \(\mathscr{J}\)-compatible derivative, i.e. \(H, F \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\). Suppose there exist Hamiltonian flows \(\Phi_{t}^{H}, \Phi_{t}^{F}\) for \(H\) and \(F\). Then:

\footnotetext{
\({ }^{12}\) Note that for this formulation one needs \(F \in \operatorname{Dif}(E, \mathbb{R})\), but it is not necessary that it has a \(\mathscr{J}\)-compatible derivative.
}
eq:hameqmotionJbis
eq: hameqmotionJois
(i) For all \(u \in \mathscr{D}\), and for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} H\left(\Phi_{t}^{F}(u)\right)=\{H, F\}\left(\Phi_{t}^{F}(u)\right) . \tag{5.8}
\end{equation*}
\]
(ii) The following three statements are equivalent:
(a) For all \(u \in \mathscr{D},\{F, H\}(u)=0\).
(b) For all \(u \in E\), and for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\left(H \circ \Phi_{t}^{F}\right)(u)=H(u) . \tag{5.9}
\end{equation*}
\]
(c) For all \(u \in E\), and for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\left(F \circ \Phi_{t}^{H}\right)(u)=F(u) . \tag{5.10}
\end{equation*}
\]

In this result, the roles of \(H\) and \(F\) are interchangeable. But in practice, one of the flows, say \(\Phi_{t}^{F}\), is simple, explicitly known, and often linear, whereas \(\Phi_{t}^{H}\) is obtained by integrating a possibly nonlinear PDE of some complexity, such as the nonlinear Schrödinger or wave equations. It is then often very easy to check by a direct computation that \(H \circ \Phi_{t}^{F}\) is constant in time for all \(u \in E\) : one says that \(H\) is invariant under the flow \(\Phi_{t}^{F}\), or that the \(\Phi_{t}^{F}\) are symmetries of \(H\). The important conclusion of the theorem is that this implies that \(F\) is a constant of the motion for \(\Phi_{t}^{H}\). This is a strong statement, since in applications, the flow \(\Phi_{t}^{H}\) is complex and poorly known. So being able to assert that it leaves the level surfaces of \(F\) invariant is a non-trivial piece of information. Several examples are given in Section 5.5.

Proof. (i) Let \(u \in \mathscr{D}\). Then \(t \in \mathbb{R} \rightarrow H\left(\Phi_{t}^{F}(u)\right) \in E\) is differentiable and the chain rule applies: writing \(u(t)=\Phi_{t}^{F}(u)\), we have
\[
\frac{\mathrm{d}}{\mathrm{~d} t} H\left(\Phi_{t}^{F}(u)\right)=D_{\Phi_{t}^{F}(u)} H(\dot{u}(t))
\]
which yields the first equality in (5.8) since \(\mathscr{J} \dot{u}(t)=D_{u(t)} F\). Exchanging the roles of \(H\) and \(F\), the second equality follows similarly.
(ii) That (5.9) or (5.10) imply \(\{H, F\}(u)=0\) for \(u \in \mathscr{D}\) is immediate from (i). Conversely, it follows from (i) and the fact that \(\{H, F\}(u)=0\), for all \(u \in \mathscr{D}\), that \(\left(H \circ \Phi_{t}^{F}\right)(u)=H(u)\). Since \(\mathscr{D}\) is dense in \(E, H \in C(E, \mathbb{R})\) and \(\Phi_{t}^{F} \in C(E, E)\), (b) now follows for all \(u \in E\). Similarly for (c).

It should be noted that condition (ii) of Definition 5.6 is crucial here. We are assuming there is a common invariant domain for both flows. To obtain conservation theorems of the above type without such an assumption requires other technical conditions [CM74].

We end with some technical remarks. First, it follows from Theorem A.3.5 in the Appendix, that Hamiltonian flows \(\Phi_{t}^{F}\) are symplectic as soon as \(F \in C^{2}(E, E)\) and \(\Phi^{F} \in\) \(C^{2}(E, E)\). But these two assumptions (especially the latter) are generally too strong to be of use in infinite dimensional dynamical systems generated by PDE's, except possibly when they are linear. Of course, one can conceive of weaker conditions that imply the result. For efforts in that direction, we refer to [CM74]. In other words, proving that Hamiltonian flows, as defined above, are symplectic, can be painful. A second, related issue is the following. In finite dimensional systems, we know that, if \(\left\{F_{1}, F_{2}\right\}=0\), with \(F_{1}, F_{2} \in C^{2}(E)\), then the corresponding Hamiltonian flows commute: see (A.3.14) and Lemma A.1.1. This is a very useful fact: indeed, computing a Poisson bracket is a routine matter of taking derivatives, and the information obtained about the flows is very strong. Again, this is not immediate in infinite dimensional systems under reasonable conditions. For our purposes,
and in particular for the proof of Theorem 5.11, the following analog of Lemma A.3.4 will suffice.
Lemma 5.9. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(\Phi\) be a \(C^{1}\)-diffeomorphism on \(E\) and suppose that \(\Phi(\mathscr{D})=\mathscr{D}\) and that \(\Phi\) is symplectic. Let \(F \in C^{1}(E, \mathbb{R}) \cap \operatorname{Dif}(\mathscr{D}, \mathscr{J})\) and let \(X_{F}\) be its Hamiltonian vector field. (See Definition 5.5 (iv)). Then, for all \(u \in \mathscr{D}\)
\[
\begin{equation*}
D_{u} \Phi\left(X_{F \circ \Phi}(u)\right)=X_{F}(\Phi(u)) . \tag{5.11}
\end{equation*}
\]

Moreover, for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\Phi \circ \Phi_{t}^{F \circ \Phi} \circ \Phi^{-1}=\Phi_{t}^{F} \tag{5.12}
\end{equation*}
\]

In particular, if \(F \circ \Phi=F\), then \(\Phi\) commutes with \(\Phi_{t}^{F}\), for all \(t \in \mathbb{R}\). And if \(\Phi\) commutes with \(\Phi_{t}^{F}\), for all \(t \in \mathbb{R}\), then there exists \(c \in \mathbb{R}\) so that \(F \circ \Phi=F+c\).

The proof is identical to that of Lemma A.3.4 and we omit it. The point here is that we suppose \(\Phi\) to be a symplectic transformation. As we just saw, that is a strong assumption. In practice, to avoid the difficulties just mentioned, we will always assume that the symmetry group of the system under consideration acts with symplectic transformations. Since the latter are often linear, that they are symplectic can then be checked through a direct computation. We finally point out that, if one wanted to exploit the presence of a formal constant of the motion with a nonlinear flow, such as in completely integrable systems, it could in general be difficult to prove it acts symplectically and commutes with the dynamics. This, in turn, makes it difficult to exploit such formal constants of the motion in the stability analysis that is our main interest here.

\subsection*{5.3. Symmetries and Noether's Theorem}

When dealing with a symplectic Banach triple, the appropriate type of group action to consider is the following.

Definition 5.10. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(G\) be a Lie group and \(\Phi:(g, x) \in G \times E \rightarrow \Phi_{g}(x) \in E\), an action of \(G\) on \(E\). We will say \(\Phi\) is a globally Hamiltonian action if the following conditions are satisfied:
(i) For all \(g \in G, \Phi_{g} \in C^{1}(E, E)\) is symplectic.
(ii) For all \(g \in G, \Phi_{g}(\mathscr{D})=\mathscr{D}\).
(iii) For all \(\xi \in \mathfrak{g}\), there exists \(F_{\xi} \in C^{1}(E, \mathbb{R}) \cap \operatorname{Dif}(\mathscr{D}, \mathscr{J})\) such that \(\Phi_{\exp (t \xi)}=\Phi_{t}^{F_{\xi}}\), and the map \(\xi \rightarrow F_{\xi}\) is linear.
This definition reduces to Definition A.3.7 in the Appendix, for finite dimensional spaces \(E\) : in that case \(\mathscr{D}=E\) and the restriction that \(F \in \operatorname{Dif}(\mathscr{D}, \mathscr{J})\) is superfluous. We can now state the version of Noether's Theorem that we need. It links the invariance group of Hamiltonian dynamics to constants of the motion and is to be compared to the finite dimensional version given in the appendix (Theorem A.3.9). As in (A.3.22), we will identify \(\mathfrak{g}\) and \(\mathfrak{g}^{*}\) with \(\mathbb{R}^{m}\) and view \(F\) as a map \(F: E \rightarrow \mathbb{R}^{m}\) (See (A.3.24)). This allows us to write
\[
F_{\xi}=\xi \cdot F,
\]
where \(\cdot\) refers to the canonical inner product on \(\mathbb{R}^{m}\).
Theorem 5.11. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(G\) be a Lie group and \(\Phi\) a globally Hamiltonian action of \(G\) on \(E\). Let \(H \in C^{1}(E, \mathbb{R}) \cap \operatorname{Dif}(\mathscr{D}, \mathscr{J})\) and let \(\Phi_{t}^{H}\) be the corresponding Hamiltonian flow. Suppose that
\[
\begin{equation*}
\forall g \in G, \quad H \circ \Phi_{g}=H \tag{5.13}
\end{equation*}
\]
eq:hamintertwinebi

(i) For all \(\xi \in \mathfrak{g},\left\{H, F_{\xi}\right\}=0\).
(ii) For all \(t \in \mathbb{R}, F_{\xi} \circ \Phi_{t}^{H}=F_{\xi}\).
(iii) \(G\) is an invariance group \({ }^{13}\) for \(\Phi_{t}^{H}\).

This is an immediate consequence of Theorem 5.8 and Lemma 5.9. In the applications, the result is used as follows. The action \(\Phi\) of \(G\) is simple and well known. It is then easy to check (5.13) directly. One then concludes that (ii) and (iii) hold, which are the important pieces of information for the further analysis. In particular, the level surfaces \(\Sigma_{\mu}\), defined in (2.5) are invariant under the dynamics \(\Phi_{t}^{H}\). Examples are given in the next section. The result in [CM74] that is closest in spirit to Theorem 5.11 is Theorem 2 of Section 6.2.

\subsection*{5.4. Linear symplectic flows}

Since invariance groups often act linearly on the symplectic Banach space \((E, \mathscr{J})\), and since the nonlinear dynamical flows studied often are perturbations of linear ones, it is important to have a good understanding of linear symplectic flows. Their study also sheds some light on the various technical difficulties mentioned above, and in particular on the role of the domain \(\mathscr{D}\), the definition of Hamiltonian flow we adopted, etc.

Proposition 5.12 below (which corresponds to Theorem 2 in Section 2.3 of [CM74]) characterizes all strongly continuous linear symplectic one-parameter groups on a symplectic Banach space in terms of their generators. We adopt the following notation. Given a strongly continuous group of linear transformations on \(E\), we denote its generator by \(A\), with domain \(\mathscr{D}(A)\). By the Hille-Yosida theorem, we then know that \(t \in \mathbb{R} \rightarrow u(t)=\Phi_{t} u \in\) \(E\) satisfies
\[
\begin{equation*}
\dot{u}(t)=Y_{A}(u(t)), \tag{5.14}
\end{equation*}
\]
provided \(u \in \mathscr{D}(A)\), where we introduced the vector field
\[
Y_{A}: u \in \mathscr{D}(A) \subset E \rightarrow A u \in E .
\]

Note that \(Y_{A}\) is not continuous if \(A\) is an unbounded operator. Clearly, the \(\Phi_{t}\) form a dynamical system as defined in Section 2. We introduce the function
\[
H_{A}: u \in \mathscr{D}(A) \rightarrow H_{A}(u)=\frac{1}{2} \omega_{\mathscr{J}}(A u, u) \in \mathbb{R} .
\]

Observe that \(H_{A}\) admits directional (or Gâteaux) derivatives \(\delta_{u} H_{A}(v)\), for all \(u, v \in \mathscr{D}(A)\) :
\[
\begin{aligned}
\delta_{u} H_{A}(v) & =\lim _{t \rightarrow 0} \frac{1}{t}\left(H_{A}(u+t v)-H_{A}(u)\right) \\
& =\frac{1}{2}\left(\omega_{\mathscr{J}}(A v, u)+\omega_{\mathscr{J}}(A u, v)\right) .
\end{aligned}
\]

Nevertheless, if \(A\) is an unbounded operator, \(H_{A}\) is not continuous since, for all \(u, w \in \mathscr{D}(A)\)
\[
H_{A}(u+w)-H_{A}(u)=\omega_{\mathscr{J}}(A u, w)+\omega_{\mathscr{J}}(A w, u)+\omega_{\mathcal{J}}(A w, w)
\]
and the last term in particular does not necessarily converge to 0 as \(w \rightarrow 0\) in the topology of \(E\). It follows that, a fortiori, \(H_{A}\) is not Fréchet differentiable.

Proposition 5.12. Let \((E, \mathscr{J})\) be a symplectic vector space. Let \(\Phi_{t}\) be a strongly continuous one-parameter group of bounded linear operators on \(E\). Let \((A, \mathscr{D}(A))\) be the generator of \(\Phi_{t}\). Then the following are equivalent.
(i) The \(\Phi_{t}\) are symplectic, i.e. \(\omega_{\mathcal{J}}\left(\Phi_{t} u, \Phi_{t} v\right)=\omega_{\mathcal{J}}(u, v)\) for all \(u, v \in E\);

\footnotetext{
\({ }^{13}\) See Definition 2.1
}
(ii) For all \(u, v \in \mathscr{D}(A)\),
\[
\omega_{\mathscr{J}}(A u, v)=-\omega_{\mathscr{J}}(u, A v) ;
\]
(iii) For all \(u \in \mathscr{D}(A)\), one has
\[
\begin{equation*}
\mathscr{J} Y_{A}(u)=\delta_{u} H_{A} \in E^{*} \tag{5.15}
\end{equation*}
\]

In this case, \(\delta_{u} H_{A}(v)=\omega_{\mathscr{J}}(A u, v), H_{A}\left(\Phi_{t} u\right)=H_{A}(u)\) for all \(u \in \mathscr{D}(A)\) and for all \(t \in \mathbb{R}\).
Proof. The three equivalences are obvious. To prove \(H_{A}\) is a constant of the motion, it suffices to remember that the Hille-Yosida theorem implies \(A \Phi_{t} u=\Phi_{t} A u\) provided \(u \in\) \(\mathscr{D}(A)\).

In other words, when the \(\Phi_{t}\) are symplectic, the equation of motion (5.14) can be rewritten
\[
\begin{equation*}
\mathscr{J} \dot{u}(t)=\delta_{u(t)} H_{A}, \tag{5.16}
\end{equation*}
\]
which is to be compared to (5.5). Clearly, the symplectic linear flows considered here are NOT Hamiltonian in the sense of Definition 5.6. Still, (5.16) gives meaning to the idea that in infinite dimension as well, linear strongly continuous symplectic flows are of "Hamiltonian nature," with a quadratic Hamiltonian. Moreover, the Hamiltonian \(H_{A}\) is a constant of the motion for the flow \(\Phi_{t}\). But note that, whereas in (5.9), the conservation of energy holds for all \(u \in E\), this makes no sense here, since \(H_{A}\) is only defined on \(\mathscr{D}(A)\).

Generally, because of the appearance of the Gâteaux derivative rather than a Fréchet differential in the right hand side, it turns out that the above formulation is inadequate for various reasons. For example, the absence of a chain rule for Gâteaux derivatives does not allow one to compute derivatives such as \(\frac{\mathrm{d}}{\mathrm{d} t} H_{A}(u(t))\) directly to prove \(H_{A}\) is constant along the motion. In fact, in the proof above, this result is proven using the Hille-Yosida theorem, and without computing a derivative at all. This approach cannot work for nonlinear flows of course. Similar problems arise when dealing with other constants of the motion than the Hamiltonian himself, even in the linear case, due to various domain questions and the complications in defining commutators. Finally, for our purposes, we need to restrict the motion to the level sets of the constants of the motion, and to use their manifold structure. This requires sufficient smoothness, a property not guaranteed at all by Gâteaux differentiability alone. Again, as pointed out before, an approach to the resolution of these technical difficulties other than the one chosen here can be found in [CM74].

In applications to PDE's, the function spaces that occur naturally are often complex Hilbert spaces. To make the link with Hamiltonian dynamics, one then proceeds as follows. Let \(\mathscr{H}\) be a complex Hilbert space and let us write \(\langle\cdot, \cdot\rangle\) for its inner product. First, it is clear that \(\mathscr{H}\) is a real Hilbert space for the real inner product defined by \(\operatorname{Re}\langle\cdot, \cdot\rangle\), which induces the same topology on \(\mathscr{H}\) as the original inner product since both inner products have the same associated norm. Let us write \(E\) for this real Hilbert space. We now identify \(E^{*}\) with \(E\) using the corresponding Riesz isomorphism. Note that this is not the same as identifying \(\mathscr{H}^{*}\) with \(\mathscr{H}\) through the Riesz isomorphism associated to \(\langle\cdot, \cdot\rangle\) and that there is no natural identification between \(\mathscr{H}^{*}\) and \(E^{*}\) as sets: each non-zero element of \(\mathscr{H}^{*}\) necessarily takes complex values, whereas the elements of \(E^{*}\) take real values only.

On the real Hilbert space \(E\), one checks readily that
\[
\omega(u, v)=\operatorname{Im}\langle u, v\rangle \in \mathbb{R}
\]
defines a strong symplectic form. Note in particular that \(\omega\) is real bilinear, but not complex bilinear. To identify the corresponding symplector \(\mathscr{J}: E \rightarrow E\) in a convenient manner \({ }^{14}\),

\footnotetext{
\({ }^{14}\) We identified \(E^{*}\) with \(E\), so the symplector can be seen as a map from \(E\) to \(E\).
}
one proceeds as follows:
\[
\omega(u, v)=\operatorname{Re}\langle i u, v\rangle
\]
so that \(\mathscr{J} u=i u\). The reader should not let itself be confused by the fact that we write \(i u\), while considering \(u\) as an element of the real vector space \(E\). The way to see this is as follows: the real vector space \(E\) is, as a set, identical to \(\mathscr{H}\). And on \(\mathscr{H}\), multiplication by \(i\) is well defined and actually an isometric complex linear map. So multiplication by \(i\) is well defined on \(E\) as an isometric real linear map.

To sum up, we showed how to associate to a complex Hilbert space \((\mathscr{H},\langle\cdot, \cdot\rangle)\) a real Hilbert space \(\left(E,\langle\cdot, \cdot\rangle_{E}\right)\) with symplectic structure
\[
\omega(u, v)=\langle\mathscr{J} u, v\rangle_{E}, \quad \mathscr{J} u=i u .
\]

Now let us return to the linear symplectic flows. Suppose \(B\) is a self-adjoint operator on \(\mathscr{H}\), with domain \(\mathscr{D}(B)\). Then \(U_{t}=\exp (-i B t)\) is a strongly continuous one-parameter group of unitaries \({ }^{15}\). The corresponding Hille-Yosida generator is \(A=-i B\), with \(\mathscr{D}(A)=\mathscr{D}(B)\). Clearly, each \(U_{t}\) is a symplectic transformation on \(E\) with the symplectic form \(\omega\). We are therefore in the setting of Proposition 5.12 and
\[
H_{A}(u)=\frac{1}{2}\langle u, B u\rangle .
\]

It turns out that in the applications we have in mind, the one parameter subgroups of the symmetry group \(G\) act with such unitary groups on the relevant Hilbert space \(\mathscr{H}\). But within this framework, as we pointed out above, the \(U_{t}\) are NOT Hamiltonian flows. To remedy this situation, one can, and we will, proceed along the following lines. First remark that the function \(H_{A}\) above is \(C^{1}\) if we view it as a function on the Banach space \(E_{B}\) obtained by considering on \(\mathscr{D}\left(|B|^{1 / 2}\right)\) the graph norm. And that the flow \(U_{t}\) is strongly differentiable on \(\mathscr{D}:=\mathscr{D}\left(|B|^{3 / 2}\right)\), viewed as a subset of \(E_{B}\). So now we are in the setting of Definition 5.6, and \(U_{t}\) is a Hamiltonian flow on \(E_{B}\), on which \(\mathscr{J}\) still defines a weak symplector. The trouble with this reformulation so far is that now the Banach space \(E_{B}\) and the domain \(\mathscr{D}\) depend on \(B\). If the symmetry group is multi-dimensional, it will have several generators, and we need a common domain and Banach space on which to realize them all as Hamiltonian flows. We will see several examples where this formalism is implemented.

In practice, very often, \(\mathscr{H}=\mathscr{K}^{\mathbb{C}}=\mathscr{K} \oplus i \mathscr{K}\), where \(\mathscr{K}\) is a real Hilbert space. One has \(u=q+i p \in \mathscr{H}\) with \(q, p \in \mathscr{K}\). Then, clearly \(E=\mathscr{K} \times \mathscr{K}\) with its natural Hilbert space structure. Moreover, identifying \(u \in \mathscr{H}\) with \((q, p) \in \mathscr{K} \times \mathscr{K}\), clearly \(\mathscr{J}(q, p)=(-p, q)\) and we are back to the examples of symplectors given in Section 5.1.

\subsection*{5.5. Hamiltonian PDE's: examples}

In this section we give some examples of PDE's generating Hamiltonian flows in the sense of Definition 5.6.

Let \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right), \mathscr{D}=H^{3}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) and consider the nonlinear Schrödinger equation
\[
\left\{\begin{array}{l}
i \partial_{t} u(t, x)+\Delta u(t, x)+\lambda|u(t, x)|^{\sigma-1} u(t, x)=0  \tag{5.17}\\
u(0, x)=u_{0}(x)
\end{array}\right.
\]
introduced in Section 2.4, defined on \(\mathbb{R}^{d}, d=1,2,3\). For \(d=1\), suppose that \(3 \leq \sigma<+\infty\) in the defocusing case and \(3 \leq \sigma<5\) in the focusing case. In dimension \(d=2,3\), consider only the defocusing case and assume \(3 \leq \sigma<1+\frac{4}{d-2}\). Let \(\Phi_{t}^{X}: E \rightarrow E\) be the global flow

\footnotetext{
\({ }^{15}\) By Stone's theorem, every strongly continuous one parameter group of unitaries is of this form.
}
defined in (2.35). Recall that the existence of \(\Phi_{t}^{X}\) is ensured by Theorem 2.5 and, thanks to Theorem 2.6, \(\Phi_{t}^{X}(\mathscr{D})=\mathscr{D}\) for all \(t \in \mathbb{R}\).

Our purpose is to show that Equation (5.17) is the Hamiltonian differential equation associated to the function \(H\) defined by (2.32) and \(\Phi_{t}^{X}=\Phi_{t}^{H}\) for all \(t \in \mathbb{R}\).

As explained in the end of Section 5.4 , we usually identify \(u=q+i p \in H^{s}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) with \((q, p) \in H^{s}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{s}\left(\mathbb{R}^{d}, \mathbb{R}\right)\) for all \(s \in \mathbb{R}\). Hence, let \((E, \mathscr{D}, \mathscr{J})\) be the symplectic Banach triple given by
\[
\begin{aligned}
& E=H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
& \mathscr{D}=H^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
& \mathscr{J}(q, p)=(-p, q), \forall(q, p) \in E
\end{aligned}
\]

Clearly \(\mathscr{J} u=i u\) and \(\mathscr{R}_{\mathscr{J}}=E \subset E^{*}\). Now consider
\[
H(q, p)=\frac{1}{2}\left(\|\nabla q\|_{L^{2}}^{2}+\|\nabla p\|_{L^{2}}^{2}\right)-\frac{\lambda}{\sigma+1} \int_{\mathbb{R}^{d}}\left(|q|^{2}+|p|^{2}\right)^{\frac{\sigma+1}{2}}
\]
and remark that if we write \(u=q+i p\) with \((q, p) \in E, H(u)=H(q, p)\) is exactly the energy defined in (2.32). A straightforward calculation, using the Sobolev embedding theorem, shows that \(H \in C^{2}(E, \mathbb{R})\). In particular,
\[
D_{(q, p)} H=(-\Delta q,-\Delta p)-\lambda\left(|q|^{2}+|p|^{2}\right)^{\frac{\sigma-1}{2}}(q, p) \in E^{*}
\]
which can be written as
\[
D_{u} H=-\Delta u-\lambda|u|^{\sigma-1} u
\]
in terms of \(u=q+i p\). Next, using the fact that the Sobolev space \(H^{3}\left(\mathbb{R}^{d}\right)\) is an algebra for \(d=1,2,3\), we have \(D H(\mathscr{D}) \subset \mathscr{R}_{\mathscr{J}}\) so that \(H\) has a \(\mathscr{J}\)-compatible derivative on \(\mathscr{D}\).

Moreover, the curve \((q(t), p(t))=\Phi_{t}^{X}(q, p)\) is the unique solution to
\[
\mathscr{J}(\dot{q}(t), \dot{p}(t))=(-\Delta q,-\Delta p)-\lambda\left(|q|^{2}+|p|^{2}\right)^{\frac{\sigma-1}{2}}(q, p)=D_{(q(t), p(t))} H
\]
that is Equation (5.5). As a consequence, \(\Phi^{X}\) is a Hamiltonian flow for \(H\) in the sense of Definition 5.6, \(\Phi_{t}^{X}=\Phi_{t}^{H}\) and the nonlinear Schrödinger equation (5.17) is a Hamiltonian differential equation.

In Section 2.4, we prove directly from the equation that \(G=\operatorname{SO}(d) \times \mathbb{R}^{d} \times \mathbb{R}\) with the action defined by (2.36) is an invariance group for the dynamics. In general, the action of this group is not globally Hamiltonian. Nevertheless, let us consider the subgroup \(\tilde{G}=\) \(\mathbb{R}^{d} \times \mathbb{R}\) and the restricted action
\[
\begin{align*}
& \Phi: \tilde{G} \times E \rightarrow E \\
& \quad(a, \gamma, u) \rightarrow \Phi_{a, \gamma}(u)=e^{i \gamma} u(x-a) \tag{5.18}
\end{align*}
\]

For all \(g \in \tilde{G}, \Phi_{g} \in C^{1}(E, E)\) is symplectic, \(\Phi_{g}(\mathscr{D})=\mathscr{D}\) and for all
\[
\xi=\left(\xi_{1}, \ldots, \xi_{d}, \xi_{d+1}\right) \in \mathfrak{g}
\]
point (iii) of Definition 5.10 is satisfied by taking \(F_{\xi_{j}}=\xi_{j} F_{j}\) with
\[
\begin{align*}
& F_{j}(u)=-\frac{i}{2} \int_{\mathbb{R}^{d}} \bar{u}(x) \partial_{x_{j}} u(x) \mathrm{d} x \forall j=1, \ldots, d  \tag{5.19}\\
& F_{d+1}(u)=-\frac{1}{2} \int_{\mathbb{R}^{d}} \bar{u}(x) u(x) \mathrm{d} x \tag{5.20}
\end{align*}
\]

As a consequence the action \(\Phi\) of \(\tilde{G}\) on \(E\) is globally Hamiltonian. Moreover, in Section 2.4, we showed that \(H \circ \Phi_{g}=H\), hence we may apply Theorem 5.11 and conclude that \(F_{\xi_{j}} \circ \Phi_{t}^{H}=F_{\xi_{j}}\) that means that each \(F_{j}\) is a constant of the motion.

Finally we show that the action \(\Phi:(R, u) \in G \times E \rightarrow \Phi_{R}(u)=u\left(R^{-1} x\right) \in E\) of \(G=\) \(\mathrm{SO}(d)\) on \(E\) is not globally Hamiltonian. For simplicity, let us consider \(d=2\) and let us identify a matrix \(\xi \in \operatorname{so}(2)\) with \(\xi \in \mathbb{R}\)
\[
\xi=\left(\begin{array}{cc}
0 & \xi \\
-\xi & 0
\end{array}\right)
\]

Then for each \(\xi \in \mathbb{R}, \Phi_{\exp (t \xi)}=\Phi_{t}^{F_{\xi}}\) with \(F_{\xi}=\xi F\) and
\[
F(u)=-\frac{i}{2} \int_{\mathbb{R}^{d}}\left(x_{1} \partial_{x_{2}}-x_{2} \partial_{x_{1}}\right) u(x) \bar{u}(x) \mathrm{d} x .
\]

The issue is that \(F\) is not even well-defined on the Banach space \(H^{1}\left(\mathbb{R}^{2}\right)\) !
Finally, let us remark that if we choose \(\mathscr{D}=H^{2}\left(\mathbb{R}^{d}\right) \times H^{2}\left(\mathbb{R}^{d}\right)\), then \(D H(\mathscr{D}) \subset L^{2}\left(\mathbb{R}^{d}\right) \times\) \(L^{2}\left(\mathbb{R}^{d}\right) \not \subset \mathscr{R}_{\mathscr{J}}=H^{1}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right)\) and \(H\) does not have a \(\mathscr{J}\)-compatible derivative for this new choice of \(\mathscr{D}\). In the same way, if we take \(E=L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right)\) and \(\mathscr{D}=\) \(H^{1}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right)\), the same function \(H\) is not even continuous.

Next, let \((E, \mathscr{D}, \mathscr{J})\) be the symplectic Banach triple given
\[
\begin{aligned}
& E=H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right), \\
& \mathscr{D}=H^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right), \\
& \mathscr{J}(q, p)=(-p, q), \forall(q, p) \in E .
\end{aligned}
\]
and consider the nonlinear wave equation
\[
\left\{\begin{array}{l}
\partial_{t t}^{2} u(t, x)-\Delta u(t, x)+\lambda|u(t, x)|^{\sigma-1} u(t, x)=0  \tag{5.21}\\
u(0, x)=u_{0}(x), \partial_{t} u(0, x)=u_{1}(x)
\end{array}\right.
\]
introduced in Section 2.6, defined on \(\mathbb{R}^{d}, d=1,2,3\). Suppose \(\lambda>0\) and \(\sigma\) an odd integer such that \(3 \leq \sigma<+\infty\) in dimension \(d=1\) and \(3 \leq \sigma<1+\frac{4}{d-2}\) for \(d=2,3\). Let \(\Phi_{t}^{X}\) : \(E \rightarrow E\) the global flow defined in (2.53). Thanks to the persistence of regularity, we have \(\Phi_{t}^{X}(\mathscr{D})=\mathscr{D}\) for all \(t \in \mathbb{R}\) (see Section 2.6).

As before, our purpose is to show that Equation (5.21) is the Hamiltonian differential equation associated to the function \(H\) defined by (2.52) and \(\Phi_{t}^{X}=\Phi_{t}^{H}\) for all \(t \in \mathbb{R}\).

First of all, note that \(\mathscr{R}_{\mathscr{J}}=L^{2}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right) \subset E^{*}=H^{-1}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right)\). Next, consider
\[
H(q, p)=\frac{1}{2}\left(\|\nabla q\|_{L^{2}}^{2}+\|p\|_{L^{2}}^{2}\right)+\frac{\lambda}{\sigma+1} \int_{\mathbb{R}^{d}}(|q|)^{\sigma+1}
\]
and remark that if we write \(q=u\) and \(p=\partial_{t} u\) with \((q, p) \in E, H(u)=H(q, p)\) is exactly the energy defined in (2.52). As for the nonlinear Schrödinger equation, a straightforward calculation, using the Sobolev embedding theorem, shows that \(H \in C^{2}(E, \mathbb{R})\). In particular,
\[
D_{(q, p)} H=\left(-\Delta q+\lambda|q|^{\sigma-1} q, p\right) \in E^{*}
\]

Next, using the fact that the Sobolev space \(H^{2}\left(\mathbb{R}^{d}\right)\) is an algebra for \(d=1,2,3\), we have \(D H(\mathscr{D}) \subset \mathscr{R}_{\mathscr{J}}\) so that \(H\) has a \(\mathscr{J}\)-compatible derivative on \(\mathscr{D}\).

Moreover, the curve \(\left(u(t), \partial_{t} u(t)\right)=\Phi_{t}^{X}\left(u(0), \partial_{t} u(0)\right)\) is the unique solution to (5.21). As a consequence, using \(u=q\) and \(\partial_{t} u=p\), we have that \((q(t), p(t))=\Phi_{t}^{X}(q, p)\) is the unique solution to
\[
\mathscr{J}(\dot{q}(t), \dot{p}(t))=\left(-\Delta q+\lambda|q|^{\sigma-1} q, p\right)=D_{(q(t), p(t))} H
\]
that is, Equation (5.5). Finally, if \((q, p) \in \mathscr{D}\), the curve \(t \rightarrow \Phi_{t}^{H}(q, p) \in C(\mathbb{R}, \mathscr{D}) \cap C^{1}(\mathbb{R}, E)\). As a consequence, \(\Phi^{X}\) is a Hamiltonian flow for \(H\) in the sense of Definition 5.6, \(\Phi_{t}^{X}=\Phi_{t}^{H}\) and the nonlinear wave equation (5.21) is a Hamiltonian differential equation.

\section*{6. IDENTIFYING RELATIVE EQUILIBRIA}

We now dispose of the necessary tools that will allow us to characterize the relative equilibria of Hamiltonian systems with symmetry and that will yield the candidate Lyapunov function to study their stability. Before stating the main result (Theorem 6.1), we recall some of the terminology used below, but refer to the appendices for details. First, for \(\mu \in \mathfrak{g}^{*}\), we have (see (A.2.12)),
\[
G_{\mu}=\left\{g \in G \mid \operatorname{Ad}_{g}^{*} \mu=\mu\right\} ;
\]
\(\mathfrak{g}, \mathfrak{g}_{\mu}\) are the Lie algebras of \(G\) and \(G_{\mu}\) respectively, and \(\mathfrak{g}^{*}, \mathfrak{g}_{\mu}^{*}\) their duals. We always identify \(\mathfrak{g}^{*}\) with \(\mathbb{R}^{m}\) (see (A.2.13)). Hence, if \(\Phi\) is a globally Hamiltonian action, we think of its momentum map as a map \(F: E \rightarrow \mathbb{R}^{m}\) and define, for all \(\mu \in \mathbb{R}^{m}\),
\[
\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\} .
\]

We then know from Proposition A.3.11 that \(G_{\mu}=G_{\Sigma_{\mu}}\) provided the momentum map is \(\mathrm{Ad}^{*}\)-equivariant.

Theorem 6.1. Let \((E, \mathscr{D}, \mathscr{J})\) be a symplectic Banach triple. Let \(H \in C^{1}(E, \mathbb{R}) \cap \operatorname{Dif}(\mathscr{D}, \mathscr{J})\) and suppose \(H\) has a Hamiltonian flow \(\Phi_{t}^{H}\). Let furthermore \(G\) be a Lie group, and \(\Phi\) a globally Hamiltonian action on \(E\) with \(A d^{*}\)-equivariant momentum map \(F\). Suppose that,
\[
\begin{equation*}
\forall g \in G, \quad H \circ \Phi_{g}=H \tag{6.1}
\end{equation*}
\]
eq:HGinv
(i) Then \(G\) is an invariance group for \(\Phi_{t}^{H}\).
(ii) Let \(u \in E\) and let \(\mu=F(u) \in \mathbb{R}^{m} \simeq \mathfrak{g}^{*}\). Consider the following statements:
(1) \(u\) is a relative \(G\)-equilibrium.
(2) \(u\) is a relative \(G_{\mu}\)-equilibrium.
(3) There exists \(\xi \in \mathfrak{g}_{\mu}\) so that, for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\Phi_{t}^{H}(u)=\Phi_{\exp (t \xi)}(u) . \tag{6.2}
\end{equation*}
\]
(4) There exists \(\xi \in \mathfrak{g}_{\mu}\) so that
\[
\begin{equation*}
D_{u} H-\xi \cdot D_{u} F=0 \tag{6.3}
\end{equation*}
\]
(5) There exists \(\xi \in \mathfrak{g}\) so that
\[
\begin{equation*}
D_{u} H-\xi \cdot D_{u} F=0 \tag{6.4}
\end{equation*}
\]
eq:findrelequibis

Then \((1) \Leftrightarrow(2) \Leftarrow(3)\).
If \(u \in \mathscr{D}\), then \((1) \Leftrightarrow(2) \Leftarrow(3) \Leftrightarrow(4) \Leftrightarrow(5)\).
If in addition, \(\mu\) is a regular value of \(F\) (See Definition A.1.3), then
\((1) \Leftrightarrow(2) \Leftarrow(3) \Leftrightarrow(4) \Leftrightarrow(5) \Leftrightarrow(6)\), where (6) is the statement:
(6) \(u\) is a critical point of \(H_{\mu}\) on \(\Sigma_{\mu}\), where \(H_{\mu}=\left.H\right|_{\Sigma_{\mu}}\).

In addition, \(\xi\) is then unique.

That (1) is equivalent to (2) is a particular feature of Hamiltonian systems. In fact, its statement makes no sense outside of the Hamiltonian setting. It implies that, if \(u\) is a \(G\) relative equilibrium, it is automatically a relative equilibrium for the smaller group \(G_{\mu}\). So the relevant invariance group depends on the point \(u\) through the value \(\mu=F(u)\) of the constants of the motion at \(u\). This is important since, as we will see in Section 7, one then ends up showing \(u\) is \(G_{\mu}\)-orbitally stable, which is a stronger result than \(G\)-orbital stability. We already saw examples of this mechanism in Section 4. The proof of the equivalence between (1) and (2), although very simple, uses the subtle relations between constants of the motion and symmetries for Hamiltonian systems explained in the previous section.

For our purposes, the most interesting information obtained in this result is the observation that if \(u \in \mathscr{D}\) satisfies (6.3), sometimes referred to in the PDE literature as "the stationary equation", then it is a relative equilibrium. And that, if \(\mu\) is a regular value of \(F\), those solutions are precisely the critical values of \(H_{\mu}\). This means that, given a Hamiltonian system with symmetries, one can find relative equilibria by looking for critical points of the Hamiltonian \(H\) restricted to the surfaces \(\Sigma_{\mu}\). In practice, this can be done concretely by solving (6.4), which in applications to Hamiltonian PDE's often takes the form of a stationary PDE in which \(\xi\) is treated as a (vector valued) parameter. Examples are given in the following sections. See also Section 4 for examples in finite dimension.

One immediately suspects that the Lagrange theory of multipliers for the study of constrained extrema should be of relevance here. This is indeed the case: introducing, on \(E\), the Lagrange function
\[
\begin{equation*}
\forall v \in E, \quad \mathscr{L}(v)=H(v)-\xi \cdot F(v), \tag{6.5}
\end{equation*}
\]

\footnotetext{
eq:lagfunction
}
one sees that (6.4) expresses the vanishing of its first variation at \(u: D_{u} \mathscr{L}=0\). Here, \(\xi \in \mathfrak{g} \simeq \mathbb{R}^{m}\) plays the role of a Lagrange multiplier. From the experience gained with the examples given so far, one suspects that, to show \(u\) is a stable relative equilibrium, one could try proceeding in two steps. First, show \(u\) is not just a critical point, but actually a local minimum of \(H_{\mu}\) by studying the second variation of the Lagrange function \(\mathscr{L}\) on \(\Sigma_{\mu}\). Next, use the Lagrange function as Lyapunov function in the proof of stability. Indeed, \(u \in \Sigma_{\mu}\) is a local minimum of \(H_{\mu}\) if and only if
\[
\exists \rho>0, \forall v \in \Sigma_{\mu}, \quad \mathrm{d}(v, u) \leq \rho \Rightarrow H_{\mu}(v)-H_{\mu}(u) \geq 0,
\]
which is equivalent to
\[
\exists \rho>0, \forall v \in \Sigma_{\mu}, \quad \mathrm{d}(v, u) \leq \rho \Rightarrow \mathscr{L}(v)-\mathscr{L}(u) \geq 0
\]
since \(F\) is constant on \(\Sigma_{\mu}\). This is clearly the strategy used in the proofs of Section 4. We will see in Section 7 how to implement it in a general setting and give examples from the nonlinear Schrödinger equation in Sections 8 and 9. This is the approach that goes by the name of energy-momentum method.

Proof. (i) This is an immediate consequence of Theorem 5.11 (iii).
(ii) (1) \(\Leftrightarrow\) (2). If \(u\) is a relative \(G\)-equilibrium, then there exists, for each \(t \in \mathbb{R}, g(t) \in G\) so that \(\Phi_{t}^{H}(u)=\Phi_{g(t)}(u)\). Since \(u \in \Sigma_{\mu}\), so is \(\Phi_{t}^{H}(u)\), since \(F\) is a constant of the motion for \(H\), by Theorem 5.11 (ii). Hence
\[
\mu=F(u)=F\left(\Phi_{t}^{H}(u)\right)=F\left(\Phi_{g(t)}(u)\right)=\mathrm{Ad}_{g(t)}^{*} \mu
\]

It follows that \(g(t) \in G_{\mu}\), which concludes the argument. The reverse implication is obvious.
\((3) \Rightarrow(2)\). Obvious from the definition.
Now suppose \(u \in \mathscr{D}\).
(3) \(\Leftrightarrow\) (4). Suppose (3) holds. Since \(u \in \mathscr{D}\), this implies that \(\mathscr{J}^{-1} D_{u} H=\) \(\mathscr{J}^{-1} D_{u}(\xi \cdot F)\), which implies (4). Now suppose (4) holds. Since \(u \in \mathscr{D}\) and since \(H \circ \Phi_{t}^{H}=H\) and \(F_{\xi} \circ \Phi_{t}^{H}=F_{\xi}\) by Theorem 5.11 (ii), we have, for all \(t \in \mathbb{R}\),
\[
D_{\Phi_{t}^{H}(u)} H D_{u} \Phi_{t}^{H}=D_{u} H, \quad D_{\Phi_{t}^{H}(u)}(\xi \cdot F) D_{u} \Phi_{t}^{H}=D_{u}(\xi \cdot F) .
\]

Writing \(u(t)=\Phi_{t}^{H}(u)\), this yields \(D_{u(t)} H=D_{u(t)}(\xi \cdot F)\) so that \(\mathscr{J} \dot{u}(t)=D_{u(t)}(\xi\). \(F)\), which shows \(t \rightarrow u(t)\) is a flow line of the Hamiltonian \(\xi \cdot F\), with initial condition \(u\). Since the latter is unique, we find \(u(t)=\Phi_{t}^{\xi \cdot F}(u)\), which concludes the argument since \(\Phi_{t}^{\xi \cdot F}=\Phi_{\exp (t \xi)}\) (See Definition 5.10 (iii)).
(4) \(\Leftrightarrow\) (5). We only need to establish that (5) implies (4). As above, (5) implies \(u(t)=\Phi_{\exp (t \xi)}\). Hence
\[
\operatorname{Ad}_{\exp (t \xi)}^{*} \mu=\operatorname{Ad}_{\exp (t \xi)}^{*} F(u)=\left(F \circ \Phi_{\exp (t \xi)}\right)(u)=F(u(t))=F(u)=\mu,
\]
since \(F_{i} \circ \Phi_{t}^{H}=F_{i}\). Hence \(\xi \in \mathfrak{g}_{\mu}\).
Now suppose in addition \(\mu\) is a regular value of \(F\).
(4) \(\Leftrightarrow(6)\). We remark that, since \(\mu\) is a regular value of \(F, \Sigma_{\mu}\) is a co-dimension \(m\) submanifold of \(E\) and (see (A.1.6))
\[
T_{u} \Sigma_{\mu}=\left\{v \in E \mid D_{u} F(v)=0\right\} .
\]

Hence clearly (4) implies (6). Conversely, suppose \(D_{u} H\) vanishes on \(T_{u} \Sigma_{\mu}\). Since \(\mu\) is a regular value of \(F\), we know that \(D_{u} F\) is onto \(\mathbb{R}^{m}\). Let \(W\) be a subspace of \(E\) complementary to \(T_{u} \Sigma\), so that \(E=T_{u} \Sigma \oplus W\). It follows \(\operatorname{dim} W=m\) and that the \(m\) one-forms \(D_{u} F_{i} \in W^{*}, i=1, \ldots m\) form a basis of \(W^{*}\). Consequently, the restriction of \(D_{u} H\) to \(W\) can be written uniquely as \(D_{u} H=\sum_{i=1}^{m} \xi_{i} D_{u} F_{i}=D_{u}(\xi \cdot F)\). Since both sides vanish on \(T_{u} \Sigma_{\mu}\), (4) follows.

We conclude this section with two technical remarks that can be skipped in a first reading.

Remark 6.2. First, we have seen that (3) implies (2). Under suitable technical conditions, the reverse is also true. This can be understood as follows. If \(u \in \mathscr{D}\) is a \(G_{\mu}\)-relative equilibrium then, for all \(t \in \mathbb{R}\), there exists \(g(t) \in G_{\mu}\) so that \(u(t)=\Phi_{t}^{H} u=\Phi_{g(t)} u\). So the curve
\[
t \in \mathbb{R} \rightarrow \Phi_{t}^{H}(u) \in G_{\mu} u:=\left\{\Phi_{g}(u) \mid g \in G_{\mu}\right\} \subset E
\]
is a smooth curve on the group orbit \(G_{\mu} u\). Under appropriate topological conditionson \(G_{\mu}\) and \(G_{u}\) (defined in (2.7)), and if the action \(\Phi\) of the group \(G_{\mu}\) is sufficiently smooth \({ }^{16}\), this orbit is an immersed submanifold of \(\Sigma_{\mu}\) that can be identified with the homogeneous space \(G_{\mu} / G_{u}\), and its tangent space at \(u\) is therefore
\[
T_{u}\left(G_{\mu} u\right)=\left\{X_{F_{\xi}}(u) \mid \xi \in \mathfrak{g}_{\mu}\right\} .
\]

We recall that \(X_{F_{\xi}}\) is the Hamiltonian vector field associated to the function \(F_{\xi}=\xi \cdot F\). Since \(X_{H}(u)=\frac{\mathrm{d}}{\mathrm{d} t} \Phi_{t}^{H}(u)_{\mid t=0} \in T_{u}\left(G_{\mu} u\right)\), it follows that there exists \(\xi \in \mathfrak{g}_{\mu}\) so that
\[
X_{H}(u)=X_{\xi \cdot F}(u),
\]
which is equivalent to (6.3) and therefore implies (3). We refer to [AM78, LM87] for the detailed argument, in the finite dimensional setting. We shall not have a need for the

\footnotetext{
\({ }^{16}\) See for example Section 4 of [AM78], and in particular Corollary 4.1.22.
}
implication \((2) \Rightarrow(3)\), but will point out that, "morally", there is a one-one relationship between the critical points of \(H_{\mu}\) and the relative equilibria of the Hamiltonian flow \(\Phi_{t}^{H}\).

Remark 6.3. Second, what is the role of the condition that \(\mu\) be a regular value of \(F\) ? This has several consequences. First, it guarantees that \(\Sigma_{\mu}\) is a co-dimension \(m\) submanifold of \(E\) and that \(T_{u} \Sigma_{\mu}=\operatorname{Ker} D_{u} F\). This is convenient in the further stability analysis, as we will see. Second, if \(u \in \mathscr{D}\) and \(\operatorname{Rank} D_{u} F=m\), then \(\xi \in \mathbb{R}^{m} \simeq \mathfrak{g} \rightarrow \Phi_{1}^{\xi \cdot F}(u) \in \mathscr{O}_{u}=\) \(G u \subset E\) is a local immersion and the action is locally free, meaning that the isotropy group \(G_{u}\) of \(u\) is discrete. Hence \(\xi \in \mathfrak{g}_{\mu} \rightarrow \Phi_{1}^{\xi \cdot F}(u) \in \mathscr{O}_{u} \cap \Sigma_{\mu}=G_{\mu} u \subset E\) is also a local immersion. This observation will be used in Lemma 7.9 in the next section. If \(\mu\) is not regular, various additional technical difficulties arise in the stability analysis of the next section, even in finite dimensional settings, where they have been studied in [LS98, MRO11]. As an example of such a singular value \(\mu\), consider the action of \(\operatorname{SO}(3)\) on \(\mathbb{R}^{6}\) introduced in Section 2.3, on the level set \(L(u)=\mu=0\). The corresponding isotropy group \(G_{\mu}\) is \(\mathrm{SO}(3)\) itself in that case. Its action is not locally free, since \(G_{u}\), for \(u=(q, p)\), with \(q\) and \(p\) parallel, is the copy of \(\mathrm{SO}(2)\) given by the rotations about the common axis of \(q\) and \(p\). We will see another example of such a situation when treating the nonlinear Schrödinger equation on the torus in Section 8. In both these cases, the ensuing complication is easily dealt with on an ad hoc basis.

\section*{7. Orbital stability: An ABSTRACT PROOF}

\subsection*{7.1. Introduction: strategy}

We have seen that in many situations the relative equilibria of Hamiltonian systems with symmetry are precisely the critical points of the restriction \(H_{\mu}\) of the Hamiltonian \(H\) to a level surface \(\Sigma_{\mu}\), for some \(\mu \in \mathfrak{g}^{*}\), of the constants of the motion \(F\) associated to the symmetry group via the Noether Theorem. This at once explains why they tend to come in families \(u_{\mu}\), indexed by \(\mu\) in some open subset of \(\mathfrak{g}^{*} \simeq \mathbb{R}^{m}\). Indeed, considering equation (6.4), it is natural to think of it as an equation in which both \(\xi\) and \(u\) are unknown. And so, under suitable circumstances, one can hope to find a family of solutions \(u_{\xi}\) of (6.4) by letting \(\xi\) run through some neighbourhood inside \(\mathfrak{g}\). Typically, as \(\xi\) changes, so does \(\mu_{\xi}=F\left(u_{\xi}\right) \in \mathfrak{g}^{*}\). Depending on the situation, it may be more convenient to label the solutions by \(\mu_{\xi}\) than by \(\xi \in \mathfrak{g}\). In these notes, we use mostly \(\mu\) as a parameter, except in Section 9 where \(\xi\) is used. The question of the existence of such families of relative equilibria - a problem related to bifurcation theory - is studied, in the finite dimensional setting, in [Mon97] and [LS98]. We already saw several examples of this phenomenon and more will be provided in Sections 8 and 9.

It remains to see how one can prove the orbital stability of those relative equilibria. The basic intuition is that - modulo technical problems - they should be stable if they are not just critical points, but actually local minima of \(H_{\mu}\). To understand the origin of this intuition, recall that, if \(u_{\mu} \in \Sigma_{\mu}\) is a relative equilibrium of the Hamiltonian dynamics \(\Phi_{t}^{H}\), then the orbit \(G_{\mu} u=\left\{\Phi_{g}(u) \mid g \in G_{\mu}\right\}\) of \(G_{\mu}\), viewed as an element of the orbit space \(\Sigma_{\mu} / G_{\mu}\), is a fixed point of the reduced dynamics. And, since \(H_{\mu}\) is invariant under the action of \(G_{\mu}\), it can be viewed as a function on this orbit space. If \(H_{\mu}\) has a local minimum at \(u_{\mu}\), it thus has a local minimum at the orbit \(G_{\mu} u \in \Sigma_{\mu} / G_{\mu}\). Finally, since \(H_{\mu}\) is a constant of the motion for the reduced dynamics, we are precisely in the situation described in the introduction: \(G_{\mu} u\) is a fixed point of the reduced dynamics, and \(H_{\mu}\) is a constant of the motion for which \(G_{\mu} u\) is a minimum. We can therefore hope to use the Lyapunov method
to prove the stability of \(G_{\mu} u\). To do so, it would suffice to prove a coercive estimate of the type (1.2) for \(H_{\mu}\) on \(\Sigma_{\mu} / G_{\mu}\).

There are two obvious problems one has to face when trying to implement this strategy. First, even if one executes this program, one will have proven only that \(u_{\mu}\) is orbitally stable with respect to perturbations \(v\) of \(u_{\mu}\) with \(v \in \Sigma_{\mu}\). But one would like to prove this is true for arbitrary perturbations \(v \in E\). Second, it is difficult to work on the abstract quotient space \(\Sigma_{\mu} / G_{\mu}\), which, even in finite dimensional systems, but particularly in infinite dimensional ones, may not have a nice topological or differentiable structure, so that analytical tools to prove estimates are not readily available. To deal with both these problems, the idea is to use the theory of constraint minimization and Lagrange multipliers. This has the obvious advantage that one can work in the ambient space \(E\), which has the added redeeming feature of being linear. As already outlined in the dicussion following Theorem 6.1, it turns out that it is the Lagrange function
\[
\mathscr{L}_{\mu}=H-\xi_{\mu} \cdot F
\]
associated to the relative equilibrium \(u_{\mu}\) (see (6.5)) that plays the role of Lyapunov function in the proofs. In practice, one uses a Taylor expansion to second order of \(\mathscr{L}_{\mu}\) about points on the orbit \(G_{\mu} u\) and controls the second derivative of \(\mathscr{L}_{\mu}\) to prove it is a minimum; this in turn gives the necessary coercivity to conclude stability. The reader will have noticed that the above strategy was worked out in all detail in the simple example of motion in a spherical potential presented in Section 4.

In this section, we will provide a detailed implementation of the above strategy in the following general setup. We refer to Section 2 for the definitions of the objects introduced below.

\section*{Hypothesis A}
(i) \(E\) is a Banach space and \(\mathscr{D}\) a domain in \(E\).
(ii) \(\Phi_{t}^{X}\) is a dynamical system on \(E\) with a vector field \(X: \mathscr{D} \rightarrow E\).
(iii) \(F \in C^{2}\left(E, \mathbb{R}^{m}\right)\) is a vector of constants of the motion for \(\Phi_{t}^{X}\) with level surfaces \(\Sigma_{\mu}, \mu \in \mathbb{R}^{m}\), as in (2.5).
(iv) \(\Phi_{t}^{X}\) admits an invariance group \(G\), with an action \(\Phi\) of \(G\) on \(E\).

Recall that if \(\mu\) is a regular value for \(F\) then \(\Sigma_{\mu}\) is a co-dimension \(m\) submanifold of \(E\). In this setting, we consider relative equilibria of the following type.

Let \(\mu \in \mathbb{R}^{m}\).

\section*{Hypothesis \(\mathbf{B} \mu\)}
(i) There exists \(u_{\mu} \in \Sigma_{\mu}\) which is a relative equilibrium of the dynamics for the group \(G_{\Sigma_{\mu}}=\left\{g \in G \mid \Phi_{g} \Sigma_{\mu}=\Sigma_{\mu}\right\}\).
(ii) There exists \(\mathscr{L}_{\mu} \in C(E, \mathbb{R})\) which is a \(G_{\Sigma_{\mu}}\) - invariant constant of the motion.
(iii) There exist \(\eta>0, c>0\) so that
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu}}, \forall u^{\prime} \in \Sigma_{\mu}, \quad \mathrm{d}\left(u, u^{\prime}\right) \leq \eta \Rightarrow \mathscr{L}_{\mu}\left(u^{\prime}\right)-\mathscr{L}_{\mu}(u) \geq c \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu}}\right) \tag{7.1}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathscr{O}_{u_{\mu}}=\Phi_{G_{\Sigma_{\mu}}}(u)=\left\{\Phi_{g}(u) \mid g \in G_{\Sigma_{\mu}}\right\} . \tag{7.2}
\end{equation*}
\]

> eq:coerciverestric
eq:muorbit
Under the above conditions, we say \(\mathscr{L}_{\mu}\) is a coercive Lyapunov function on \(\mathscr{O}_{u_{\mu}}\) along \(\Sigma_{\mu}\). If the \(G_{\Sigma_{\mu}}\)-action is isometric then it is enough to check (7.1) holds at one single point \(u \in \mathscr{O}_{u_{\mu}}\). It will then hold everywhere, with the same \(\eta, c\), as a result of the \(G_{\Sigma_{\mu}}\)-invariance of \(\mathscr{L}_{\mu}\). Isometric actions are common in applications and this is one of the places where
they provide a simplification. For what follows, the power 2 in the right hand side of (7.1) is of no consequence. One can generalize the definition by replacing the right hand side in (7.3) by \(f\left(\mathrm{~d}\left(u^{\prime}, \mathscr{O}_{u_{\mu}}\right)\right)\), for some function \(f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}, f(0)=0, f(d)>0\) if \(d>0\). In practice, as we will see below, one gets the lower bound in (7.1) from a Taylor expansion of \(\mathscr{L}\), so that the square appears naturally. We point out that condition (iii) in Hypothesis \(\mathrm{B} \mu\) implies (i). Indeed, if \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(u^{\prime}=u\left(t^{\prime}\right)\) for small enough \(t^{\prime}\), then (iii) implies that
\[
0=\mathscr{L}_{\mu_{*}}\left(u\left(t^{\prime}\right)\right)-\mathscr{L}_{\mu_{*}}(u) \geq c \mathrm{~d}^{2}\left(u\left(t^{\prime}\right), \mathscr{O}_{u_{\mu_{*}}}\right) .
\]

We have however found it convenient to keep this redundancy in the statement of the hypothesis.

We point out that Hypotheses A and \(\mathrm{B} \mu\) are formulated without imposing the dynamical system to be Hamiltonian. Nor do they impose any link between the symmetry group \(G\), the constants of the motion \(F\) and the Lyapunov function \(\mathscr{L}_{\mu}\). The first goal of this section is to formulate and prove very general abstract theorems establishing orbital stability under the above general assumptions and some extra technical conditions. The first such result, Theorem 7.1, is a general version of Proposition 4.1: it imposes a strong coercivity condition, but is nevertheless sometimes of use, as we will see in Section 8. Theorem 7.4 and Theorem 7.5 correspond essentially to the first two arguments proposed in the proof of Proposition 4.2. The proofs of these results are quite simple, as we shall see. These three results show that the essential ingredient in the proof of orbital stability is the coercivity condition in Hypothesis \(\mathrm{B} \mu\) (iii).

It therefore remains to understand how to find a Lyapunov function satisfying in particular Hypothesis \(\mathrm{B} \mu\) (iii). It is at this point that the Hamiltonian nature of the dynamical system plays an important role. We already saw in Section 6 that a candidate Lyapunov function arises naturally in that context. We will furthermore show in Proposition 7.7 how to obtain the coercivity condition Hypothesis \(\mathrm{B} \mu\) (iii) from a lower bound on the Hessian of the Lyapunov function, in the case of Hamiltonian systems with symmetry. Combining this with Theorem 7.4 and Theorem 7.5 then yields a complete proof of orbital stability.

We will end this section with Theorem 7.10 which provides a slightly different proof of orbital stability of relative equilibria in Hamiltonian systems, and which is a generalization of the third argument proposed in the proof of Proposition 4.2. The argument uses Proposition 7.7 again, but combines it with the construction of an "augmented" Lyapunov function.

In applications of the theory developed in this section, the work is therefore reduced to solving (6.4) to identify the relative equilibria, and to proving a suitable lower bound on the Hessian of the corresponding Lyapunov function. This usually involves non-trivial (spectral) analysis, as one may expect. Illustrative examples are presented in Sections 8 and 9.

In conclusion, the theorems of this section isolate the "soft analysis" part of the proof of orbital stability of relative equilibria from the more concrete and model dependent estimates needed to prove coercivity.

\subsection*{7.2. A simple case}

Before turning to the general results, we first formulate and prove a simple orbital stability result, under a stronger coercivity condition than (7.1).
thm:lyapmethod Theorem 7.1. Let Hypotheses \(A\) and \(B \mu_{*}(i)-(i i)\) for some \(\mu_{*} \in \mathbb{R}^{m}\) be satisfied. Let \(\mathscr{O}_{u_{\mu_{*}}}\) be as in (7.2). Suppose there exist \(\eta>0, c>0\) so that
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall v \in E, \quad \mathrm{~d}(v, u) \leq \eta \Rightarrow \mathscr{L}_{\mu_{*}}(v)-\mathscr{L}_{\mu_{*}}(u) \geq c \mathrm{~d}^{2}\left(v, \mathscr{O}_{u_{\mu_{*}}}\right) \tag{7.3}
\end{equation*}
\]

\section*{Then, all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) are orbitally stable \(G_{\Sigma_{\mu_{*}}}\)-relative equilibria.}

We refer to Definition 3.1 for the definition of orbital stability. Observe that in (7.3) the coercivity estimate is imposed for all perturbations \(v\) in \(E\), rather than only in \(\Sigma_{\mu}\), as in (7.1). So here we are assuming that the Lyapunov function reaches a local minimum at \(u\), when viewed as a function on \(E\), rather than only as a function on \(\Sigma_{\mu}\). This therefore constitutes a strengthening of Hypothesis \(\mathrm{B} \mu_{*}\) (iii).The theorem can be used to prove orbital stability in some cases: for the fixed points in the spherical potentials treated in Section 4.1, for example, this is how we proceeded. Similarly, to establish the stability of the plane waves for the nonlinear Schrödinger equation on a one-dimensional torus, this theorem will also be sufficient, as we will see in Section 8. But we have already noticed in Section 4 that the coercivity imposed in (7.3) may be too strong a condition: we saw it is not satisfied for the natural choice of Lyapunov function for the circular orbits of Section 4.2, for example. It is too strong also in many situations involving the stability of solitons or standing waves. An example is treated in Section 9.

The proof is very simple, and based on the usual argument by contradiction.
Proof. Suppose there exists a point \(u \in \mathscr{O}_{u_{\mu_{*}}}\) that is not orbitally stable. Then there exists \(\varepsilon_{0}>0\) and for all \(n \in \mathbb{N}^{*}\), there exists \(v_{n} \in E\) so that \(\mathrm{d}\left(v_{n}, u\right) \leq \frac{1}{n}\) and \(\exists t_{n} \in \mathbb{R}\) so that \(\mathrm{d}\left(v_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}\). We can suppose \(\varepsilon_{0}<\eta\). Then there exists \(\tilde{v}_{n} \in \mathscr{O}_{u_{\mu_{*}}}\) so that \(\mathrm{d}\left(v_{n}\left(t_{n}\right), \tilde{v}_{n}\right) \leq \eta\) and hence, since \(\mathscr{L}_{\mu_{*}}\) is both a constant of the motion and constant on \(\mathscr{O}_{u_{\mu_{*}}}\),
\[
\mathscr{L}_{\mu_{*}}\left(v_{n}\right)-\mathscr{L}_{\mu_{*}}(u)=\mathscr{L}_{\mu_{*}}\left(v_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}\left(\tilde{v}_{n}\right) \geq c \mathrm{~d}^{2}\left(v_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=c \varepsilon_{0}^{2}
\]

Since \(\mathscr{L}_{\mu_{*}}\) is continuous, the left hand side tends to zero when \(n \rightarrow+\infty\), which is a contradiction.

\subsection*{7.3. Coercivity implies stability I}

We now turn to the task of showing that Hypotheses A and \(\mathrm{B} \mu_{*}\) imply the \(G_{\Sigma_{\mu_{*}}}\)-orbital stability of \(u_{\mu_{*}}\). For our first result, we need the following hypothesis.

Hypothesis \(\mathbf{F}\) Let \(F: E \rightarrow \mathbb{R}^{m}\). Let \(\mu \in \mathbb{R}^{m}\). We say \(F\) satisfies Hypothesis F at \(\mu\) if, for any bounded sequence \(u_{n}\) in \(E\),
\[
\begin{equation*}
\lim _{n} F\left(u_{n}\right)=\mu \Rightarrow \mathrm{d}\left(u_{n}, \Sigma_{\mu}\right) \rightarrow 0 \tag{7.4}
\end{equation*}
\]
eq:hypothesisF

The following lemma gives sufficient conditions for this to be satisfied.
lem:hypF Lemma 7.2. (a) Suppose \(\operatorname{dim} E<+\infty\). Let \(F \in C\left(E, \mathbb{R}^{m}\right)\). Then \(F\) satisfies Hypothesis \(F\) for all \(\mu \in \mathbb{R}^{m}\).
(b) Suppose \(F \in C\left(E, \mathbb{R}^{m}\right)\) and that there exists \(C>0\) so that \(\left\{u \in E \mid F(u)^{2} \leq C^{2}\right\}\) is compact. Let \(\mu \in \mathbb{R}^{m}\) with \(\mu^{2}<C^{2}\). Then \(F\) satisfies Hypothesis \(F\) at \(\mu\).
(c) Let \(F: E \rightarrow \mathbb{R}\). Suppose that there exists \(k \in \mathbb{R}^{*}\) so that, \(\forall u \in \mathscr{D}\), for all \(\lambda \in \mathbb{R}^{*}\), \(F(\lambda u)=\lambda^{k} F(u)\). Suppose \(\mu \neq 0\). Then \(F\) satisfies Hypothesis \(F\) at \(\mu\).

Proof. (a) Suppose there exists \(\varepsilon_{0}>0\) and a bounded sequence \(u_{n}\) so that \(F\left(u_{n}\right) \rightarrow \mu\), but \(\mathrm{d}\left(u_{n}, \Sigma_{\mu}\right) \geq \varepsilon_{0}\). Then the boundedness of the sequence implies the existence of a convergent subsequence \(u_{n_{k}} \rightarrow v \in E\). By continuity of \(F\), it follows that \(F(v)=\mu\) so that \(v \in \Sigma_{\mu}\). So \(\mathrm{d}\left(u_{n_{k}}, \Sigma_{\mu}\right) \rightarrow 0\). This is a contradiction.
(b) The proof is similar to the one in (a).
(c) Let \(\left(u_{n}\right)_{n}\) be a bounded sequence satisfying \(F\left(u_{n}\right) \rightarrow \mu \neq 0\). Then, for large enough \(n\) one has \(\mu / F\left(u_{n}\right)>0\) and we can define \(v_{n}=\left(\frac{\mu}{F\left(u_{n}\right)}\right)^{1 / k} u_{n}\). Then \(F\left(v_{n}\right)=\mu\). Clearly \(\left\|v_{n}-u_{n}\right\| \rightarrow 0\) so that \(\mathrm{d}\left(u_{n}, \Sigma_{\mu}\right) \rightarrow 0\).

Remark 7.3. (i) The boundedness of the sequence is important, even in finite dimension. Indeed, consider on \(\mathbb{R}^{2}\) the function \(F(x, y)=\frac{y^{2}}{1+x^{4}}, \mu=0\) and remark that \(F(x, x) \rightarrow 0\) as \(x \rightarrow+\infty\).
(ii) Condition (c) can be used for linear actions of one-parameter groups on a Hilbert space \((E,\langle\cdot, \cdot\rangle)\), which have a quadratic hamiltonian of the type
\[
F(u)=\frac{1}{2}\langle u, B u\rangle,
\]
such as in (5.19).
Theorem 7.4. Suppose Hypotheses \(A\) and \(B \mu_{*}\) (Section 7.1) are satisfied for some \(\mu_{*} \in\) \(\mathbb{R}^{m}\). Then
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall \varepsilon>0, \exists \delta>0,\left(\forall u^{\prime} \in \Sigma_{\mu_{*}}, \mathrm{~d}\left(u^{\prime}, u\right) \leq \delta \Rightarrow \sup _{t \in \mathbb{R}}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu_{*}}}\right) \leq \varepsilon\right) \tag{7.5}
\end{equation*}
\]

If in addition,
(i) \(\mathscr{L}_{\mu_{*}}\) is uniformly continuous on bounded sets,
(ii) \(\mathscr{O}_{u_{\mu_{*}}}\) is bounded,
(iii) \(F: E \rightarrow \mathbb{R}^{m}\) satisfies Hypothesis \(F\),
then all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) are orbitally stable \(G_{\Sigma_{\mu_{*}}}\)-relative equilibria.
We point out that (7.5) is already an orbital stability result for all \(u \in \mathscr{O}_{u_{\mu *}}=G_{{\Sigma_{*}}} u\), but only with respect to perturbations of the initial condition \(u\) inside \(\Sigma_{\mu_{*}}\). The theorem asserts that, with the extra conditions (i)-(ii)-(iii), orbital stability with respect to all perturbations within \(E\) is obtained. It is the observation that coercivity along \(\Sigma_{\mu_{*}}\) (Hypothesis \(\mathrm{B} \mu\) (iii)) suffices to establish orbital stability that explains, in fine, the advantage of Theorem 7.4 over Theorem 7.1. This is already illustrated in Section 4.2 on a simple example. Note furthermore that conditions (i) and (iii) of the theorem are automatically satisfied in finite dimension. The boundedness of \(\mathscr{O}_{u_{\mu_{*}}}\) (condition (ii)) is guaranteed for example when the group is compact, or when \(E\) is a Hilbert space and the group acts with unitary transformations, which is often the case in infinite dimensional systems.

The argument in the proof of Theorem 7.4 is extracted from the proof of Theorem 5.3 in [GSS87] and is used in [GSS90] as well. We point out however, that conditions (i) and (iii) are left implicit there. The first one is usually easy to check in examples, where the Lyapunov function tends at any rate to be uniformly Lipschitz on bounded sets. For the second one, we gave some sufficient conditions in Lemma 7.2.

Proof. We will prove (7.5) by contradiction, yet again. Let us therefore suppose there exists \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(\varepsilon_{0}>0\) so that for all \(n \in \mathbb{N}_{*}\), there exists \(u_{n} \in \Sigma_{\mu_{*}}\) so that
\[
\mathrm{d}\left(u_{n}, u\right) \leq \frac{1}{n}, \quad \text { and } \quad \exists \tilde{t}_{n} \in \mathbb{R} \text { so that } \mathrm{d}\left(u_{n}\left(\tilde{t}_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)>\varepsilon_{0}
\]

We can choose, without loss of generality, \(\varepsilon_{0}<\eta\), where \(\eta\) is defined in (7.1) and choose \(t_{n}\) the smallest value of \(t\) so that
\[
\mathrm{d}\left(u_{n}, u\right) \leq \frac{1}{n}, \quad \text { and } \quad \mathrm{d}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}<\eta
\]

Consequently, there exists \(y_{n} \in \mathscr{O}_{u_{\mu_{*}}}\) so that \(\mathrm{d}\left(u_{n}\left(t_{n}\right), y_{n}\right)<\eta\). Note that \(u_{n}\left(t_{n}\right) \in \Sigma_{\mu_{*}}\), since \(\Sigma_{\mu_{*}}\) is invariant under the dynamical flow. Then, since \(\mathscr{L}_{\mu_{*}}\) is a constant of the motion, and since it is constant and coercive on \(\mathscr{O}_{u_{\mu_{*}}}\) along \(\Sigma_{\mu_{*}}\),
\[
\begin{aligned}
\mathscr{L}_{\mu_{*}}\left(u_{n}\right)-\mathscr{L}_{\mu_{*}}(u) & =\mathscr{L}_{\mu_{*}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}(u) \\
& =\mathscr{L}_{\mu_{*}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}\left(y_{n}\right) \geq c \mathrm{~d}^{2}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=c \varepsilon_{0}^{2}
\end{aligned}
\]

Since \(\mathscr{L}_{\mu_{*}}\) is continuous, one obtains a contradiction by taking \(n \rightarrow+\infty\). This shows (7.5).
To prove the last statement, suppose \(\mathscr{O}_{u_{\mu}}\) is bounded and \(\mathscr{L}_{\mu_{*}}\) uniformly continuous on bounded sets. We need to show that
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall \varepsilon>0, \exists \delta>0,\left(\forall u^{\prime} \in E, \mathrm{~d}\left(u^{\prime}, u\right) \leq \delta \Rightarrow \sup _{t \in \mathbb{R}} \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu_{*}}}\right) \leq \varepsilon\right) \tag{7.6}
\end{equation*}
\]

We proceed again by contradiction. Suppose there exists \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(0<\varepsilon_{0}<\eta\) so that, for all \(n \in \mathbb{N}\), there exists \(u_{n} \in E\),
\[
\mathrm{d}\left(u_{n}, u\right) \leq \frac{1}{n}, \quad \text { and } \quad \exists t_{n} \in \mathbb{R} \text { so that } \mathrm{d}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}<\eta
\]

Note that, this time, \(u_{n} \in E\) and \(u_{n}\left(t_{n}\right) \in E\), not in \(\Sigma_{\mu_{*}}\). So we can't use the coercivity of \(\mathscr{L}_{\mu_{*}}\) along \(\Sigma_{\mu_{*}}\) directly. We do know, however, that \(F\left(u_{n}\left(t_{n}\right)\right)=F\left(u_{n}\right)\), since \(F\) is a constant of the motion. Hence
\[
\lim _{n \rightarrow+\infty} F\left(u_{n}\left(t_{n}\right)\right)=\mu_{*}
\]

Since the orbit \(\mathscr{O}_{u_{\mu_{*}}}\) is bounded, and since \(\mathrm{d}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{*}}}\right)=\varepsilon_{0}\), it follows that the sequence \(u_{n}\left(t_{n}\right)\) is bounded. Hypothesis F then implies there exist \(z_{n} \in \Sigma_{\mu_{*}}\) so that \(\left\|u_{n}\left(t_{n}\right)-z_{n}\right\| \rightarrow 0\).

We can now conclude. Since, for \(n\) large enough, \(\frac{\varepsilon_{0}}{2} \leq \mathrm{d}\left(z_{n}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \eta\), we have
\[
\begin{aligned}
\mathscr{L}_{\mu_{*}}\left(u_{n}\right)-\mathscr{L}(u) & =\mathscr{L}_{\mu_{*}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}(u) \\
& =\mathscr{L}_{\mu_{*}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}\left(z_{n}\right)+\mathscr{L}_{\mu_{*}}\left(z_{n}\right)-\mathscr{L}_{\mu_{*}}(u) \\
& \geq \mathscr{L}_{\mu_{*}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{*}}\left(z_{n}\right)+c \mathrm{~d}^{2}\left(z_{n}, \mathscr{O}_{u_{\mu_{*}}}\right)
\end{aligned}
\]

Since the orbit \(\mathscr{O}_{u_{\mu_{*}}}\) is bounded, the sequences \(u_{n}\left(t_{n}\right)\) and \(z_{n}\) are bounded. This, combined with the uniform continuity of \(\mathscr{L}_{\mu_{*}}\) on bounded sets, leads again to a contradiction upon taking \(n \rightarrow+\infty\).

We now give a third proof of orbital stability starting from a coercive Lyapunov function, along the lines of the third argument in the proof of Proposition 4.2. The point here is that we exploit the fact that the relative equilibria \(u_{\mu}\) often come in families.

Theorem 7.5. Suppose the following.
(i) Hypothesis A holds.
(ii) There exists a continuous map \(\mu \in U \subset \mathbb{R}^{m} \rightarrow u_{\mu} \in \Sigma_{\mu} \subset E\) so that Hypothesis \(B \mu\) is satisfied for all \(\mu \in U\), with \(\eta\) and \(c\) in (7.1) independent of \(\mu\).
(iii) \(\sup _{\mu \in U}\left\|u_{\mu}\right\|<+\infty\).
(iv) There exists \(C>0\) so that
\[
\begin{equation*}
\forall \mu \in U, \forall u^{\prime} \in \Sigma_{\mu}, \quad\left\|u^{\prime}-u_{\mu}\right\| \leq \eta \Rightarrow \mathscr{L}_{\mu}\left(u^{\prime}\right)-\mathscr{L}_{\mu}\left(u_{\mu}\right) \leq C\left\|u^{\prime}-u_{\mu}\right\| \tag{7.7}
\end{equation*}
\]

\footnotetext{
eq:boundrestricte
}
(v) \(\forall g \in G, \Phi_{g}\) is an isometry on \(E: \forall u, u^{\prime} \in E, \mathrm{~d}\left(\Phi_{g}(u), \Phi_{g}\left(u^{\prime}\right)\right)=\mathrm{d}\left(u, u^{\prime}\right)\).

Then, any \(u \in \mathscr{O}_{u_{\mu}}\) is an orbitally stable \(G_{\Sigma_{\mu}}\)-relative equilbrium of the flow \(\Phi_{t}^{H}\).

Condition (iii) is not very restrictive. It is sufficient to take \(U\) bounded, for example. Condition (iv) follows if we know that \(D_{u} \mathscr{L}_{\mu}\) is bounded for \(u\) in bounded sets. This is a reasonable condition. Condition (v) is commonly satisfied in PDE systems, but is quite restrictive, as we already explained. It implies we can use Proposition 2.3 and Lemma 3.2.

Proof. Let \(\mu_{*} \in U\). As a result of Lemma 3.2, it is enough to show the orbital stability of \(u_{\mu_{*}}\). So we need to show that, for all \(\varepsilon>0\), there exists \(\delta>0\) so that, for all \(u^{\prime} \in E\), one has
\[
\begin{equation*}
\left\|u^{\prime}-u_{\mu_{*}}\right\| \leq \delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu_{*}}}\right) \leq \varepsilon \tag{7.8}
\end{equation*}
\]

For that purpose, we need three preliminary estimates. We first show that \(\forall \varepsilon>0\), there exists \(\hat{\delta}>0\) so that, for all \(\mu \in U\), for all \(u^{\prime} \in \Sigma_{\mu}\),
\[
\begin{equation*}
\left\|u^{\prime}-u_{\mu}\right\| \leq \hat{\delta} \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu}}\right) \leq \varepsilon / 2 \tag{7.9}
\end{equation*}
\]

In other words, we first show that the \(u_{\mu}\) are all orbitally stable for perturbations within \(\Sigma_{\mu}\). The method of proof - by contradiction - is the same as several times before, but we need to make sure to obtain the necessary uniformity in \(\mu\). If the above is not true, then there exists \(\varepsilon_{0}>0\) so that for all \(n \in \mathbb{N}^{*}\) there exist \(\mu_{n} \in U\) and \(u_{n} \in \Sigma_{\mu_{n}}, t_{n} \in \mathbb{R}\), so that
\[
\left\|u_{n}-u_{\mu_{n}}\right\| \leq \frac{1}{n}, \quad \mathrm{~d}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{u_{\mu_{n}}}\right)=\frac{\varepsilon_{0}}{2}<\eta
\]

Here \(\eta\) is given in Hypothesis \(\mathrm{B} \mu\) (iii) and we recall that it is independent of \(\mu_{n}\). Hence
\[
\mathscr{L}_{\mu_{n}}\left(u_{n}\right)-\mathscr{L}_{\mu_{n}}\left(u_{\mu_{n}}\right)=\mathscr{L}_{\mu_{n}}\left(u_{n}\left(t_{n}\right)\right)-\mathscr{L}_{\mu_{n}}\left(u_{\mu_{n}}\right) \geq c \mathrm{~d}^{2}\left(u_{n}\left(t_{n}\right), \mathscr{O}_{\mu_{n}}\right)=c \frac{\varepsilon_{0}^{2}}{4} .
\]

Now, since the \(u_{\mu_{n}}\) form a bounded set by hypothesis (iii) of the theorem, the same is true for the \(u_{n}\). Hence, it follows from hypothesis (iv) of the theorem that
\[
\mathscr{L}_{\mu_{n}}\left(u_{n}\right)-\mathscr{L}_{\mu_{n}}\left(u_{\mu_{n}}\right) \leq C\left\|u_{n}-u_{\mu_{n}}\right\|,
\]
where \(C\) does not depend on \(n\). Hence \(C\left\|u_{n}-u_{\mu_{n}}\right\| \geq c \frac{\varepsilon_{0}^{2}}{4}\), so that, taking \(n \rightarrow+\infty\), we obtain a contradiction. This proves (7.9).

As a second step, we show the following estimate. Let \(\mu_{*} \in U\). Then, for all \(\varepsilon>0\), there exists \(\hat{\rho}>0\) so that,
\[
\begin{equation*}
\forall \mu \in U, \quad\left(\left\|\mu-\mu_{*}\right\| \leq \hat{\rho} \Rightarrow \forall v \in \mathscr{O}_{u_{\mu}}, \mathrm{d}\left(v, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \frac{\varepsilon}{2}\right) \tag{7.10}
\end{equation*}
\]

To see, this, note that hypothesis (i) of the theorem implies that there exists \(\hat{\rho}>0\) so that \(\left\|\mu-\mu_{*}\right\| \leq \hat{\rho}\) implies \(\left\|u_{\mu}-u_{\mu_{*}}\right\| \leq \varepsilon / 2\). Hence \(\mathrm{d}\left(u_{\mu}, \mathscr{O}_{u_{\mu_{*}}}\right) \leq \varepsilon / 2\). The result then follows from Proposition 2.3, since we suppose the action \(\Phi\) of \(G\) is isometric.

The third ingredient for the proof of (7.8) is the following:
\[
\begin{align*}
& \forall \hat{\delta}>0, \forall \hat{\rho}>0, \exists \delta>0, \forall u^{\prime} \in E \\
& \quad\left(\left\|u^{\prime}-u_{\mu_{*}}\right\| \leq \delta \Rightarrow\left\|\mu^{\prime}-\mu_{*}\right\| \leq \hat{\rho},\left\|u^{\prime}-u_{\mu^{\prime}}\right\| \leq \hat{\delta}\right), \tag{7.11}
\end{align*}
\]
where \(\mu^{\prime}=F\left(u^{\prime}\right)\). This follows immediately from the continuity of \(F\) and of \(\mu \rightarrow u_{\mu}\) at \(\mu_{*}\).

We can now conclude. Let \(\mu_{*} \in U\) and \(\varepsilon>0\). Choose \(\hat{\delta}\) as in (7.9), \(\hat{\rho}\) as in (7.10) and \(\delta\) as in (7.11). Then, by (7.9) and (7.11), we find that
\[
\forall u^{\prime} \in E,\left(\left\|u^{\prime}-u_{\mu_{*}}\right\| \leq \delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu^{\prime}}}\right)<\frac{\varepsilon}{2}\right)
\]

Hence, for all \(t \in \mathbb{R}\), there exists \(v(t) \in \mathscr{O}_{u_{\mu^{\prime}}}\), so that \(\mathrm{d}\left(u^{\prime}(t), v(t)\right)<\varepsilon / 2\). Next, from (7.11) and (7.10), there exists \(w(t) \in \mathscr{O}_{u_{\mu_{*}}}\) so that \(\mathrm{d}(v(t), w(t))<\frac{\varepsilon}{2}\). Hence \(\mathrm{d}\left(u^{\prime}(t), \mathscr{O}_{u_{\mu_{*}}}\right)<\varepsilon\). This proves (7.8).

\subsection*{7.4. Sufficient condition for coercivity}

We now turn to the task of showing how one can obtain Hypothesis \(\mathrm{B} \mu\) (iii) from an estimate on the Hessian of \(\mathscr{L}_{\mu}\) (Proposition 7.7). We work in the following setting.

Let \(E\) be a Banach space, \(G\) a Lie group and \(\Phi\) a \(G\)-action on \(E\). Let \(F \in C^{2}\left(E, \mathbb{R}^{m}\right)\). We recall that, for \(\mu \in \mathbb{R}^{m}\),
\[
\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\}
\]

Let \(\langle\cdot, \cdot\rangle\) be a scalar product on \(E\), which is continuous in the sense that
\[
\forall v, w \in E, \quad|\langle v, w\rangle| \leq\|v\|\|w\|,
\]
where we recall that \(\|\cdot\|\) is our notation for the Banach norm on \(E\). This inner product induces a metric on \(E\), that we shall denote by
\[
\begin{equation*}
\mathrm{d}_{\mathrm{s}}(v, w)=\langle v-w, v-w\rangle . \tag{7.12}
\end{equation*}
\]

Clearly \(\mathrm{d}_{\mathrm{s}}(v, w) \leq \mathrm{d}(v, w)\). We point out that we are not supposing \(E\) is a Hilbert space for this inner product, and that the only topology we will be using is the one induced by the Banach norm on \(E\). We introduce this inner product since we need a notion of orthogonality as will become clear below.

As an example, if \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\) and depending on the problem considered, one may want to use either the \(L^{2}\) inner product or the \(H^{1}\) inner product: in Section 8 the first choice is made and in Section 9 the second one.

Let \(\mu \in \mathbb{R}^{m}\) and \(u_{\mu} \in \Sigma_{\mu}\). We need the following hypothesis.

\section*{Hypothesis \(\mathbf{C} \mu\)}
(i) \(\Phi_{g}\) is linear and preserves both the structure \(\langle\cdot, \cdot\rangle\) and the norm \(\|\cdot\|\) for all \(g \in G\);
(ii) \(\operatorname{Ad}_{g}^{*} \in \mathrm{O}(m)\) for all \(g \in G_{\Sigma_{\mu}}\);
(iii) \(\mu\) is a regular value of \(F\);
(iv) \(u_{\mu}\) is a \(C^{1}\)-vector for \(\Phi\) and the map
\[
\begin{equation*}
\xi \in \mathfrak{g}_{\Sigma_{\mu}} \rightarrow \Phi_{\exp (\xi)} u_{\mu} \in E \tag{7.13}
\end{equation*}
\] is one to one in a neighbourhood of \(\xi=0\).

The meaning of condition (ii) of Hypothesis \(\mathrm{C} \mu\) is explained in Remark A.2.1.
Remark 7.6. We say \(u \in E\) is a \(C^{1}\)-vector for the action \(\Phi\) if the map
\[
g \in G \rightarrow \Phi_{g}(u) \in E
\]
is \(C^{1}\). Now, if \(u^{\prime} \in \mathscr{O}_{u}=\Phi_{G}(u)\), then \(u^{\prime}\) is also a \(C^{1}\)-vector. Indeed, there exists \(g^{\prime} \in G\) so that \(\Phi_{g^{\prime}} u=u^{\prime}\) and, since \(g \rightarrow g g^{\prime}\) is smooth, it follows that \(g \rightarrow \Phi_{g g^{\prime}} u\) is \(C^{1}\).

Let \(\tilde{G}\) be a subgroup of \(G\), we can define, for all \(u^{\prime} \in \mathscr{O}_{u}=\Phi_{\tilde{G}}(u)\),
\[
\begin{equation*}
T_{u^{\prime}} \mathscr{O}_{u}:=\left\{w \in E \mid \exists \xi \in \mathfrak{g}, w=X_{\xi}\left(u^{\prime}\right)\right\} \tag{7.14}
\end{equation*}
\]
where we recall from (A.2.15) that
\[
X_{\xi}(u)=\frac{\mathrm{d}}{\mathrm{~d} t} \Phi_{\exp (t \xi)}(u)_{\mid t=0} .
\]

Note that hypothesis \(\mathrm{C} \mu\) and the following proposition involve \(G\) and its action on \(E\), as well as \(F\), but not the dynamics \(\Phi_{t}^{X}\) itself.

Proposition 7.7. Let \(E\) be a Banach space and \(\langle\cdot, \cdot\rangle\) be a continuous scalar product on E. Let \(G\) be a Lie group and \(\Phi\) a G-action on \(E\). Let \(F \in C^{2}\left(E, \mathbb{R}^{m}\right)\). Let \(\mu_{*} \in \mathbb{R}^{m}\) and \(u_{\mu_{*}} \in \Sigma_{\mu_{*}}\). Let \(\mathscr{L}_{\mu_{*}} \in C^{2}(E, \mathbb{R})\) be a \(G_{\Sigma_{\mu_{*}}}\)-invariant function. Suppose Hypothesis \(C \mu_{*}\) holds and that, for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) (defined in (7.2)),
\[
\begin{equation*}
\forall j=1, \ldots, m \exists \nabla F_{j}(u) \in E \text { such that } D_{u} F_{j}(w)=\left\langle\nabla F_{j}(u), w\right\rangle \forall w \in E . \tag{7.15}
\end{equation*}
\]

If
(a) \(D_{u} \mathscr{L}_{\mu_{*}}(w)=0\) for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(w \in E\);
(b) there exists \(C>0\) so that
\[
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall w \in E, D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w) \leq C\|w\|^{2} ;
\]
(c) there exists \(c>0\) so that
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall w \in T_{u} \Sigma_{\mu_{*}} \cap\left(T_{u} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}, D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w) \geq c\|w\|^{2} \tag{7.16}
\end{equation*}
\]
where
\[
\begin{equation*}
\left(T_{w} \mathscr{O}_{u}\right)^{\perp}=\left\{z \in E \mid\langle z, y\rangle=0, \forall y \in T_{w} \mathscr{O}_{u}\right\} ; \tag{7.17}
\end{equation*}
\]
then Hypothesis \(B \mu_{*}\) (iii) holds.

Condition (7.15) is automatically satisfied when \(E\) is a Hilbert space and \(\langle\cdot, \cdot\rangle\) the Hilbert space inner product. But not in general. For example, let \(E=H^{1}(\mathbb{R}, \mathbb{C})\) and let \(\langle u, v\rangle=\) \(\operatorname{Re} \int_{\mathbb{R}} \bar{u}(x) v(x) \mathrm{d} x\). Now, if \(F_{1}(u)=\frac{1}{2 i} \int \bar{u}(x) \partial_{x} u(x) \mathrm{d} x\), (7.15) is satisfied if \(u \in H^{2}(\mathbb{R}, \mathbb{C})\) but not arbitrary \(u \in E\).

For the proof of this proposition, we need some simple technical results.
First, let \(V\) be a bounded open neighbourhood of \(e\) in a subgroup \(\tilde{G}\) of \(G\) with the property that, for all \(g \in \tilde{G}, g V g^{-1}=V\). Let us introduce
\[
R_{V}(u)=\min \left\{\mathrm{d}_{\mathrm{s}}\left(\Phi_{g}(u), u\right) \mid g \in \partial V\right\} .
\]

It then follows that, for all \(u^{\prime} \in \mathscr{O}_{u}, R_{V}\left(u^{\prime}\right)=R_{V}(u)\). Indeed, there exists \(g^{\prime} \in \tilde{G}\) so that \(\Phi_{g^{\prime}}(u)=u^{\prime}\). Hence
\[
\begin{aligned}
R_{V}\left(u^{\prime}\right) & =\min \left\{\mathrm{d}_{\mathrm{s}}\left(\Phi_{g g^{\prime}}(u), \Phi_{g^{\prime}}(u)\right) \mid g \in \partial V\right\} \\
& =\min \left\{\mathrm{d}_{\mathrm{s}}\left(\Phi_{g^{\prime-1} g g^{\prime}}(u), u\right) \mid g \in \partial V\right\}=R_{V}(u)
\end{aligned}
\]
since \(g^{\prime-1} \partial V g^{\prime}=\partial V\).
We can now formulate the following simple but crucial technical result, which is a multidimensional version of Lemma 2.1 in [Stu08].

Lemma 7.8. Let E be a Banach space and \(\langle\cdot, \cdot\rangle\) be a continuous scalar product on E. Let \(\tilde{G}\) be a Lie subgroup of \(G\) and \(\Phi\) a linear \(G\)-action on \(E\) which preserves the inner product \(\langle\cdot, \cdot\rangle\). Suppose \(u \in E\) is a \(C^{1}\)-vector for \(\Phi\) and let \(V\) be a bounded open neighbourhood of \(e \in \tilde{G}\) which is conjugation invariant (i.e. \(g V g^{-1}=V\), for all \(g \in \tilde{G}\) ). Suppose \(R_{V}(u)>0\). Then, for all \(v \in E\),
\[
\begin{equation*}
\mathrm{d}\left(v, \mathscr{O}_{u}\right)<\frac{1}{3} R_{V}(u) \Rightarrow \exists w \in \mathscr{O}_{u}=\Phi_{\tilde{G}}(u), w-v \in\left(T_{w} \mathscr{O}_{u}\right)^{\perp} . \tag{7.18}
\end{equation*}
\]

The lemma states that if \(v\) is not too far from the orbit \(\mathscr{O}_{u}\), then there exists a point \(w\) on the orbit so that the segment from \(v\) to \(w\) is orthogonal to the orbit at \(w\). This point does not necessarily realize the distance between \(v\) and the orbit, which can vanish.

Proof. Let \(v \in E\) and \(\mathrm{d}\left(v, \mathscr{O}_{u}\right)<\frac{1}{3} R_{V}(u)\). Then there exists \(u^{\prime} \in \mathscr{O}_{u}\) so that \(\mathrm{d}\left(v, u^{\prime}\right) \leq\) \(\frac{1}{3} R_{V}(u)=\frac{1}{3} R_{V}\left(u^{\prime}\right)\) and hence \(\mathrm{d}_{\mathrm{s}}\left(v, u^{\prime}\right) \leq \frac{1}{3} R_{V}\left(u^{\prime}\right)\). Now consider
\[
g \in \bar{V} \rightarrow \mathrm{~d}_{\mathbf{s}}^{2}\left(v, \Phi_{g} u^{\prime}\right) \in \mathbb{R}^{+}
\]

Since \(\bar{V}\) is compact, this function reaches a minimum at some point \(\tilde{g} \in \bar{V}\). We set \(w=\) \(\Phi_{\tilde{g}} u^{\prime} \in \mathscr{O}_{u}\) so that \(\mathrm{d}_{\mathrm{s}}(v, w) \leq \mathrm{d}_{\mathrm{s}}\left(v, u^{\prime}\right) \leq \frac{1}{3} R_{V}\left(u^{\prime}\right)\). We now show that \(\tilde{g}\) cannot belong to \(\partial V\). Indeed, if \(\tilde{g}\) were on the boundary of \(V\), then, by the definition of \(R_{V}\left(u^{\prime}\right), \mathrm{d}_{\mathrm{s}}\left(w, u^{\prime}\right) \geq R_{V}\left(u^{\prime}\right)\). But then
\[
\mathrm{d}_{\mathrm{s}}(w, v) \geq-\mathrm{d}_{\mathrm{s}}\left(u^{\prime}, v\right)+\mathrm{d}_{\mathrm{s}}\left(u^{\prime}, w\right) \geq R_{V}\left(u^{\prime}\right)-\frac{1}{3} R_{V}\left(u^{\prime}\right)=\frac{2}{3} R_{V}\left(u^{\prime}\right) .
\]
which is a contradiction because \(\mathrm{d}_{\mathrm{s}}(v, w) \leq \frac{1}{3} R_{V}\left(u^{\prime}\right)\). So \(\tilde{g}\) belongs to \(V\). Now choose \(\xi \in \mathfrak{g}\) and consider
\[
t \in \mathbb{R} \rightarrow \mathrm{~d}_{\mathrm{s}}^{2}\left(v, \Phi_{\exp (t \xi) \tilde{g}}\left(u^{\prime}\right)\right) \in \mathbb{R}^{+}
\]
which now reaches a local minimum at \(t=0\) since for small \(t, \exp (t \xi) \tilde{g}\) belongs to \(V\). Hence its derivative vanishes. So
\[
\begin{aligned}
0=\frac{\mathrm{d}}{\mathrm{~d} t} \mathrm{~d}_{\mathrm{s}}^{2}\left(v, \Phi_{\exp (t \xi) \tilde{g}}\left(u^{\prime}\right)\right)_{\mid t=0} & =\frac{\mathrm{d}}{\mathrm{~d} t}\left\langle v-\Phi_{\exp (t \xi)}(w), v-\Phi_{\exp (t \xi)}(w)\right\rangle_{\mid t=0} \\
& =-2\left\langle X_{\xi}(w), v-w\right\rangle
\end{aligned}
\]
which proves the result in view of (7.14).
In the proof of Proposition 7.7, we will need to apply the previous lemma to the group \(G_{\Sigma_{\mu_{*}}}\) for some \(\mu_{*} \in \mathbb{R}^{m}\) and \(u_{\mu_{*}} \in \Sigma_{\mu_{*}}\). The following lemma gives hypotheses for this to be possible. It appears in various guises in the literature, and can be referred to as a "modulation" argument.

Lemma 7.9. Let E be a Banach space and \(\langle\cdot, \cdot\rangle\) be a continuous scalar product on \(E\). Let \(G\) be a Lie group and \(\Phi\) a \(G\)-action on \(E\). Let \(F \in C^{2}\left(E, \mathbb{R}^{m}\right)\). Let \(\mu_{*} \in \mathbb{R}^{m}\) and \(u_{\mu_{*}} \in \Sigma_{\mu_{*}}\). Suppose Hypothesis \(C \mu_{*}\) holds. Then, there exists \(R>0\) such that, for all \(v \in E\),
\[
\begin{equation*}
\mathrm{d}\left(v, \mathscr{O}_{u_{\mu_{*}}}\right)<R \Rightarrow \exists w \in \mathscr{O}_{u_{\mu_{*}}}, w-v \in\left(T_{w} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp} \tag{7.19}
\end{equation*}
\]
where \(\mathscr{O}_{u_{\mu_{*}}}=\Phi_{G_{\mu_{*}}} u_{\mu_{*}}\).
Proof. Thanks to Lemma 7.8, it is enough to prove that there exists \(V\) a bounded open neighbourhood of \(e \in G_{\Sigma_{\mu_{*}}}\), which is conjugation invariant (i.e. \(g V g^{-1}=V\), for all \(g \in\) \(\left.G_{\Sigma_{\mu_{*}}}\right)\) and such that \(R_{V}\left(u_{\mu_{*}}\right)>0\).

First of all, we recall that the exponential map
\[
\exp : \xi \in \mathfrak{g}_{\mu_{*}} \rightarrow \exp (\xi) \in G_{\Sigma_{\mu_{*}}}
\]
is a local diffeomorphism from some neighbourhood of \(0 \in \mathfrak{g}_{\mu_{*}}\) to a neighbourhood of \(e \in G_{\Sigma_{\mu_{*}}}\). In other words, there exists \(\delta>0\) such that
\[
\exp : \xi \in B_{\delta}(0) \subset \mathfrak{g}_{\mu_{*}} \rightarrow \exp (\xi) \in G_{\Sigma_{\mu_{*}}}
\]
is a local diffeomorphism onto a bounded open neighbourhood \(V:=\exp \left(B_{\delta}(0)\right)\) of \(e\) in \(G_{\mu_{*}}\). In particular, note that \(\partial V=\exp \left(\partial B_{\delta}(0)\right)\).

Since, thanks to Hypothesis \(\mathrm{C} \mu_{*}\) (ii), \(B_{\delta}(0)\) is \(\mathrm{Ad}_{g}\)-invariant for all \(g \in G_{\Sigma_{\mu_{*}}}, V\) is conjugation invariant. Indeed, for all \(\xi \in B_{\delta}(0)\) and all \(g \in G_{\Sigma_{\mu_{*}}}\), we have that \(g \exp (\xi) g^{-1}=\) \(\exp \left(\operatorname{Ad}_{g} \xi\right) \in V\).

Hence, it only remains to show that \(R_{V}\left(u_{\mu_{*}}\right)>0\), which is equivalent to \(G_{u_{\mu_{*}}} \cap \partial V=\emptyset\). Thanks to Hypothesis \(\mathrm{C} \mu_{*}(\mathrm{iv})\), there exists \(\delta_{0}>0\) such that
\[
\xi \in B_{\delta_{0}}(0) \rightarrow \Phi_{\exp (\xi)} u_{\mu_{*}} \in E
\]
is one to one. As a conclusion, choosing \(\delta<\delta_{0}\), we have \(\partial V \subset \exp \left(B_{\delta_{0}}(0)\right)\) which implies \(\Phi_{\exp (\xi)} u_{\mu_{*}} \neq u_{\mu_{*}}\) for all \(\exp (\xi) \in \partial V\). Hence, for all \(\exp (\xi) \in \partial V, \exp (\xi) \notin G_{u_{\mu_{*}}}\).

We can then conclude this section with the proof of Proposition 7.7.
Proposition 7.7. Recall that we have to prove there exist \(\eta>0, \tilde{c}>0\) so that
\[
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall u^{\prime} \in \Sigma_{\mu_{*}}, \quad \mathrm{~d}\left(u, u^{\prime}\right) \leq \eta \Rightarrow \mathscr{L}_{\mu_{*}}\left(u^{\prime}\right)-\mathscr{L}_{\mu_{*}}(u) \geq \tilde{c} \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right)
\]

Let \(u^{\prime} \in \Sigma_{\mu_{*}}, \mathrm{~d}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right)<R\). Thanks to Lemma 7.9, there exists \(v^{\prime} \in \mathscr{O}_{u_{\mu_{*}}}\) such that \(u^{\prime}-v^{\prime} \in\left(T_{\nu^{\prime}} \mathscr{O}_{u_{\mu *}}\right)^{\perp}\).

Next, let \(W_{v^{\prime}}\) be the subspace of \(E\) spanned by \(\left\{\nabla F_{j}\left(v^{\prime}\right)\right\}_{j=1 \ldots, m}\). It follows from (A.1.6) and hypothesis (7.15) that \(T_{\nu^{\prime}} \Sigma_{\mu_{*}}=\left(W_{\nu^{\prime}}\right)^{\perp}\). As a consequence, we can write \(E=T_{\nu^{\prime}} \Sigma_{\mu_{*}} \oplus\) \(W_{v^{\prime}}\). Indeed, since \(W_{v^{\prime}}\) has finite dimension, it admits an orthonormal basis \(\left\{e_{1}, \ldots, e_{m}\right\}\) w.r.t. \(\langle\cdot, \cdot\rangle\). Hence, all \(w \in E\) can be written as
\[
w=\left(w-\sum_{j=1}^{m}\left\langle w, e_{j}\right\rangle e_{j}\right)+\sum_{j=1}^{m}\left\langle w, e_{j}\right\rangle e_{j} .
\]

Clearly \(w-\sum_{j=1}^{m}\left\langle w, e_{j}\right\rangle e_{j} \in\left(W_{v^{\prime}}\right)^{\perp}=T_{v^{\prime}} \Sigma_{\mu_{*}}, \sum_{j=1}^{m}\left\langle w, e_{j}\right\rangle e_{j} \in W_{v^{\prime}}\) and \(W_{v^{\prime}} \cap\left(W_{v^{\prime}}\right)^{\perp}=\{0\}\). Then,
\[
u^{\prime}-v^{\prime}=\left(u^{\prime}-v^{\prime}\right)_{1}+\left(u^{\prime}-v^{\prime}\right)_{2}
\]
where \(\left(u^{\prime}-v^{\prime}\right)_{1} \in T_{v^{\prime}} \Sigma_{\mu_{*}}\) and \(\left(u^{\prime}-v^{\prime}\right)_{2} \in W_{v^{\prime}}\). Moreover, since \(u^{\prime}-v^{\prime} \in\left(T_{\nu^{\prime}} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\), we can easily show \(\left(u^{\prime}-v^{\prime}\right)_{1} \in T_{v^{\prime}} \Sigma_{\mu_{*}} \cap\left(T_{v^{\prime}} \mathscr{O}_{u \mu_{*}}\right)^{\perp}\) and \(\left(u^{\prime}-v^{\prime}\right)_{2} \in W_{v^{\prime}} \cap\left(T_{v^{\prime}} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\). Now, Lemma A.1.4 ensures the existence of constants \(c_{1}, c_{0}\) so that, for \(\left\|u^{\prime}-v^{\prime}\right\|\) small enough, one has
\[
\begin{equation*}
\left\|\left(u^{\prime}-v^{\prime}\right)_{1}\right\| \geq c_{0}\left\|u^{\prime}-v^{\prime}\right\| \text { and }\left\|\left(u^{\prime}-v^{\prime}\right)_{2}\right\| \leq c_{1}\left\|u^{\prime}-v^{\prime}\right\|^{2} \tag{7.20}
\end{equation*}
\]

Since the action \(\Phi_{g}\) is linear and preserves both \(\langle\cdot, \cdot\rangle\) and \(\|\cdot\|\), the decomposition above is group invariant and the constant \(c_{0}\) and \(c_{1}\) do not depend on \(v^{\prime}\).

We can now conclude the proof as follows, using respectively conditions (a), (b) and (c), and (7.20):
\[
\begin{aligned}
\mathscr{L}_{\mu_{*}}\left(u^{\prime}\right)-\mathscr{L}_{\mu_{*}}\left(u_{\mu_{*}}\right) & =\mathscr{L}_{\mu_{*}}\left(u^{\prime}\right)-\mathscr{L}_{\mu_{*}}\left(v^{\prime}\right) \\
& =D_{v^{\prime}} \mathscr{L}_{\mu_{*}}\left(u^{\prime}-v^{\prime}\right)+\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}_{\mu_{*}}\left(u^{\prime}-v^{\prime}, u^{\prime}-v^{\prime}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& =\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}_{\mu_{*}}\left(\left(u^{\prime}-v^{\prime}\right)_{1},\left(u^{\prime}-v^{\prime}\right)_{1}\right)+\mathrm{O}\left(\left\|u^{\prime}-v^{\prime}\right\|^{3}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& =\frac{1}{2} D_{v^{\prime}}^{2} \mathscr{L}_{\mu_{*}}\left(\left(u^{\prime}-v^{\prime}\right)_{1},\left(u^{\prime}-v^{\prime}\right)_{1}\right)+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& \geq \frac{c}{2}\left\|\left(u^{\prime}-v^{\prime}\right)_{1}\right\|^{2}+\mathrm{o}\left(\left\|u^{\prime}-v^{\prime}\right\|^{2}\right) \\
& \geq \tilde{c}\left\|u^{\prime}-v^{\prime}\right\|^{2} \geq \tilde{c} \mathrm{~d}^{2}\left(u^{\prime}, \mathscr{O}_{u_{\mu_{*}}}\right) .
\end{aligned}
\]

Remark that as before, the constant \(\tilde{c}\) is independent of \(v^{\prime} \in \mathscr{O} \mu_{*}\).

\subsection*{7.5. Coercivity implies stability II}

We can now state and prove a fourth theorem yielding orbital stability under slightly different technical assumptions. We will work in the Hamiltonian setting and in particular use the characterization of relative equilibria given by Theorem 6.1. Recall that in this context, for each \(\mu \in \mathfrak{g}^{*} \simeq \mathbb{R}^{m}, G_{\Sigma_{\mu}}=G_{\mu}\) (Proposition A.3.11).

Theorem 7.10. Let \(E\) be a Banach space and \(\langle\cdot, \cdot\rangle\) be a continuous scalar product on \(E\), \(\mathscr{D}\) a domain in \(E\) and \(\mathscr{J}\) a symplector. Let \(H \in C^{2}(E, \mathbb{R}) \cap \operatorname{Dif}(\mathscr{D}, \mathscr{J})\). Let \(G\) be a Lie group, and \(\Phi\) a globally Hamiltonian \(G\)-action on \(E\) with \(A d^{*}\)-equivariant momentum map F. Let \(\mu_{*} \in \mathbb{R}^{m} \simeq \mathfrak{g}^{*}\) and \(u_{\mu_{*}} \in \mathscr{D} \cap \Sigma_{\mu_{*}}\). Suppose that Hypothesis \(C \mu_{*}(i)-(\) iii \()\) is satisfied, and \(H \circ \Phi_{g}=H\) for all \(g \in G\). Let \(\mathscr{L}_{\mu_{*}}=H-\xi_{\mu_{*}} \cdot F\) with \(\xi_{\mu_{*}} \in \mathfrak{g}_{\mu_{*}}\) given by Theorem 6.1 and assume \(D_{u_{*}} \mathscr{L}_{\mu_{*}}=0\). Suppose in addition that
\[
\begin{equation*}
\forall j=1, \ldots, m \exists \nabla F_{j}\left(u_{\mu_{*}}\right) \in E \text { such that } D_{u_{\mu_{*}}} F_{j}(w)=\left\langle\nabla F_{j}\left(u_{\mu_{*}}\right), w\right\rangle \forall w \in E . \tag{7.21}
\end{equation*}
\]
and
(a) \(G_{\mu_{*}}\) is commutative;
(b) there exists \(C>0\) so that
\[
\forall w \in E, D_{u_{\mu_{*}}}^{2} \mathscr{L}_{\mu_{*}}(w, w) \leq C\|w\|^{2}
\]
(c) there exists \(c>0\) so that
\[
\forall w \in T_{u_{\mu_{*}}} \Sigma_{\mu_{*}} \cap\left(T_{u_{\mu_{*}}} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}, D_{u_{\mu_{*}}}^{2} \mathscr{L}_{\mu_{*}}(w, w) \geq c\|w\|^{2} .
\]

Then all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) are orbitally stable \(G_{\mu_{*}}\)-relative equilibria.
Hypothesis (a) in Theorem 7.10 is not very restrictive (see [DV69]).
Proof. Let \(K>0\) and define
\[
\mathscr{L}_{K}(u)=\mathscr{L}_{\mu_{*}}(u)+K\left(F(u)-\mu_{*}\right)^{2}
\]

Here \(\left(F(u)-\mu_{*}\right)^{2}=\left(F(u)-\mu_{*}\right) \cdot\left(F(u)-\mu_{*}\right)\) where, \(\cdot\) is the \(G_{\mu_{*}}\)-invariant inner product described in Remark A.2.1. It follows that \(\mathscr{L}_{K}\) is a \(G_{\mu_{*}}\)-invariant constant of the motion. Indeed, for all \(g \in G_{\mu_{*}}\) and for all \(u \in E\),
\[
\begin{array}{rlr}
\mathscr{L}_{K}\left(\Phi_{g} u\right)=H\left(\Phi_{g} u\right)-\xi_{\mu_{*}} \cdot F\left(\Phi_{g} u\right)+K\left(F\left(\Phi_{g} u\right)-\mu_{*}\right)^{2} & & \\
& =H(u)-\xi_{\mu_{*}} \cdot \operatorname{Ad}_{g}^{*} F(u)+K\left(\operatorname{Ad}_{g}^{*} F(u)-\operatorname{Ad}_{g}^{*} \mu_{*}\right)^{2} & \\
& =H(u)-\operatorname{Ad}_{g} \xi_{\mu_{*}} \cdot F(u)+K\left(F(u)-\mu_{*}\right)^{2} & \\
& =H(u)-\xi_{\mu_{*}} \cdot F(u)+K\left(F(u)-\mu_{*}\right)^{2} & \text { as } \operatorname{Ad}_{g}^{*} \in \mathrm{O}(m) \\
& =\mathscr{L}_{K}(u) &
\end{array}
\]

The main idea is to prove that the hypotheses of Proposition 7.7 are satisfied by \(\mathscr{L}_{K}\) and then use its proof to conclude that all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) are orbitally stable \(G_{\mu_{*}}\)-relative equilibria.

First, note that in this setting Hypothesis \(\mathrm{C} \mu_{*}\) (iv) follows from Remark 6.3.
Next, we claim that \(D_{u} \mathscr{L}_{K}(w)=0\) for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and for all \(w \in E\). Indeed, it is clear that \(D_{u}\left(F(u)-\mu_{*}\right)^{2}=2\left(F(u)-\mu_{*}\right) \cdot D_{u} F=0\) for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and, thanks to the fact that \(D_{u_{\mu_{*}}} \mathscr{L}_{{\mu_{*}}_{*}}(w)=0\), we obtain \(D_{u_{\mu_{*}}} \mathscr{L}_{K}(w)=0\) for all \(w \in E\). Next, let \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(g \in G_{\mu_{*}}\) such that \(u=\Phi_{g}\left(u_{\mu_{*}}\right)\), then
\[
D_{u} \mathscr{L}_{K}(w)=\left[D_{\Phi_{g}\left(u_{\mu_{*}}\right)} \mathscr{L}_{K} \circ \Phi_{g^{-1}}\right](w)=\left[D_{u_{\mu_{*}}} \mathscr{L}_{K} \circ D_{\Phi_{g}\left(u_{\mu_{*}}\right)} \Phi_{g^{-1}}\right](w)=0
\]

Using the fact that \(\Phi_{g}\) is linear and preserves both \(\langle\cdot, \cdot\rangle\) and \(\|\cdot\|\), we can easily show, as a consequence of hypothesis (c), that
\[
\begin{equation*}
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w) \geq c\|w\|^{2} \tag{7.22}
\end{equation*}
\]
for all \(w \in T_{u} \Sigma_{\mu_{*}} \cap\left(T_{u} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\). Indeed, for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(w \in T_{u} \Sigma_{\mu_{*}} \cap\left(T_{u} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\),
\[
\begin{aligned}
D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w) & =D_{\Phi_{g} u_{\mu_{*}}}^{2}\left(\mathscr{L}_{\mu_{*}} \circ \Phi_{g^{-1}}\right)(w, w) \\
& =D_{u_{\mu_{*}}}^{2} \mathscr{L}_{\mu_{*}}\left(D_{u} \Phi_{g^{-1}} w, D_{u} \Phi_{g^{-1}} w\right)+D_{u_{\mu_{*}}} \mathscr{L}_{\mu_{*}}\left(D_{u}^{2} \Phi_{g^{-1}}(w, w)\right) \\
& =D_{u_{\mu_{*}}}^{2} \mathscr{L}_{\mu_{*}}\left(\Phi_{g^{-1}} w, \Phi_{g^{-1}} w\right) \geq c\left\|\Phi_{g^{-1}} w\right\|^{2}=c\|w\|^{2}
\end{aligned}
\]
because \(\Phi_{g^{-1}} w \in T_{u_{\mu_{*}}} \Sigma_{\mu_{*}} \cap\left(T_{u_{\mu_{*}}} \mathscr{O}_{u_{\mu_{*}}}\right)^{\perp}\).
Similarly, using hypothesis (b), we prove that
\[
D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w) \leq C\|w\|^{2}
\]
for all \(u \in \mathscr{O}_{u_{\mu *}}\) and \(w \in E\).
Next, by a straightforward calculation, we obtain for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(w \in E, D_{u}^{2}(F-\) \(\left.\mu_{*}\right)^{2}(w, w)=2 D_{u} F(w) \cdot D_{u} F(w)\), and
\[
\begin{align*}
D_{u} F(w) & =\left[D_{\Phi_{g} u_{\mu_{*}}} F \circ \Phi_{g} \circ \Phi_{g^{-1}}\right](w)=\left[D_{u_{\mu_{*}}} F \circ \Phi_{g}\right]\left(D_{u} \Phi_{g^{-1}} w\right) \\
& =\left[D_{u_{\mu_{*}}} \operatorname{Ad}_{g}^{*} \circ F\right]\left(\Phi_{g^{-1}} w\right)=\operatorname{Ad}_{g}^{*}\left(D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w\right)\right) . \tag{7.23}
\end{align*}
\]

As a consequence, since \(\mathrm{Ad}_{g}^{*} \in \mathrm{O}(m)\),
\[
\begin{equation*}
D_{u}^{2}\left(F-\mu_{*}\right)^{2}(w, w)=2 D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w\right) \cdot D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w\right) \tag{7.24}
\end{equation*}
\]

It is then clear that \(D_{u}^{2}\left(F-\mu_{*}\right)^{2}(w, w) \leq C_{\mu_{*}}\|w\|^{2}\) for all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) and \(w \in E\), and hypothesis (b) of Proposition 7.7 is satisfied by \(\mathscr{L}_{K}\). In addition (7.23) together with the fact that the \(\Phi_{g}\) preserve the inner product \(\langle\cdot, \cdot\rangle\) shows that (7.21) implies (7.15).

Now let \(w \in\left(T_{u} \mathscr{O}_{u_{\mu}}\right)^{\perp}\) and write \(w=w_{1}+w_{2}\) with \(w_{1} \in T_{u} \Sigma_{\mu_{*}} \cap\left(T_{u} \mathscr{O}_{u_{\mu}}\right)^{\perp}\) and \(w_{2} \in\) \(W_{u} \cap\left(T_{u} \mathscr{O}_{u_{*}}\right)^{\perp}\). Then
\[
\begin{aligned}
D_{u}^{2} \mathscr{L}_{K}(w, w) & =D_{u}^{2} \mathscr{L}_{\mu_{*}}(w, w)+2 K D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w_{2}\right) \cdot D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w_{2}\right) \\
\geq & D_{u}^{2} \mathscr{L}_{\mu_{*}}\left(w_{1}, w_{1}\right)-C\left(\left\|w_{1}\right\|\left\|w_{2}\right\|+\left\|w_{2}\right\|^{2}\right) \\
& +2 K D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w_{2}\right) \cdot D_{u_{\mu_{*}}} F\left(\Phi_{g^{-1}} w_{2}\right) \\
\geq & c\left\|w_{1}\right\|^{2}-C\left(\left\|w_{1}\right\|\left\|w_{2}\right\|+\left\|w_{2}\right\|^{2}\right)+K c_{\mu_{*}}\left\|w_{2}\right\|^{2}
\end{aligned}
\]
where in the last line we use the fact that \(\operatorname{dim} W_{u_{\mu_{*}}}=m\) and \(D_{u_{\mu_{*}}} F_{\mid W_{u \mu_{*}}}: W_{u_{\mu_{*}}} \rightarrow \mathbb{R}^{m}\) is an isomorphism. Finally, thanks to Young's inequality, there exists \(\varepsilon>0\) so that
\[
D_{u}^{2} \mathscr{L}_{K}(w, w) \geq\left(c-\frac{C \varepsilon}{2}\right)\left\|w_{1}\right\|^{2}+\left(K c_{\mu_{*}}-C-\frac{C}{2 \varepsilon}\right)\left\|w_{2}\right\|^{2} \geq \tilde{c}\|w\|^{2}
\]
with \(\tilde{c}>0\) provided that \(K>0\) is chosen large enough. As a consequence, using the same arguments as in the proof of Proposition 7.7, we conclude that there exist \(\eta>0, c>0\) so that
\[
\forall u \in \mathscr{O}_{u_{\mu_{*}}}, \forall v \in E, \quad \mathrm{~d}(u, v) \leq \eta \Rightarrow \mathscr{L}_{K}(v)-\mathscr{L}_{K}(u) \geq c \mathrm{~d}^{2}\left(v, \mathscr{O}_{u_{\mu}}\right)
\]
which implies, thanks to Theorem 7.1, that all \(u \in \mathscr{O}_{u_{\mu_{*}}}\) are orbitally stable \(G_{\mu_{*}}\)-relative equilibria.

\section*{8. Plane wave stability on the torus for NLS}

In this section we will illustrate the general theory described above on a simple example, that is the orbital stability of plane waves of the cubic focusing and defocusing nonlinear Schrödinger equation on the one-dimensional torus. More precisely, let us consider the cubic Schrödinger equation
\[
\begin{equation*}
i \partial_{t} u(t, x)+\beta \partial_{x x}^{2} u(t, x)+\lambda|u(t, x)|^{2} u(t, x)=0 \tag{8.1}
\end{equation*}
\]
in the space periodic setting \(\mathbb{T}_{L}\), the one-dimensional torus of length \(L>0\), and with \(u(t, x) \in \mathbb{C}\). The constants \(\beta\) and \(\lambda\) are parameters of the model; \(\beta \lambda<0\) corresponds to the defocusing case and \(\beta \lambda>0\) to the focusing one. In what follows, we fix \(\beta>0\).

Using the same arguments as in Section 5.5, we can show that Equation (8.1) is the Hamiltonian differential equation associated to the function \(H\) defined by
\[
\begin{equation*}
H(u)=\frac{1}{2}\left(\beta \int_{0}^{L}\left|\partial_{x} u(x)\right|^{2} \mathrm{~d} x-\frac{\lambda}{2} \int_{0}^{L}|u(x)|^{4} \mathrm{~d} x\right) . \tag{8.2}
\end{equation*}
\]

As before the symplectic Banach triple is given by \((E, \mathscr{D}, \mathscr{J})\) with \(E=H^{1}\left(\mathbb{T}_{L}, \mathbb{C}\right), \mathscr{D}=\) \(H^{3}\left(\mathbb{T}_{L}, \mathbb{C}\right)\), both viewed as real Hilbert spaces, and \(\mathscr{J} u=i u\) (see Section 5.4 to understand how a complex Hilbert space can be viewed as a real Hilbert space with symplectic structure \()\). We recall that the scalar product on \(E=H^{1}\left(\mathbb{T}_{L}, \mathbb{C}\right)\) is
\[
\begin{equation*}
(u, v)_{E}=\operatorname{Re} \int_{0}^{L}\left(\partial_{x} u(x) \partial_{x} \bar{v}(x)+u(x) \bar{v}(x)\right) \mathrm{d} x \quad u, v \in E \tag{8.3}
\end{equation*}
\]
and the dual space \(E^{*}\) can be identified with \(H^{-1}\left(\mathbb{T}_{L}, \mathbb{C}\right)\) through the pairing
\[
\begin{equation*}
\langle u, v\rangle=\operatorname{Re} \int_{0}^{L} u(x) \bar{v}(x) \mathrm{d} x, \quad u \in E^{*}, v \in E \tag{8.4}
\end{equation*}
\]

Moreover, since the action \(\Phi\) of the group \(G=\mathbb{R} \times \mathbb{R}\) defined by \(\Phi_{a, \gamma}(u)=e^{i \gamma} u(x-a)\) is globally Hamiltonian (see Section 5.5) and \(H \circ \Phi_{g}=H\) (see Section 2.4), the quantities
\[
\begin{align*}
& F_{1}(u)=-\frac{i}{2} \int_{0}^{L} \bar{u}(x) \partial_{x} u(x) \mathrm{d} x,  \tag{8.5}\\
& F_{2}(u)=-\frac{1}{2} \int_{0}^{L}|u(x)|^{2} \mathrm{~d} x \tag{8.6}
\end{align*}
\]
are constants of the motion.
As pointed out in Section 2.4, the two-parameter family of plane waves
\[
\begin{equation*}
u_{\alpha, k}(t, x)=\alpha e^{-i k x} e^{i \xi t} \tag{8.7}
\end{equation*}
\]
with \(\xi \in \mathbb{R}, k \in \frac{2 \pi}{L} \mathbb{Z}\) and \(\alpha \in \mathbb{R}\) are \(G\)-relative equilibria of (8.1) whenever \(\xi, k\) and \(\alpha\) satisfy the dispersion relation
\[
\begin{equation*}
\xi+\beta k^{2}=\lambda|\alpha|^{2} \tag{8.8}
\end{equation*}
\]

In the notation of the previous sections, \(u_{\alpha, k}=u_{\mu_{\alpha, k}}\) with \(\mu_{\alpha, k} \in \mathbb{R}^{2}\) given by
\[
\mu_{\alpha, k}=\binom{F_{1}\left(u_{\alpha, k}\right)}{F_{2}\left(u_{\alpha, k}\right)}=-\frac{\alpha^{2}}{2} L\binom{k}{1} .
\]

Remark that in this case \(\mu_{\alpha, k}\) is not a regular value of \(F=\left(F_{1}, F_{2}\right)\) as is readily checked (see Definition A.1.3).

The \(G\)-orbit of the initial condition \(u_{\mu_{\alpha, k}}(x)=\alpha e^{-i k x}\) is given by
\[
\begin{equation*}
\mathscr{O}_{u_{\mu \alpha, k}}=\left\{\alpha e^{i \gamma} e^{-i k(x-a)},(a, \gamma) \in G\right\} . \tag{8.9}
\end{equation*}
\]

Our goal is to investigate the orbital stability of these particular solutions by applying the general arguments presented above. Our main result is the following theorem showing the orbital stability of plane waves in the defocusing case \((\lambda<0)\) as well as in the focusing case provided \(0<2 \lambda|\alpha|^{2}<\beta\left(\frac{2 \pi}{L}\right)^{2}\).
Theorem 8.1. If \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}>0\), then all \(u \in \mathscr{O}_{u_{\mu_{\alpha, k}}}\) are orbitally stable relative equilibria.

Furthermore, in the case \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}<0\), we can investigate the linear stability of the plane waves and we obtain the following theorem.
Theorem 8.2. Let the plane wave \(u_{\alpha, k}(t, x)=\alpha e^{i(\xi t-k x)}\) be a solution to (8.1) and \(\beta\left(\frac{2 \pi}{L}\right)^{2}-\) \(2 \lambda|\alpha|^{2}<0\). Then the spectrum of the linearization of (8.1) around \(u_{\alpha, k}\) in \(L^{2}\left(\mathbb{T}_{L}\right)\) has eigenvalues with strictly positive real part. Consequently, this wave is spectrally unstable in \(L^{2}\left(\mathbb{T}_{L}\right)\).

This second result follows from a rather straightforward computation that we do not reproduce here.

As discussed in the introduction, the nonlinear (in)stability of plane waves for the cubic focusing and defocusing nonlinear Schrödinger equation in a one-dimensional space is a result known to the experts in the field (see the introduction of [GH07b, GH07a], for example). We did not however find a complete proof of it in the literature, so we furnish one here as an illustration of the general theory presented in the previous sections.

In [Zhi01], a related but slightly different analysis is proposed. The cubic nonlinear Schrödinger equation is defined on the entire line \(\mathbb{R}\) and not on the one-dimensional torus \(\mathbb{T}_{L}\). Using the Galilean invariance of the equation (see Section 2.7 ), the stability of any plane wave is equivalent to that of \(u(t, x)=\alpha e^{i \lambda|\alpha|^{2} t}\). The main result on stability of plane waves of [Zhi01] is given in Theorem III.3.1. It states that, in the defocusing case \((\lambda<0)\), the plane wave \(u(t, x)=\alpha e^{i \lambda|\alpha|^{2} t}\) is orbitally stable under small perturbations in \(H^{1}(\mathbb{R})\).

Our approach is different: we focus on the Schrödinger equation on a one-dimensional torus. Our functions live on a torus and the perturbations too. In other words, our definition of stability is with respect to perturbations within \(H^{1}\left(\mathbb{T}_{L}\right)=H_{\mathrm{per}}^{1}([0, L])\). Moreover in Zhidkov's book nothing is said about the (in)stability of plane waves in the focusing case, a situation we cover partially.

\subsection*{8.1. Orbital Stability}

To study the stability of \(u_{\mu_{\alpha, k}}(x)\), it is useful to write the solutions of (8.1) in the form
\[
\begin{equation*}
u(t, x)=e^{-i k x} U(t, x) \tag{8.10}
\end{equation*}
\]
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where \(U(t, x)\) is a function which satisfies the evolution equation
\[
\begin{equation*}
i \partial_{t} U+\beta \partial_{x x}^{2} U-2 i \beta k \partial_{x} U+\lambda|U|^{2} U-\beta k^{2} U=0 \tag{8.11}
\end{equation*}
\]

Equation (8.11) is the Hamiltonian differential equation associated to the function \(\tilde{H}\) defined by
\[
\begin{equation*}
\tilde{H}(U)=H(U)-2 \beta k F_{1}(U)-\beta k^{2} F_{2}(U) \tag{8.12}
\end{equation*}
\]
nlscubicpartform
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As before, the action \(\Phi\) of the group \(G=\mathbb{R} \times \mathbb{R}\) defined by \(\Phi_{a, \gamma}(u)=e^{i \gamma} u(x-a)\) is globally Hamiltonian, \(\tilde{H} \circ \Phi_{g}=\tilde{H}\) and the quantities \(F_{1}, F_{2}\) defined by (8.5) and (8.6) are constants of the motion.

If \(\xi, k\) and \(\alpha\) satisfy the dispersion relation (8.8), \(U_{\mu_{\alpha}}(t, x)=\alpha e^{i \xi t}\) is a solution to (8.11). Moreover, \(U_{\mu_{\alpha}}(x)=U_{\mu_{\alpha}}(0, x)=\alpha\) is a one-parameter family of \(G\)-relative equilibria and
our goal is to study their stability. Here \(\mu_{\alpha}=-\frac{\alpha^{2}}{2} L\binom{0}{1}\) and, as above, \(\mu_{\alpha}\) is not a regular value of \(F=\left(F_{1}, F_{2}\right)\).

Recall that the G-orbit of \(U_{\mu_{\alpha}}(x)=\alpha\) is
\[
\begin{equation*}
\mathscr{O}_{U_{\mu_{\alpha}}}=\left\{e^{i \gamma} \alpha, \gamma \in[0,2 \pi)\right\} \tag{8.13}
\end{equation*}
\]
and, by definition, \(U \in \mathscr{O}_{U_{\mu_{\alpha}}}\) is orbitally stable if
\[
\forall \varepsilon, \exists \delta, \forall W \in E,\left(\mathrm{~d}(W, U) \leq \delta \Rightarrow \forall t \in \mathbb{R}, \mathrm{~d}\left(W(t, \cdot), \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq \varepsilon\right)
\]
(see Definition 3.1).
propstability Proposition 8.3. Let \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}>0\). Then every \(U \in \mathscr{O}_{U_{\mu_{\alpha}}}\) is orbitally stable.
Our stability result in Theorem 8.1 is an immediate consequence of the previous statement since the change of variables \(u \rightarrow U\) is bounded in \(E\).

Now, to prove this proposition, we would like to apply the general results given in the previous section and more precisely Theorem 7.1. The idea is to construct a Lyapunov function \(\mathscr{L}\) which is a group invariant constant of the motion and such that \(D \mathscr{L}\) vanishes on \(\mathscr{O}_{U_{\mu_{\alpha}}}\). Moreover, we require \(\mathscr{L}\) to be coercive on \(\mathscr{O}_{U_{\mu_{\alpha}}}\), which means here that there exist \(\delta>0\) and \(c>0\), depending only on \(\beta, L, \lambda\) and \(|\alpha|^{2}\), such that, for all \(W \in E\),
\[
\begin{equation*}
\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq \delta \Rightarrow \mathscr{L}(W)-\mathscr{L}(\alpha) \geq c \mathrm{~d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{2} \tag{8.14}
\end{equation*}
\]

Note that, since the group action is unitary in the present setting, this is equivalent to (7.3). Since \(U_{\mu_{\alpha}}\) is a \(G\)-relative equilibrium, Theorem 6.1 ensures that it satisfies
\[
D_{U_{\mu_{\alpha}}} \tilde{H}-\tilde{\xi} \cdot D_{U_{\mu_{\alpha}}} F=0
\]
for some \(\tilde{\xi} \in \mathbb{R}^{2}\). As a consequence, \(\tilde{H}-\tilde{\xi} \cdot F\) is a good candidate to be a Lyapunov function. Nevertheless, since \(D_{U_{\mu_{\alpha}}} F_{1}=0, \mu_{\alpha}\) is not a regular value of \(F\), and the choice of \(\tilde{\xi} \in \mathbb{R}^{2}\) is not unique. A convenient choice for \(\mathscr{L}_{\mu_{\alpha}}\) is
\[
\begin{equation*}
\mathscr{L}_{\mu_{\alpha}}(U)=H(U)-\left(\xi+\beta k^{2}\right) F_{2}(U), \tag{8.15}
\end{equation*}
\]
which corresponds to \(\tilde{\xi}=\binom{-2 \beta k}{\xi}\). By construction, \(D_{U} \mathscr{L}_{\mu_{\alpha}}\) vanishes for \(U \in \mathscr{O}_{U_{\mu_{\alpha}}}\). Indeed, since \(D_{U} \mathscr{L}_{\mu_{\alpha}} \in E^{*}, D_{U} \mathscr{L}_{\mu_{\alpha}}(V)=\left\langle D_{U} \mathscr{L}_{\mu_{\alpha}}, V\right\rangle\) with
\[
\begin{equation*}
D_{U} \mathscr{L}_{\mu_{\alpha}}=-\beta \partial_{x x}^{2} U-\lambda|U|^{2} U+\left(\xi+\beta k^{2}\right) U \in H^{-1}\left(\mathbb{T}_{L}, \mathbb{C}\right) \tag{8.16}
\end{equation*}
\]
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so clearly \(D_{U} \mathscr{L}_{\mu_{\alpha}}=0\) if \(U \in \mathscr{O}_{U_{\mu_{\alpha}}}\). Furthermore, the bilinear form \(D_{U}^{2} \mathscr{L}_{\mu_{\alpha}}: E \times E \rightarrow \mathbb{R}\) is given by \(D_{U}^{2} \mathscr{L}(V, V)=\left\langle\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(U) V, V\right\rangle\) with
\[
\begin{equation*}
\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(U) V=-\beta \partial_{x x}^{2} V-\lambda|U|^{2} V-\lambda\left(|U|^{2} V+\bar{V} U^{2}\right)+\left(\xi+\beta k^{2}\right) V \in H^{-1}\left(\mathbb{T}_{L} ; \mathbb{C}\right) \tag{8.17}
\end{equation*}
\]
in particular, for all \(U \in E, \nabla^{2} \mathscr{L}_{\mu_{\alpha}}(U)\) is a bounded linear operator from \(E\) to \(E^{*}\) and the expression above makes sense.

Now, as in Section 4.2, to prove (8.14), the main ingredient is the property:
\[
\exists c>0, \forall V \in\left(T_{U_{\mu \alpha}} \mathscr{O}_{U_{\mu \alpha}}\right)^{\perp}, D_{U_{\mu_{\alpha}}}^{2} \mathscr{L}_{\mu_{\alpha}}(W, W) \geq c\|W\|^{2}
\]
where
\[
\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}=\{W \in E,\langle i, W\rangle=0\}
\]

This is proven in the following proposition, from which coercivity is deduced in Proposition 8.6.

Proposition 8.4. If \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}>0\) then, given \(c_{\lambda}=\min \left\{\beta\left(\frac{2 \pi}{L}\right)^{2}, \beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}\right\}\),
\[
\begin{equation*}
D_{U_{\mu_{\alpha}}}^{2} \mathscr{L}_{\mu_{\alpha}}(W, W)=\left\langle\nabla^{2} \mathscr{L}_{\mu_{\alpha}}\left(U_{\mu_{\alpha}}\right) V, V\right\rangle \geq c_{\lambda}\|V\|^{2} \tag{8.18}
\end{equation*}
\]
for all \(V \in\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\).
Proof. We will show that the linear operator \(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\) has a basis of eigenvectors belonging to \(E\). Let \(\zeta \in \mathbb{C}\) be an eigenvalue of \(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\). Hence, by definition, there exists \(V=v_{1}+i v_{2}=\left(v_{1}, v_{2}\right) \in E\), such that
\[
\zeta\binom{v_{1}}{v_{2}}=\left(\begin{array}{cc}
-\beta \partial_{x x}^{2}-2 \lambda|\alpha|^{2} & 0 \\
0 & -\beta \partial_{x x}^{2}
\end{array}\right)\binom{v_{1}}{v_{2}}
\]
is satisfied. Now, \(v_{1}\) and \(v_{2}\) are real functions on the torus and we can write them in Fourier representation, namely,
\[
\begin{aligned}
& v_{1}(x)=\frac{a_{0}\left(v_{1}\right)}{2}+\sum_{n=1}^{\infty} a_{n}\left(v_{1}\right) \cos \left(\frac{2 \pi}{L} n x\right)+b_{n}\left(v_{1}\right) \sin \left(\frac{2 \pi}{L} n x\right), \\
& v_{2}(x)=\frac{a_{0}\left(v_{2}\right)}{2}+\sum_{n=1}^{\infty} a_{n}\left(v_{2}\right) \cos \left(\frac{2 \pi}{L} n x\right)+b_{n}\left(v_{2}\right) \sin \left(\frac{2 \pi}{L} n x\right) .
\end{aligned}
\]

As a consequence, for \(n=0\) we obtain
\[
\left\{\begin{array}{l}
\zeta \frac{a_{0}\left(v_{1}\right)}{2}=-2 \lambda|\alpha|^{2} \frac{a_{0}\left(v_{1}\right)}{2} \\
\zeta \frac{a_{0}\left(v_{2}\right)}{2}=0
\end{array}\right.
\]
and, for all \(n \geq 1\), we have the following system:
\[
\left\{\begin{array}{l}
\zeta a_{n}\left(v_{1}\right)=\left(\beta\left(\frac{2 \pi}{L} n\right)^{2}-2 \lambda|\alpha|^{2}\right) a_{n}\left(v_{1}\right) \\
\zeta b_{n}\left(v_{1}\right)=\left(\beta\left(\frac{2 \pi}{L} n\right)^{2}-2 \lambda|\alpha|^{2}\right) b_{n}\left(v_{1}\right) \\
\zeta a_{n}\left(v_{2}\right)=\beta\left(\frac{2 \pi}{L} n\right)^{2} a_{n}\left(v_{2}\right) \\
\zeta b_{n}\left(v_{2}\right)=\beta\left(\frac{2 \pi}{L} n\right)^{2} b_{n}\left(v_{2}\right)
\end{array}\right.
\]

It follows that the set of the eigenvalues of \(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\) is given by
\[
\left\{\beta\left(\frac{2 \pi}{L} n\right)^{2}, n \in \mathbb{N}\right\} \cup\left\{\beta\left(\frac{2 \pi}{L} n\right)^{2}-2 \lambda|\alpha|^{2}, n \in \mathbb{N}\right\}
\]

It is clear that this is a subset of \(\mathbb{R}_{+}\)whenever \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2} \geq 0\).
Moreover, if \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}>0\), the kernel of \(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\) is given by
\[
\operatorname{ker}\left(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\right)=\operatorname{span}_{\mathbb{R}}\left\{\binom{0}{1}\right\}=\operatorname{span}_{\mathbb{R}}\{i\}
\]
and the coercivity property of \(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\) on \(\left(\operatorname{ker}\left(\nabla^{2} \mathscr{L}_{\mu_{\alpha}}(\alpha)\right)\right)^{\perp}=\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\) follows easily.

The following lemma gives a representation of the elements of \(E\) which are close to the \(G\)-orbit \(\mathscr{O}_{U_{\mu_{\alpha}}}\). It is used in the proof of Proposition 8.6 and is a special case of Lemma 7.8. We give a direct proof in the current simple setting.
lemmodulation Lemma 8.5. There exists \(\delta>0\) such that any \(W \in E\) with \(\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq \delta\) can be represented as
\[
\begin{equation*}
e^{i \gamma} W=\alpha+V \tag{8.19}
\end{equation*}
\]
with \(\gamma=\gamma(W) \in[0,2 \pi)\) and \(V \in\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\). Moreover, there exists a positive constant \(C\) such that
\[
\begin{equation*}
\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq\|V\| \leq C \mathrm{~d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \tag{8.20}
\end{equation*}
\]

Proof. Let \(W \in E\) such that \(\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)<\delta\) with \(\delta>0\) sufficiently small. Hence there exists \(\tilde{\gamma}\), which depends on \(W\), such that
\[
\left\|e^{i \tilde{\gamma}} W-\alpha\right\| \leq 2 \inf _{\lambda \in[0,2 \pi)}\left\|W-e^{i \lambda} \alpha\right\| \leq 2 \delta
\]

Next, consider the functional
\[
\begin{aligned}
\mathscr{F}: E \times \mathbb{R} & \rightarrow \mathbb{R} \\
(v, \phi) & \rightarrow\left\langle e^{i \phi} v, i\right\rangle=-\operatorname{Re} \int_{0}^{L} i e^{i \phi} v(x) \mathrm{d} x .
\end{aligned}
\]

Since \(\mathscr{F}(\alpha, 0)=0\) and \(\partial_{\phi} \mathscr{F}(\alpha, 0)=\alpha L \neq 0\), by means of the implicit function theorem, we can conclude that there exists \(\Lambda: \mathscr{V} \rightarrow(-\varepsilon, \varepsilon)\) with \(\mathscr{V}\) a neighbourhood of \(\alpha\) in \(E\) and \(\varepsilon>0\) sufficiently small, such that if \(v \in \mathscr{V}\) then there exists a unique \(\phi=\Lambda(v) \in(-\varepsilon, \varepsilon)\) for which we have \(\left\langle e^{i \phi} v, i\right\rangle=0\).

As a consequence, since \(\left\|e^{i \tilde{\gamma}} W-\alpha\right\|<2 \delta\), if we choose \(\delta>0\) sufficiently small then there exists \(\phi \in \mathbb{R}\) such that \(\left\langle e^{i(\phi+\tilde{\gamma})} W, i\right\rangle=0\). By taking \(\gamma=\tilde{\gamma}+\phi\) modulo \(2 \pi\), we obtain (8.19). Indeed, \(E=T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}} \oplus\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\) and \(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}=\operatorname{span}_{\mathbb{R}}\{i\}\). Hence,
\[
e^{i \gamma} W-\alpha=a i+V
\]
with \(a \in \mathbb{R}\) and \(V \in\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\). As a consequence,
\[
0=\left\langle e^{i \gamma} W-\alpha, i\right\rangle=a\langle i, i\rangle
\]
and \(a\) has to be equal to 0 .
Estimate (8.20) follows directly from the definition of \(V\).
Finally, the following proposition proves the coercivity of \(\mathscr{L}_{\mu_{\alpha}}\) on \(\mathscr{O}_{U_{\alpha}}\).
positivityF Proposition 8.6. Let \(\beta\left(\frac{2 \pi}{\beta}\right)^{2}-2 \lambda|\alpha|^{2}>0, \mathscr{L}_{\mu_{\alpha}}\) be defined as in (8.15), and let \(c_{\lambda}=\) \(\min \left\{\beta\left(\frac{2 \pi}{L}\right)^{2}, \beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}\right\}\). Then there exists \(\delta>0\) such that
\[
\begin{equation*}
\mathscr{L}_{\mu_{\alpha}}(W)-\mathscr{L}_{\mu_{\alpha}}\left(U_{\mu_{\alpha}}\right) \geq \frac{c_{\lambda}}{4} \mathrm{~d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{2} \tag{8.21}
\end{equation*}
\]
for all \(W \in E\), such that \(\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq \delta\).
Proof. Let \(W \in E\) such that \(\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right) \leq \delta\) with \(\delta>0\) sufficiently small. By Lemma 8.5 , there exists \(\gamma \in[0,2 \pi]\) such that \(e^{i \gamma} W-\alpha=V\) with \(V \in\left(T_{U_{\mu_{\alpha}}} \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{\perp}\) and \(\|V\| \leq\)
\(C \mathrm{~d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)\). As a consequence, since \(D_{\alpha} \mathscr{L}_{\mu_{\alpha}}=0\),
\[
\begin{aligned}
\mathscr{L}_{\mu_{\alpha}}(W)-\mathscr{L}_{\mu_{\alpha}}(\alpha) & =\mathscr{L}_{\mu_{\alpha}}\left(e^{i \gamma} W\right)-\mathscr{L}_{\mu_{\alpha}}(\alpha) \\
& =\frac{1}{2} D_{\alpha}^{2} \mathscr{L}_{\mu_{\alpha}}\left(e^{i \gamma} W-\alpha, e^{i \gamma} W-\alpha\right)+\mathrm{o}\left(\left\|e^{i \gamma} W-\alpha\right\|^{2}\right) \\
& =\frac{1}{2} D_{\alpha}^{2} \mathscr{L}_{\mu_{\alpha}}(V, V)+\mathrm{o}\left(\|V\|^{2}\right) \\
& \geq \frac{1}{2} c_{\lambda}\|V\|^{2}+\mathrm{o}\left(\|V\|^{2}\right)
\end{aligned}
\]
with \(c_{\lambda}\) defined in (8.18). Therefore for \(\mathrm{d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)\) small,
\[
\mathscr{L}_{\mu_{\alpha}}(W)-\mathscr{L}_{\mu_{\alpha}}(\alpha) \geq \frac{c_{\lambda}}{4} \mathrm{~d}\left(W, \mathscr{O}_{U_{\mu_{\alpha}}}\right)^{2} .
\]

Now, a straightforward application of the proof of Theorem 7.1 with \(\mathscr{L}_{\mu_{\alpha}}\) as Lyapunov function allows us to conclude that \(\mathscr{O}_{U_{\mu_{\alpha}}}\) is orbitally stable under small perturbations in \(E\) whenever \(\beta\left(\frac{2 \pi}{L}\right)^{2}-2 \lambda|\alpha|^{2}>0\).

\section*{9. Orbital stability for inhomogeneous NLS}

This section is concerned with an NLS equation of the form
\[
\begin{equation*}
i \partial_{t} u+\Delta u+f\left(x,|u|^{2}\right) u=0, \quad u=u(t, x): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{C} \tag{9.1}
\end{equation*}
\]

We consider standing wave solutions \(u(t, x)=e^{i \xi t} w(x)\), where \(w: \mathbb{R}^{d} \rightarrow \mathbb{R}\) is localized \({ }^{17}\) - typically \(w \in H^{1}\left(\mathbb{R}^{d}\right)\) and \(w(x) \rightarrow 0\) exponentially as \(|x| \rightarrow \infty\). Such a solution exists if and only if
\[
\begin{equation*}
\Delta w-\xi w+f\left(x, w^{2}\right) w=0 \tag{9.2}
\end{equation*}
\]
which is precisely the "stationary equation" (6.3). Note that the notation for the nonlinearity in (9.1) is slightly different than in Section 2.4 , and automatically ensures that (2.26) holds, for all \(u \in \mathbb{C} \backslash\{0\}\).

The existence of solutions of (9.2) can be obtained under various hypotheses on \(f\), the easiest case being the pure power nonlinearity, \(f\left(x, w^{2}\right)=|w|^{\sigma-1}, \sigma>1\). Note that, unlike in the case of periodic boundary conditions studied in the previous section, it is crucial here that the nonlinearity be focusing for standing waves to exist. The stationary equation (9.2) has no solutions if, for instance, \(f\left(x, w^{2}\right)=-|w|^{\sigma-1}\). In the sequel, we will indeed suppose that the nonlinearity is focusing, which in the context of (9.1) means that \(f(x, s)\) is positive and increasing in \(s>0\).

The purpose of this section is to further illustrate the general stability theory developed in Section 7. Orbital stability results for standing waves of (9.1) have been obtained in [GS08, Gen09, Gen10a, Gen13] and will be summarized here. The stability analysis in these papers benefits from having solution curves \(\xi \rightarrow w_{\xi}\). In the setting of Section 7, they can be seen as an application of Theorem 7.5. The approach used in [GS08, Gen09, Gen10a, Gen13] was to apply the celebrated Theorem 2 of Grillakis, Shatah, Strauss [GSS87]. This result essentially relies on the set of spectral conditions (S1)-(S3), formulated below in the context of (9.1), together with a convexity condition, which here takes the form (9.14). In the framework developed in these notes, the role of Theorem 2 of [GSS87] can be interpreted as follows. It will be shown in Proposition 9.8 that the conditions (S1)-(S3) and (9.14) ensure that the coercivity property (7.16) required

\footnotetext{
\({ }^{17}\) Note that we focus here on situations where the wave profile \(w(x)\) is real-valued.
}
by Proposition 7.7 is satisfied at the relative equilibrium \(w_{\xi}\). Theorem 7.5 can then be applied. As already mentioned in the introduction to Section 7, and explained in more detail after the proof of Proposition 9.8, the relative equilibria of (9.1) can be parametrized equivalently by the parameter \(\xi\) appearing in (9.2), or by the corresponding value \(\mu=\frac{1}{2}\left\|w_{\xi}\right\|_{L^{2}}^{2}\) of the constant of the motion. It turns out that using \(\xi\) is more convenient here. Note that, since this constant of the motion satisfies Hypothesis F, one could also apply Theorem 7.4 instead of Theorem 7.5.

The notion of orbital stability we shall be concerned with here is that corresponding to the group action (5.18) of Section 5.5. Note however that the explicit spatial dependence in (9.1) breaks the invariance under translations, and one rather needs to consider the restricted action \(\Phi_{\gamma}\) on the phase space \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right)\),
\[
\begin{equation*}
\Phi_{\gamma}(u)=e^{i \gamma} u(x), \quad u \in E, \gamma \in \mathbb{R} \tag{9.3}
\end{equation*}
\]

The standing waves corresponding to solutions \(w_{\xi}\) of the stationary equation (9.2) are then relative equilibria for the dynamics of (9.1), with respect to the action \(\Phi_{\gamma}\).

Remark 9.1. If \(f\) does not depend on \(x\) then the full group action (5.18) is to be considered, and the standing waves of (9.1) are in general not orbitally stable in the sense of (9.3). Orbital stability in the sense of the full group action (5.18) was proved by Cazenave and Lions [CL82] by variational arguments.

We will only consider here situations where the coefficient \(f\) explicitly depends on the space variable \(x \in \mathbb{R}^{d}-(9.1)\) is then often referred to as an inhomogeneous \(N L S-\), and decays as \(|x| \rightarrow \infty\), in a sense that will be made more precise below. We shall also suppose that \(f\left(x, w^{2}\right) \sim V(x)|w|^{\sigma-1}\) as \(w \rightarrow 0\). Conditions relating the function \(V\) and the power \(\sigma>1\) will be given for stability of standing waves to hold. In particular our assumptions will imply \(\sigma<1+\frac{4}{d-2}\), so that local existence in \(H^{1}\left(\mathbb{R}^{d}\right)\) for the Cauchy problem associated with (9.1) is ensured by the results of Section 2.4. Two cases will be considered:
(PT) the power-type nonlinearity \(f\left(x, w^{2}\right)=V(x)|w|^{\sigma-1}\);
(AL) the asymptotically linear case \(f\left(x, w^{2}\right) \rightarrow V(x)\) as \(|w| \rightarrow \infty\)
(e.g. with \(\left.f\left(x, w^{2}\right)=V(x) \frac{|w|^{\sigma-1}}{1+|w|^{\sigma-1}}\right)\).

We will give a short account of the main arguments used in [GS08, Gen09, Gen10a, Gen13] to establish the stability of standing waves along a global solution curve. We will also briefly sketch the bifurcation analysis yielding a smooth branch of non-trivial solutions of (9.2) emerging from the trivial solution \(w=0\). This part of the argument is crucial since, in the approach originally developed in [GS08], the spectral properties and the condition (9.14) required to obtain the coercivity of an appropriate Lyapunov functional are derived by continuation from the limit \(w_{\xi} \rightarrow 0\). It is worth emphasizing here that the verification of these hypotheses is precisely that part of the stability analysis which strongly relies on the model considered. Once the required coercivity properties are established, the orbital stability can be deduced from the abstract results of Section 7.

\subsection*{9.1. Hamiltonian setting}

Similarly to Section 8, we work here with
\[
E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right), \quad(u, v)_{E}=\operatorname{Re} \int_{\mathbb{R}^{d}} \nabla u(x) \cdot \nabla \bar{v}(x)+u(x) \bar{v}(x) \mathrm{d} x
\]

The Hamiltonian and the charge are respectively defined by \(H, Q: E \rightarrow \mathbb{R}\),
\[
\begin{equation*}
H(u)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}^{d}} \int_{0}^{|u|^{2}} f(x, s) \mathrm{d} s \mathrm{~d} x, \quad Q(u)=\frac{1}{2} \int_{\mathbb{R}^{d}}|u|^{2} \mathrm{~d} x, \quad u \in E . \tag{9.4}
\end{equation*}
\]

In the notation of Section \(5.5, Q(u) \equiv-F_{d+1}(u)\), but we will keep the customary notation \(Q\) here. Under our assumptions, \(H, Q \in C^{2}(E, \mathbb{R})\).

Now (9.1) can precisely be written in the form
\[
\begin{equation*}
\mathscr{J} \dot{u}_{t}=D_{u_{t}} H \tag{9.5}
\end{equation*}
\]
hamiltonian
considered in Section 5, with \(E=H^{1}\left(\mathbb{R}^{d}, \mathbb{C}\right) \simeq H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \times H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)\) and
\[
\mathscr{J}=\left(\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right)
\]
with \(I: H^{1} \hookrightarrow H^{-1}\) the (dense) injection. That is, \(\mathscr{J}(q, p)=(-p, q) \in E^{*}\), for all \((q, p) \in\) \(E\), as in Section 5.5. Note that we use the identification
\[
H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \subset L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)=L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)^{*} \subset H^{-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)
\]

In this setting a solution of (9.1) is a function \(u \in C^{1}\left(\left(-T_{\min }, T_{\max }\right), E\right)\), for some \(T_{\min }, T_{\max }>0\) (depending on \(u(0)\) ), satisfying (9.5) for all \(t \in\left(-T_{\min }, T_{\max }\right)\). Standing waves are particular solutions of the form \(u(t)=\Phi_{(\xi t)} w, w \in E\), and the stationary equation (9.2) now reads
\[
\begin{equation*}
D_{w} H+\xi D_{w} Q=0 . \tag{9.6}
\end{equation*}
\]

Hence, the discussion in Sections 6 and 7 indicates that
\[
\begin{equation*}
\mathscr{L}_{\xi}=H+\xi Q \tag{9.7}
\end{equation*}
\]
is the natural candidate for the Lyapunov function. Furthermore, the invariance of \(H\) and \(Q\) under the action of \(\Phi_{\gamma}\) implies that
\[
\begin{equation*}
D_{\Phi_{\gamma}(w)} H+\xi D_{\Phi_{\gamma}(w)} Q=0, \quad \gamma \in \mathbb{R} \tag{9.8}
\end{equation*}
\]

Finally, note that the isometric action (9.3) can equivalently be expressed as
\[
\Phi_{\gamma}\binom{\operatorname{Re} u}{\operatorname{Im} u}=\left(\begin{array}{cc}
\cos \gamma & -\sin \gamma \\
\sin \gamma & \cos \gamma
\end{array}\right)\binom{\operatorname{Re} u}{\operatorname{Im} u}, \quad u \in E, \gamma \in \mathbb{R}
\]

\subsection*{9.2. Bifurcation results}

In this section we present bifurcation results ensuring the existence of smooth curves of solutions of (9.2). From a bifurcation-theoretic viewpoint the peculiarity of these results is that, in both the (PT) and (AL) cases, bifurcation occurs from the essential spectrum of the linearization of (9.2), namely
\[
\Delta w=\xi_{w}
\]
this linear problem set on \(\mathbb{R}^{d}\) having no eigenvalues.
We start with the power-type case (PT), that is, we first consider the problem
\[
\begin{equation*}
\Delta w(x)+V(x)|w(x)|^{\sigma-1} w(x)=\xi w(x), \quad w \in H^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \tag{9.9}
\end{equation*}
\]
where \(d \geq 1\) and \(V: \mathbb{R}^{d} \rightarrow \mathbb{R}\) satisfies:
(V1) \(V \in C^{1}\left(\mathbb{R}^{d}\right)\);
(V2) there exists \(b \in(0,2)(b \in(0,1)\) if \(d=1)\) such that
\[
\begin{gathered}
1<\sigma<\frac{4-2 b}{d-2} \quad \text { if } d \geq 3, \quad 1<\sigma<\infty \quad \text { for } d=1,2 \\
\lim _{|x| \rightarrow \infty}|x|^{b} V(x)=1 \quad \text { and } \quad \lim _{|x| \rightarrow \infty}|x|^{b}[x \cdot \nabla V(x)+b V(x)]=0
\end{gathered}
\]
(V3) \(V\) is radial with \(V(r)>0\) and \(V^{\prime}(r)<0\) for \(r>0\);
(V4) \(r \frac{V^{\prime}(r)}{V(r)}\) is decreasing in \(r>0\) (and so \(\rightarrow-b\) by (V2)).
Note that \(V(x)=\left(1+|x|^{2}\right)^{-b / 2}\) satisfies all of the above assumptions.
ptglobal.thm Theorem 9.2. Suppose that the hypotheses (V1) to (V4) hold. Then there exists a curve \(w \in C^{1}\left((0, \infty), H^{1}\left(\mathbb{R}^{d}\right)\right)\) such that, for all \(\xi \in(0, \infty), w_{\xi} \equiv w(\xi)\) is the unique positive radial solution of \((9.9)\), \(w_{\xi} \in C^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\), and \(w_{\xi}\) is strictly radially decreasing, with \(w_{\xi}(x),\left|\nabla w_{\xi}(x)\right| \rightarrow 0\) exponentially as \(|x| \rightarrow \infty\). Furthermore, the asymptotic behaviour of the curve reads
\[
\lim _{\xi \rightarrow 0}\left\|w_{\xi}\right\|_{H^{1}}=\left\{\begin{array}{lll}
0 & \text { if } & 1<\sigma<1+\frac{4-2 b}{d} \\
\infty & \text { if } & 1+\frac{4-2 b}{d}<\sigma<1+\frac{4-2 b}{d-2}
\end{array}\right.
\]
and
\[
\lim _{\xi \rightarrow \infty}\left\|w_{\xi}\right\|_{H^{1}}=\infty \quad \text { for all } \quad 1<\sigma<1+\frac{4-2 b}{d-2}
\]

This theorem has been proved in [Gen10b] by a combination of variational and analytical arguments. It provides a global continuation, in the radial case, of the local curve of solutions of (9.9) obtained in [GS08] (parametrized by \(\xi \in\left(0, \xi_{0}\right)\), with \(\xi_{0}>0\) small) under the much weaker assumptions (V1) and (V2). Note in particular that (V2) only requires the problem to be focusing at infinity, no further sign restrictions being imposed on \(V\). The orbital stability of the solutions \(w_{\xi}, \xi \in\left(0, \xi_{0}\right)\), is also discussed in [GS08], and it is found that they are stable provided
\[
\begin{equation*}
1<\sigma<1+\frac{4-2 b}{d} \tag{9.10}
\end{equation*}
\]
stablexp
and unstable if \(1+\frac{4-2 b}{d}<\sigma<1+\frac{4-2 b}{d-2}\).
Remark 9.3. In fact, more information about the asymptotic behaviour as \(\xi \rightarrow 0\) is obtained in [GS08]. In particular,
\[
\lim _{\xi \rightarrow 0}\left\|w_{\xi}\right\|_{L^{2}}=\left\{\begin{array}{lll}
0 & \text { if } & 1<\sigma<1+\frac{4-2 b}{d} \\
\infty & \text { if } & 1+\frac{4-2 b}{d}<\sigma<1+\frac{4-2 b}{d-2}
\end{array}\right.
\]
whereas
\[
\lim _{\xi \rightarrow 0}\left\|\nabla w_{\xi}\right\|_{L^{2}}=0 \quad \text { for all } 1<\sigma<1+\frac{4-2 b}{d-2}
\]

We now state a global bifurcation result similar to Theorem 9.2, for (9.2) in dimension \(d=1\), in the asymptotically linear case (AL). That is, we consider
\[
\begin{equation*}
w^{\prime \prime}(x)+f\left(x, w(x)^{2}\right) w(x)=\xi w(x), \quad w \in H^{1}(\mathbb{R}, \mathbb{R}) \tag{9.11}
\end{equation*}
\]
where, to fix the ideas \({ }^{18}\), we let
\[
\begin{equation*}
f\left(x, w^{2}\right)=V(x) \frac{|w|^{\sigma-1}}{1+|w|^{\sigma-1}} \tag{9.12}
\end{equation*}
\]

In the asymptotically linear case, one cannot expect to find positive solutions of (9.11)(9.12) for large values of \(\xi>0\). Heuristically, letting \(u \rightarrow \infty\) in (9.11)-(9.12) leads to the so-called asymptotic linearization
\[
\begin{equation*}
w^{\prime \prime}(x)+V(x) w(x)=\xi w(x) \tag{9.13}
\end{equation*}
\]

\footnotetext{
\({ }^{18}\) More general assumptions on the coefficient \(f\) in (AL) can be given, under which the bifurcation and stability results presented here still hold, see [Gen13].
}
having a ray of positive eigenfunctions \(\left\{\mu w_{\infty}: \mu>0\right\}\) corresponding to a principal eigenvalue \(\xi_{\infty}>0\). This has been put on rigorous grounds in [Gen11], where it is shown that positive even solutions of (9.11)-(9.12) only exist for \(\xi<\xi_{\infty}\), and satisfy \(\left\|w_{\xi}\right\|_{H^{1}} \rightarrow \infty\) as \(\xi \rightarrow \xi_{\infty}\).

Theorem 9.4. Suppose (V1) to (V3) and \(1<\sigma<5-2 b\). Then there exists a curve \(w \in\) \(C^{1}\left(\left(0, \xi_{\infty}\right), H^{1}(\mathbb{R})\right)\) such that, for all \(\xi \in\left(0, \xi_{\infty}\right), w_{\xi}\) is the unique positive even solution of (9.11)-(9.12), \(w_{\xi} \in C^{2}(\mathbb{R}) \cap H^{2}(\mathbb{R})\) with \(w_{\xi}^{\prime}(x)<0\) for \(x>0\), and \(w_{\xi}(x), w_{\xi}(x)^{\prime} \rightarrow 0\) exponentially as \(|x| \rightarrow \infty\). Furthermore, there holds
\[
\lim _{\xi \rightarrow 0}\left\|w_{\xi}\right\|_{H^{1}(\mathbb{R})}=0 \quad \text { and } \quad \lim _{\xi \rightarrow \xi_{\infty}}\left\|w_{\xi}\right\|_{H^{1}(\mathbb{R})}=\infty
\]

Remark 9.5. The reader might wonder why (V4) is not needed for Theorem 9.4. It turns out that this assumption is essential in the proof of Theorem 9.2 , where it ensures uniqueness of positive radial solutions of (9.9), for any fixed \(\xi>0\). In the one-dimensional problem (9.11)-(9.12), uniqueness can be proved without invoking (V4). \({ }^{19}\) However, we will see in the next section that this hypothesis is crucial to the stability analysis, in both the (PT) and (AL) cases.

Remark 9.6. Thanks to the form of the nonlinearity in (9.12) the global branch of Theorem 9.4, bifurcating from the trivial solution \(u=0\) at \(\xi=0\), is obtained by perturbation from the (PT) nonlinearity dealt with in Theorem 9.2. In fact, the case where asymptotic bifurcation occurs at \(\xi=0\), corresponding in dimension \(d=1\) to \(5-2 b<\sigma<\infty\), could also be extended to the (AL) case, where instability could be inferred, in the limit \(\xi \rightarrow 0\). We refrain from going in this direction here since we were only able so far to extend the discussion to a global branch in the stable case. We shall therefore assume (9.10) from now on, both for (PT) and (AL).

\subsection*{9.3. Stability}

In dimension \(d=1\), assuming that \(1<\sigma<5-2 b\), the global curves of standing wave solutions given by Theorems 9.2 and 9.4 are stable. This has been proved in [Gen10a] for the (PT) case and in [Gen13] for the (AL) case. The proofs rely on the theory of orbital stability in [GSS87] and we will now outline the main arguments.

We shall start by convincing the reader that, in the context of (9.1), one cannot hope for stability in the usual sense (1.1). Indeed, suppose \(\xi_{n} \rightarrow \xi\) and consider
\[
u_{\xi}(t, x)=e^{i \xi t} w_{\xi}(x) \quad \text { and } \quad u_{n}(t, x)=e^{i \xi_{n} t} w_{\xi_{n}}(x)
\]

Then
\[
\forall \delta>0 \exists N_{\delta} \in \mathbb{N}, n \geq N_{\delta} \Rightarrow\left\|u_{n}(0, \cdot)-u_{\xi}(0, \cdot)\right\|_{H^{1}}=\left\|w_{\xi_{n}}-w_{\xi}\right\|_{H^{1}} \leq \delta .
\]

However,
\[
\begin{aligned}
& \left\|u_{n}(t, \cdot)-u_{\xi}(t, \cdot)\right\|_{H^{1}} \geq\left|\left|e^{i \xi t}-e^{i \xi_{n} t}\right|\left\|w_{\xi}\right\|_{H^{1}}-\left\|w_{\xi_{n}}-w_{\xi}\right\|_{H^{1}}\right| \\
& \quad \Rightarrow \sup _{t \geq 0}\left\|u_{n}(t)-u_{\xi}(t)\right\|_{H^{1}} \geq 2\left\|w_{\xi}\right\|_{H^{1}}-\delta, n \geq N_{\delta} .
\end{aligned}
\]

Therefore, for \(n\) large enough, the initial datum \(u_{n}(0)\) may be chosen \(\delta\)-close to \(u_{\xi}(0)\), \(u_{n}(t)\) will nevertheless drift at least \(2\left\|w_{\xi}\right\|_{H^{1}}-\delta\) far away from \(u_{\xi}(t)\).

\footnotetext{
\({ }^{19}\) Note that the main reason for restricting the discussion to \(d=1\) in Theorem 9.4 is the lack of uniqueness results in higher dimensions for the (AL) case.
}

Theorem 9.7. Suppose that \(d=1\) and the hypotheses (V1) to (V4) are satisfied. Then the standing waves \(u_{\xi}(t, x)=e^{i \xi t} w_{\xi}(x)\) of (9.1) given by either Theorem 9.2 or Theorem 9.4 are orbitally stable.

The proofs of Theorem 9.7 given in [Gen10a, Gen13] used Theorem 2 of [GSS87], and so relied upon verifying Assumptions 1-3 of [GSS87], as well as the condition
\[
\begin{equation*}
\left\|w_{\xi}\right\|_{L^{2}} \text { is strictly increasing in } \xi>0 \tag{9.14}
\end{equation*}
\]

The latter is often referred to as the slope condition or the Vakhitov-Kolokolov condition. It seems to have indeed first appeared in the paper [VK73] of Vakhitov and Kolokolov (1968), in the context of nonlinear optical waveguides. \({ }^{20}\)

Assumption 1 of [GSS87] is about the well-posedness of the Cauchy problem for (9.1) which, under our hypotheses, follows from Section 2.4. Assumption 2 pertains to the existence of smooth solution curves and is ensured by Theorem 9.2/9.4. It is this property which allows us to apply Theorem 7.5 of Section 7.

We will see that Assumption 3 of [GSS87], together with the slope condition (9.14), ensure the required coercivity property of the Lyapunov function \(\mathscr{L}_{\xi}\) introduced in (9.7). In order to formulate Assumption 3 in the present context, consider the bounded linear operator \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}: E \rightarrow E^{*}\),
\[
\begin{equation*}
D_{w_{\xi}}^{2} \mathscr{L}_{\xi}=D_{w_{\xi}}^{2} H+\xi D_{w_{\xi}}^{2} Q, \quad \xi>0 . \tag{9.15}
\end{equation*}
\]

We define the spectrum of \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) as the following subset of \(\mathbb{R}\) :
\[
\begin{equation*}
\sigma\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\right)=\left\{\lambda \in \mathbb{R}: D_{w_{\xi}}^{2} \mathscr{L}_{\xi}-\lambda \widetilde{R}: E \rightarrow E^{*} \text { is not an isomorphism }\right\} \tag{9.16}
\end{equation*}
\]
where \(\widetilde{R}=\operatorname{diag}(R, R)\) and \(R=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+1: H^{1}(\mathbb{R}, \mathbb{R}) \rightarrow H^{-1}(\mathbb{R}, \mathbb{R})\) is the Riesz isomorphism. Under the hypotheses of Theorem \(9.2 / 9.4, \widetilde{R}^{-1} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}: E \rightarrow E\) is a bounded selfadjoint Schrödinger operator, and its spectrum coincides with \(\sigma\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\right)\). The motivation for this definition of the spectrum of \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) will be discussed in Remark 9.9.

A straightforward calculation shows that \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) is explicitly given by
\[
D_{w_{\xi}}^{2} \mathscr{L}_{\xi}=\left(\begin{array}{cc}
-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\xi-\left[f\left(x, w_{\xi}^{2}\right)+2 \partial_{2} f\left(x, w_{\xi}^{2}\right) w_{\xi}^{2}\right] & 0  \tag{9.17}\\
0 & -\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\xi-f\left(x, w_{\xi}^{2}\right)
\end{array}\right)
\]
and the spectral conditions formulated in Assumption 3 of [GSS87] are:
(S1) \(\exists \alpha_{\xi} \in \mathbb{R}\) such that \(\sigma\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\right) \cap(-\infty, 0)=\left\{-\alpha_{\xi}^{2}\right\}\) and \(\operatorname{ker}\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}+\alpha_{\xi}^{2} \widetilde{R}\right)\) is onedimensional;
(S2) \(\operatorname{ker} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}=\operatorname{span}\left\{i w_{\xi}\right\}\);
(S3) \(\sigma\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\right) \backslash\left\{-\alpha_{\xi}^{2}, 0\right\}\) is bounded away from zero.
The fact that \(i w_{\xi} \in \operatorname{ker} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) directly follows by differentiating (9.8) with respect to \(\gamma\) at \(\gamma=0\). So (S2) really only states that \(\operatorname{ker} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) is one-dimensional.

We now explain how hypotheses (S1)-(S3), together with (9.14), imply the coercivity property (7.16) in Proposition 7.7. In order to explicitly write down condition (7.16), let us

\footnotetext{
\({ }^{20}\) The mathematical theory of NLS has been intimately connected to nonlinear optics from its early days. See [Gen10a] for additional references on this.
}
first observe that we parametrized the standing waves by the "frequency" \(\xi\) here, whereas in Section 7 the relative equilibria are rather labelled using the value \(\mu\) of the constraint. In the present context, \(\mu=\mu(\xi)=Q\left(w_{\xi}\right)\), and we only deal with situations where \(\mu\) is a smooth, strictly increasing function of \(\xi\), so both parametrizations are equivalent. Now the level surface
\[
\Sigma_{Q\left(w_{\xi}\right)}=\left\{u \in E \mid Q(u)=Q\left(w_{\xi}\right)\right\}
\]
and, given a standing wave \(u_{\xi}(t)=\Phi_{(\xi t)} w_{\xi}\) we have, for any \(u=e^{-i \gamma(u)} w_{\xi} \in \mathscr{O}_{u_{\xi}}\),
\[
T_{u} \Sigma_{Q\left(w_{\xi}\right)}=\left\{v \in E \mid\left\langle e^{-i \gamma(u)} D_{w_{\xi}} Q, v\right\rangle=0\right\}
\]

On the other hand, \(T_{u} \mathscr{O}_{u_{\xi}}=\operatorname{span}\left\{e^{-i \gamma(u)} i w_{\xi}\right\}\), so that
\[
T_{u} \Sigma_{Q\left(w_{\xi}\right)} \cap\left(T_{u} \mathscr{O}_{u_{\xi}}\right)^{\perp}=\left\{v \in E \mid\left\langle e^{-i \gamma(u)} D_{w_{\xi}} Q, v\right\rangle=\left(e^{-i \gamma(u)} i w, v\right)_{E}=0\right\}
\]

Next, differentiating
\[
D_{w_{\xi}} H+\xi D_{w_{\xi}} Q=0
\]
with respect to \(\xi\) yields
\[
\begin{equation*}
D_{w_{\xi}}^{2} \mathscr{L}_{\xi} \chi_{\xi}=-D_{w_{\xi}} Q, \quad \text { where } \quad \chi_{\xi}:=\frac{\mathrm{d} w_{\xi}}{\mathrm{d} \xi} \tag{9.18}
\end{equation*}
\]
so that
\[
\begin{equation*}
\left\langle D_{w_{\xi}}^{2} \mathscr{L}_{\xi} \chi_{\xi}, \chi_{\xi}\right\rangle=-\left\langle D_{w_{\xi}} Q, \chi_{\xi}\right\rangle=-\frac{\mathrm{d}}{\mathrm{~d} \xi} Q\left(w_{\xi}\right)<0 \tag{9.19}
\end{equation*}
\]
by (9.14).
Proposition 9.8. Suppose that (S1) to (S3) hold, as well as (9.14). Then there exists \(c>0\) such that
\[
\forall u \in \mathscr{O}_{u_{\xi}}, \forall v \in T_{u} \Sigma_{Q\left(w_{\xi}\right)} \cap\left(T_{u} \mathscr{O}_{u_{\xi}}\right)^{\perp}, D_{u}^{2} \mathscr{L}_{\xi}(v, v) \geq c\|v\|_{E}^{2}
\]

Proof. Let \(u=e^{-i \gamma(u)} w_{\xi} \in \mathscr{O}_{u_{\xi}}\). First remark that, by the invariance of \(\mathscr{L}\) on the orbit \(\left\{\Phi_{\gamma} w_{\xi} \mid \gamma \in \mathbb{R}\right\}\), we have
\[
D_{u}^{2} \mathscr{L}_{\xi}=D_{\Phi_{\gamma(u) w_{\xi}}^{2}}^{2} \mathscr{L}_{\xi}=D_{w_{\xi}}^{2}\left(\mathscr{L}_{\xi} \circ \Phi_{-\gamma(u)}\right)=D_{w_{\xi}}^{2} \mathscr{L}_{\xi} .
\]

Therefore, we need only prove the result at \(u=w_{\xi}\), i.e. that there exists \(c>0\) such that
\[
\forall v \in E,\left\langle D_{w_{\xi}} Q, v\right\rangle=\left(i w_{\xi}, v\right)_{E}=0 \Rightarrow D_{w_{\xi}}^{2} \mathscr{L}_{\xi}(v, v) \geq c\|v\|_{E}^{2} .
\]

Introducing the bounded self-adjoint operator \(S_{\xi}:=\widetilde{R}^{-1} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}: E \rightarrow E\), this is equivalent to
\[
\forall v \in E,\left(S_{\xi} \chi_{\xi}, v\right)_{E}=\left(i w_{\xi}, v\right)_{E}=0 \Rightarrow\left(S_{\xi} v, v\right)_{E} \geq c\|v\|_{E}^{2}
\]

Now by (9.19) we see that \(\left(S_{\xi} \chi_{\xi}, \chi_{\xi}\right)_{E}<0\), and the result readily follows from Lemma 5.3 in [Stu08].

The verification of properties (S1)-(S3) and of the slope condition (9.14) in [Gen10a, Gen13] is intimately connected with the behaviour as \(\xi \rightarrow 0\) of the solutions given by Theorem 9.2/9.4. The main idea is to show that the required properties hold true for a limiting problem obtained by letting \(\xi \rightarrow 0\) in the stationary equation (9.2) (in suitably rescaled variables), and then to deduce them for the original problem by perturbation and continuation along the global curve given by Theorem 9.2/9.4. In other words, it is first shown that (S1)-(S3) and (9.14) hold for small values of \(\xi>0\), and then that these properties cannot change along the global curve. It is worth noting here that, in both Theorem 9.2
and Theorem 9.4, it can be shown that \(\left\|w_{\xi}\right\|_{L^{\infty}} \rightarrow 0\) as \(\xi \rightarrow 0\) (see Section 9.3.1 below). Therefore, case (AL) can be seen as a perturbation of (PT), in the limit of small \(\xi\), and the stability properties of standing waves are the same in both cases for small \(\xi>0\).

The remainder of this section is devoted to the proof of Theorem 9.7. We will sketch the arguments yielding the local stability results close to \(\xi=0\), and the continuation procedure extending these to the whole curves of solutions in Theorem 9.2 and Theorem 9.4. For the local results, we shall only consider case (PT), the details of the perturbation argument one has to go through to deal with (AL) being cumbersome and not very enligthening (see [Gen09] for more details). We will however present the global continuation procedure for both cases in a unified manner. For this we will use the general notation of (9.1)(9.2) rather than the particular form of \(f\) in each case, and we will merely write \(\xi>0\) throughout, of course really meaning \(0<\xi<\xi_{\infty}\) in the (AL) case.
9.3.1. Local stability by bifurcation. We consider here (9.2) in dimension \(d=1\), and with \(f\left(x, s^{2}\right)=V(x)|s|^{\sigma-1}\). The scaling
\[
\begin{equation*}
\xi=k^{2}, \quad u(x)=k^{\frac{2-b}{\sigma-1}} v(y), \quad y:=k x, \quad k>0 \tag{9.20}
\end{equation*}
\]
yields
\[
\begin{equation*}
v^{\prime \prime}-v+k^{-b} V(y / k)|v|^{\sigma-1} v=0, \quad k>0 \tag{9.21}
\end{equation*}
\]

Then, by (V2),
\[
\lim _{k \rightarrow 0} k^{-b} V(y / k)=|y|^{-b}|y / k|^{b} V(y / k)=|y|^{-b} \quad \forall y \neq 0
\]
which suggests considering the limit problem
\[
\begin{equation*}
v^{\prime \prime}-v+|y|^{-b}|v|^{\sigma-1} v=0 \tag{9.22}
\end{equation*}
\]

It turns out [Gen10a] that (9.22) has a unique positive radial solution \(v_{0} \in H^{1}(\mathbb{R})\). This solution can be shown to have a variational characterization, from which it bears the name ground state of (9.22).

The advantage of the scaling is that, in the new variables \((k, v)\), one can now obtain solutions by perturbation of (9.22), which is non-degenerate. More precisely, one can apply a version of the implicit function theorem to the function \(F: \mathbb{R} \times H^{1}(\mathbb{R}) \rightarrow H^{-1}(\mathbb{R})\) defined by
\[
F(k, v)= \begin{cases}v^{\prime \prime}-v+|k|^{-b} V(y /|k|)|v|^{\sigma-1} v, & k \neq 0 \\ v^{\prime \prime}-v+|y|^{-b}|v|^{\sigma-1} v, & k=0\end{cases}
\]
at the point \((k, v)=\left(0, v_{0}\right) \in \mathbb{R} \times H^{1}(\mathbb{R})\), where \(D_{2} F\left(0, v_{0}\right): H^{1}(\mathbb{R}) \rightarrow H^{-1}(\mathbb{R})\) is an isomorphism (see [Gen10a, Proposition 2.1]). This provides a small \(k_{0}>0\) and a local \(C^{1}\) curve of solutions \(\left\{\left(k, v_{k}\right):|k|<k_{0}\right\} \subset \mathbb{R} \times H^{1}(\mathbb{R})\) of \(F(k, v)=0\). The local bifurcation in Theorem 9.2 can then be obtained by going back to the original variables using (9.20), which yields a local \(C^{1}\) curve of solutions
\[
\left\{\left(\xi, w_{\xi}\right): 0<\xi<k_{0}^{2}\right\} \subset \mathbb{R} \times H^{1}(\mathbb{R})
\]
of (9.2). The various solution norms in the two sets of variables are related by
\[
\begin{aligned}
& \left\|w_{\xi}\right\|_{L^{2}}^{2}=\xi^{\alpha-1}\left\|v_{\xi^{1 / 2}}\right\|_{L^{2}}^{2}, \quad\left\|\nabla w_{\xi}\right\|_{L^{2}}^{2}=\xi^{\alpha}\left\|\nabla v_{\xi^{1 / 2}}\right\|_{L^{2}}^{2} \\
& \left\|w_{\xi}\right\|_{L^{\infty}}=\xi^{\frac{2-b}{2(\sigma-1)}}\left\|v_{\xi^{1 / 2}}\right\|_{L^{\infty}}, \quad \text { where } \alpha=\frac{4-2 b+(\sigma-1)}{2(\sigma-1)}
\end{aligned}
\]

The behaviour of \(w_{\xi}\) as \(\xi \rightarrow 0\) follows readily from these relations and the fact that \(v_{k} \rightarrow v_{0}\) both in \(H^{1}(\mathbb{R})\) and in \(L^{\infty}(\mathbb{R})\) (see [Gen10a, Proposition 3.1]).

The slope condition. Let us now explain how the slope condition (9.14) can be derived from this analysis, for small \(\xi>0\). We show that \(\frac{\mathrm{d}}{\mathrm{d} \xi}\left\|w_{\xi}\right\|_{L^{2}}^{2}>0\) for \(\xi>0\) small enough. Observe that
\[
\frac{\mathrm{d}}{\mathrm{~d} \xi}\left\|w_{\xi}\right\|_{L^{2}}^{2}=\frac{1}{2 k} \frac{\mathrm{~d}}{\mathrm{~d} k}\left\|w_{k^{2}}\right\|_{L^{2}}^{2}=\frac{1}{2 k} \frac{\mathrm{~d}}{\mathrm{~d} k}\left\{k^{\beta}\left\|v_{k}\right\|_{L^{2}}^{2}\right\}
\]
where
\[
\begin{equation*}
\beta=\frac{4-2 b-(\sigma-1)}{\sigma-1}=2(\alpha-1) \tag{9.23}
\end{equation*}
\]

Now
\[
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} k}\left\{k^{\beta}\left\|v_{k}\right\|_{L^{2}}^{2}\right\} & =\beta k^{\beta-1}\left\|v_{k}\right\|_{L^{2}}^{2}+k^{\beta} 2\left\langle v_{k}, \frac{\mathrm{~d}}{\mathrm{~d} k} v_{k}\right\rangle_{L^{2}} \\
& =k^{\beta-1}\left\{\beta\left\|v_{k}\right\|_{L^{2}}^{2}+2 k\left\langle v_{k}, \frac{\mathrm{~d}}{\mathrm{~d} k} v_{k}\right\rangle_{L^{2}}\right\} .
\end{aligned}
\]

Since \(\left\|v_{k}\right\|_{L^{2}}^{2} \rightarrow\left\|v_{0}\right\|_{L^{2}}^{2}>0\) as \(k \rightarrow 0\), we have that
\[
\begin{equation*}
\operatorname{sgn}\left\{\frac{\mathrm{d}}{\mathrm{~d} \xi}\left\|w_{\xi}\right\|_{L^{2}}^{2}\right\}=\operatorname{sgn}\{\alpha-1\} \text { for } \xi=k^{2} \text { small } \tag{9.24}
\end{equation*}
\]
provided
\[
\begin{equation*}
k\left\langle v_{k}, \frac{\mathrm{~d}}{\mathrm{~d} k} v_{k}\right\rangle_{L^{2}} \rightarrow 0 \text { as } k \rightarrow 0 \tag{9.25}
\end{equation*}
\]

On the other hand,
\[
\begin{aligned}
F\left(k, v_{k}\right)=0 & \Rightarrow D_{k} F\left(k, v_{k}\right)+D_{v} F\left(k, v_{k}\right) \frac{\mathrm{d}}{\mathrm{~d} k} v_{k}=0 \\
& \Rightarrow k \frac{\mathrm{~d}}{\mathrm{~d} k} v_{k}=-D_{v} F\left(k, v_{k}\right)^{-1} k D_{k} F\left(k, v_{k}\right)=-D_{v} F\left(k, v_{k}\right)^{-1} k^{-b} W(y / k) v_{k}^{\sigma}
\end{aligned}
\]
where \(W(x):=x \cdot V^{\prime}(x)+b V(x)\) appears in hypothesis (V2). Then, using (V2), it is not difficult to show that
\[
k^{-b} W(y / k) v_{k}^{\sigma} \rightarrow 0 \text { in } H^{-1} \text { as } k \rightarrow 0
\]

Finally, it follows from the open mapping theorem that
\[
D_{v} F\left(k, v_{k}\right)^{-1} \rightarrow D_{v} F\left(0, v_{0}\right)^{-1} \text { in } B\left(H^{-1}, H^{1}\right) \text { as } k \rightarrow 0
\]
and we conclude that \(k \frac{\mathrm{~d}}{\mathrm{~d} k} v_{k} \rightarrow 0\) in \(H^{1}\) as \(k \rightarrow 0\), from which (9.25) follows. Recalling our assumption that \(1<\sigma<5-2 b\), the slope condition (9.14) now readily follows from (9.23) and (9.24).

The spectral assumptions. Regarding the verification of (S1)-(S3), we shall not give as much detail as for the slope condition. That the solutions \(w_{\xi}\) indeed give rise to a Hessian \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}: E \rightarrow E^{*}\) with the appropriate spectral structure also follows from the properties of the limit problem (9.22) through the perturbation procedure outlined above. The crucial point is the variational characterization of the ground state \(v_{0}\), which can be shown to minimize the functional
\[
\widetilde{\mathscr{L}_{0}}(v)=\frac{1}{2} \int_{\mathbb{R}}\left(v^{\prime}\right)^{2}+v^{2} \mathrm{~d} x-\frac{1}{\sigma+1} \int_{\mathbb{R}}|x|^{-b}|v|^{\sigma+1} \mathrm{~d} x
\]
on an appropriate codimension 1 submanifold \(N\) of \(H^{1}(\mathbb{R})\). Note that the direct method of the calculus of variations cannot be applied to the functional \(\widetilde{\mathscr{L}}_{0}\) since it is not coercive. In fact it turns out that \(v_{0}\) is a saddle-point of \(\widetilde{\mathscr{L}}_{0}\). More precisely, \(v_{0}\) is a critical point of \(\widetilde{\mathscr{L}}_{0}\)
(i.e. \(D_{v_{0}} \widetilde{\mathscr{L}_{0}}=0\) ), and the quadratic form \(D_{v_{0}}^{2} \widetilde{\mathscr{L}_{0}}: H^{1} \times H^{1} \rightarrow \mathbb{R}\) is positive definite tangentially to \(N\), and negative along the ray spanned by \(v_{0}\), transverse to \(N\). This information - together with some Schrödinger operator theory - precisely implies that \(D_{v_{0}}^{2} \widetilde{\mathscr{L}}_{0}\) enjoys the properties (S1)-(S3). Furthermore, if \(w_{\xi}\) and \(v_{k}\) are related by the change of variables (9.20), a straightforward calculation shows that
\[
\mathscr{L}_{\xi}\left(w_{\xi}\right)=k^{\frac{3-2 b+\sigma}{(\sigma-1)}} \widetilde{\mathscr{L}}_{0}\left(v_{k}\right),
\]
where \(\mathscr{L}_{\xi}\) is the Lyapunov function defined in (9.7). However, it is by no means trivial to verify that the spectral properties of \(D_{v_{0}}^{2} \widetilde{\mathscr{L}}_{0}\) are carried through to \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\), for \(\xi>0\) small, in the perturbation procedure. This was shown in [GS08] in arbitrary dimension.

Note that, if the solutions \(w_{\xi}\) are themselves saddle-points of \(\mathscr{L}_{\xi}\), the perturbation procedure can be dispensed of, and the spectral properties of the Hessian \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) derived directly from this variational characterization. This is in fact the case for the solutions obtained in Theorem 9.2, but it is not known in the (AL) case, where the variational structure is much less transparent.
essential.rem Remark 9.9. When verifying assumptions (S1)-(S3) in the context of (9.1)-(9.2) (which are set on the whole of \(\mathbb{R}^{d}\) ) one has to deal with the continuous spectrum of \(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\) in addition to the negative eigenvalue lying at the bottom of the spectrum. The standard approach to tackle this is via the theory of Schrödinger operators applied to the self-adjoint operator \(\widetilde{R}^{-1} D_{w_{\xi}}^{2} \mathscr{L}_{\xi}: E \rightarrow E\). This motivates the definition of \(\sigma\left(D_{w_{\xi}}^{2} \mathscr{L}_{\xi}\right)\) given in (9.16). On the other hand, the problem considered in Section 8 (set on a compact manifold) only gives rise to discrete spectrum in the linearization, and so can be handled with a more elementary spectral analysis, not requiring to introduce the Riesz isomorphism \(\widetilde{R}: E \rightarrow E^{*}\) explicitly.
9.3.2. Global continuation. In this section we show how both the slope condition (9.14) and the spectral properties (S1)-(S3) extend from the previous local analysis to the global curve given by either Theorem 9.2 or Theorem 9.4. We will handle the two cases in a unified approach, using the general notation \(f\left(x, w^{2}\right) w\) for the nonlinearity. As earlier, we will often merely write \(\xi>0\), really meaning \(\xi \in(0, \infty)\) in the (PT) case and \(\xi \in\left(0, \xi_{\infty}\right)\) in the (AL) case. Again, we only consider here the case \(d=1\).
The slope condition. From the previous analysis, (9.14) holds for \(\xi>0\) small enough. Hence we need only verify that
\[
\frac{\mathrm{d}}{\mathrm{~d} \xi} \int_{\mathbb{R}} w_{\xi}^{2} \mathrm{~d} x \neq 0 \quad \forall \xi>0
\]

First notice that, since the solutions \(w_{\xi}\) are even,
\[
\frac{\mathrm{d}}{\mathrm{~d} \xi} \int_{\mathbb{R}} w_{\xi}^{2} \mathrm{~d} x=2 \int_{\mathbb{R}} w_{\xi} \frac{\mathrm{d}}{\mathrm{~d} \xi} w_{\xi} \mathrm{d} x=4 \int_{0}^{\infty} w_{\xi} \chi_{\xi}
\]
where \(\chi_{\xi}=\frac{\mathrm{d} w_{\xi}}{\mathrm{d} \xi}\) satisfies
\[
\chi_{\xi}^{\prime \prime}+\left\{f\left(x, w_{\xi}^{2}\right)+2 \partial_{2} f\left(x, w_{\xi}^{2}\right) w_{\xi}^{2}\right\} \chi_{\xi}=\xi \chi_{\xi}+w_{\xi}
\]

To simplify the notation, we will drop the subscript \(\xi\) in the remainder of the argument. It can be shown [Gen10a, Gen13] that
\[
\begin{equation*}
\int_{0}^{\infty}\left\{2 f\left(x, w^{2}\right)+x \partial_{1} f\left(x, w^{2}\right)-\partial_{2} f\left(x, w^{2}\right) w^{2}\right\} w \chi \mathrm{~d} x=2 \xi \int_{0}^{\infty} w \chi \mathrm{~d} x \tag{9.26}
\end{equation*}
\]
and that there exists \(x_{0}>0\) such that
\[
\chi>0 \text { on }\left(0, x_{0}\right), \quad \chi\left(x_{0}\right)=0, \quad \chi<0 \text { for } x>x_{0} .
\]

Supposing by contradiction that \(\int_{0}^{\infty} w \chi \mathrm{~d} x=0\), we can write (9.26) as
\[
\int_{0}^{\infty}\left\{\frac{2 f\left(x, w^{2}\right)+x \partial_{1} f\left(x, w^{2}\right)}{\partial_{2} f\left(x, w^{2}\right) w^{2}}-1\right\} \partial_{2} f\left(x, w^{2}\right) w^{3} \chi \mathrm{~d} x=0
\]

Denoting by \(\zeta(x)\) the function in the curly brackets, this becomes
\[
\int_{0}^{\infty} \zeta(x) \partial_{2} f\left(x, w^{2}\right) w^{3} \chi \mathrm{~d} x=0
\]

Now using the unique zero \(x_{0}\) of \(\chi\), we can rewrite this identity as
\[
\int_{0}^{\infty}\left\{\zeta(x)-\zeta\left(x_{0}\right)\right\} \partial_{2} f\left(x, w^{2}\right) w^{3} \chi \mathrm{~d} x+\zeta\left(x_{0}\right) \int_{0}^{\infty} \partial_{2} f\left(x, w^{2}\right) w^{3} \chi \mathrm{~d} x=0 .
\]

Moreover, multiplying the equation for \(w\) by \(\chi\), the equation for \(\chi\) by \(w\), subtracting and integrating, yields
\[
\int_{0}^{\infty} w^{2} \mathrm{~d} x=2 \int_{0}^{\infty} \partial_{2} f\left(x, w^{2}\right) w^{3} \chi \mathrm{~d} x
\]
and so
\[
\begin{equation*}
\int_{0}^{\infty} \partial_{2} f\left(x, w^{2}\right) w^{3}\left\{\zeta(x)-\zeta\left(x_{0}\right)\right\} \chi \mathrm{d} x+\frac{\zeta\left(x_{0}\right)}{2} \int_{0}^{\infty} w^{2} \mathrm{~d} x=0 . \tag{9.27}
\end{equation*}
\]

Now,
\[
\partial_{2} f\left(x, w^{2}\right) w^{3}= \begin{cases}\frac{\sigma-1}{2} V(x) w^{\sigma} & \text { in the (PT) case } \\ \frac{\sigma-1}{2} V(x) \frac{w^{\sigma}}{\left(1+w^{\sigma-1}\right)^{2}} & \text { in the (AL) case }\end{cases}
\]
hence \(\partial_{2} f\left(x, w^{2}\right) w^{3}>0\) on \((0, \infty)\) in any case. On the other hand,
\[
\zeta(x)=\left\{\begin{array}{l}
\frac{2}{\sigma-1}\left[x \frac{V^{\prime}(x)}{V(x)}+\frac{5-\sigma}{2}\right]  \tag{PT}\\
\frac{2}{\sigma-1}\left[x \frac{V^{\prime}(x)}{V(x)}+\frac{5-\sigma}{2}\right]+\frac{2}{\sigma-1}\left[x \frac{V^{\prime}(x)}{V(x)}+2\right] w^{\sigma-1}
\end{array}\right.
\]
and we claim that \(\zeta\) is positive and decreasing in any case, which immediately leads to a contradiction with (9.27). To conclude, the claim follows from our hypotheses since
\[
\begin{gathered}
x \rightarrow x \frac{V^{\prime}(x)}{V(x)} \text { decreasing, } x \frac{V^{\prime}(x)}{V(x)} \geq-b \quad \text { and } \quad \sigma<5-2 b \\
\Rightarrow x \frac{V^{\prime}(x)}{V(x)}+\frac{5-\sigma}{2}>0 \text { and decreasing }
\end{gathered}
\]
(note that hypothesis (V4) is crucial here). Furthermore,
\[
w>0 \text { and decreasing } \Rightarrow[\underbrace{x \frac{V^{\prime}(x)}{V(x)}+2}_{\geq-b+2>0}] w^{\sigma-1}>0 \text { and decreasing, }
\]
so that \(\zeta\) is indeed positive and decreasing in any case.
The spectral conditions. The spectral conditions (S1)-(S3) can be reformulated in terms of the self-adjoint operators \(L_{\xi}^{+}, L_{\xi}^{-}: H^{2}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})\) defined by
\[
\begin{aligned}
L_{\xi}^{+} v & =-v^{\prime \prime}+\xi v-\left[f\left(x, w_{\xi}^{2}\right)+2 \partial_{2} f\left(x, w_{\xi}^{2}\right) w_{\xi}^{2}\right] v, \\
L_{\xi}^{-} v & =-v^{\prime \prime}+\xi v-f\left(x, w_{\xi}^{2}\right) v .
\end{aligned}
\]

Then (S1)-(S3) are equivalent to
(C1) \(\quad \inf \sigma_{\mathrm{ess}}\left(L_{\xi}^{+}\right)>0, \quad M\left(L_{\xi}^{+}\right)=1, \quad \operatorname{ker} L_{\xi}^{+}=\{0\}\),
(C2) \(\quad \inf \sigma_{\text {ess }}\left(L_{\xi}^{-}\right)>0, \quad 0=\inf \sigma\left(L_{\xi}^{-}\right), \quad \operatorname{ker} L_{\xi}^{-}=\operatorname{vect}\left\{w_{\xi}\right\}\),
where \(\sigma_{\text {ess }}(A)\) denotes the essential spectrum of a self-adjoint operator \(A\), and \(M(A)\) its Morse index, i.e. the dimension of the larger subspace where \(A\) is negative definite.

A first step toward verifying that (C1) and (C2) hold for all \(\xi>0\) is to show that all eigenvalues of \(L_{\xi}^{+}, L_{\xi}^{-}\)are simple, which follows by standard ODE arguments. Then, since
\[
\lim _{|x| \rightarrow \infty} f\left(x, w_{\xi}(x)^{2}\right)=\lim _{|x| \rightarrow \infty} 2 \partial_{2} f\left(x, w_{\xi}(x)^{2}\right) w_{\xi}(x)^{2}=0
\]
it follows from the spectral theory of Schrödinger operators (see e.g. [Stu98]) that
\[
\inf \sigma_{\mathrm{ess}}\left(L_{\xi}^{+}\right)=\inf \sigma_{\mathrm{ess}}\left(L_{\xi}^{-}\right)=\xi>0
\]

Furthermore, applying ODE comparison arguments to the equations \(L_{\xi}^{+} v=0\) and (9.2), it can be seen that \(\operatorname{ker} L_{\xi}^{+}=\{0\}\). On the other hand, since \(w_{\xi}>0\) is a solution of (9.2), it follows again from standard spectral theory that
\[
\operatorname{ker} L_{\xi}^{-}=\operatorname{span}\left\{w_{\xi}\right\} \text { and } 0=\inf \sigma\left(L_{\xi}^{-}\right) .
\]

It remains to show that \(L_{\xi}^{+}\)has exactly one negative eigenvalue. As discussed earlier, the local bifurcation analysis close to \(\xi=0\) shows that \(M\left(L_{\xi}^{+}\right)=1\) for \(\xi>0\) small enough. By perturbation theory, the eigenvalues of \(L_{\xi}^{+}\)depend continuously on \(\xi>0\). Since \(\operatorname{ker} L_{\xi}^{+}=\) \(\{0\}\) for all \(\xi>0\), the eigenvalues cannot cross zero as \(\xi\) varies. Therefore, \(M\left(L_{\xi}^{+}\right)=1\) for all \(\xi>0\), which completes the proof of conditions (C1) and (C2).

\section*{Appendix}

The goal of this appendix is to present those very basic notions from differential geometry, Lie group theory and Hamiltonian mechanics that are indispensable to follow the treatment of the main text and that are not necessarily familiar to all. The only prerequisites for this part are a good grasp of differential calculus on finite dimensional normed vector spaces not going much beyond a fluent mastery of the chain rule for differentiation and an intuitive grasp of what a submanifold of such spaces is.

\section*{Appendix A.1. Differential geometry: the basics}

We first recall some elementary notions of differential geometry and dynamical systems on a normed vector space \(E\). For the general theory on differentiable manifolds, one may for example consult [AM78, LM87, Spi79].

By a vector field on \(E\) we will mean a smooth map \(X: E \rightarrow E\). Given \(u \in E\), one should think of \(X(u)\) as a "tangent vector to \(E\) at \(u\) ". With this idea in mind, a vector field naturally determines a differential equation
\[
\dot{u}(t)=X(u(t)), \quad u_{0}=u
\]
the solutions of which induce a flow on \(E\) defined as \(\Phi_{t}^{X}(u)=u(t)\). For ease of discussion, we will suppose throughout the appendix that all solutions are global and hence all flows complete. Most results carry over even if the flow exists only locally in time.

The diffeomorphisms \({ }^{21} \Phi\) of \(E\) act naturally on vector fields as follows. First note that, when \(\Phi\) is a diffeomorphism, and \(\gamma: t \in(a, b) \rightarrow E\) a curve with \(\gamma(0)=u, \dot{\gamma}(0)=v\), then we can consider the curve \(\tilde{\gamma}: t \in(a, b) \rightarrow E\) defined by \(\tilde{\gamma}(t)=\Phi(\gamma(t))\). This is the curve \(\gamma\), "pushed forward" by \(\Phi\) : we invite the reader to draw a picture. This new curve satisfies \(\tilde{\gamma}(0)=\Phi(u)\), so it passes through \(\Phi(u)\). What is its tangent vector at that point? The chain rule yields immediately
\[
\dot{\tilde{\gamma}}(0)=D_{u} \Phi(v),
\]
where \(D_{y} \Phi\) is our notation for the Fréchet derivative of \(\Phi\) at \(y \in E\), which is a continuous linear map from \(E\) to \(E\). This equality gives a geometric interpretation to the purely analytical object \(D_{u} \Phi(v)\) : it is the tangent vector at \(\Phi(u)\) to the curve \(\tilde{\gamma}\) at \(t=0\). With this in mind, given a vector field \(X\), we can now define a new vector field \(\Phi_{*} X\), the push forward of the vector field \(X\) by the diffeomorphism \(\Phi\), as follows:
\[
\Phi_{*} X(\Phi(u)):=D_{u} \Phi(X(u)) .
\]

Note that, with the above interpretation of the "push forward" of a vector at \(u, D_{u} \Phi(X(u))\) is a vector "at \(\Phi(u)\) ", which explains why \(\Phi(u)\) appears in the argument in the left hand side. Of course, we can write
\[
\begin{equation*}
\Phi_{*} X(u)=D_{\Phi^{-1}(u)} \Phi\left(X\left(\Phi^{-1}(u)\right)\right) . \tag{A.1.1}
\end{equation*}
\]

We will make little use of this notation from differential geometry, preferring to write out the explicit expression \(D_{u} \Phi(X(u))\) whenever needed.

Diffeomorphisms also act naturally on flows, as follows. Given a diffeomorphism \(\Phi\) : \(E \rightarrow E\), one has, for all \(u \in E\),
\[
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\Phi \circ \Phi_{t}^{X}\right)(u)=D_{\Phi_{t}(u)} \Phi\left(X\left(\Phi_{t}(u)\right)\right)
\]

\footnotetext{
\({ }^{21}\) We mean \(\Phi \in C^{1}(E, E)\) with a \(C^{1}(E, E)\) inverse.
}

From this and (A.1.1), one concludes
\[
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\Phi \circ \Phi_{t}^{X} \circ \Phi^{-1}\right)(u) & =D_{\Phi_{t}^{X}\left(\Phi^{-1}(u)\right)} \Phi\left(X\left(\Phi_{t}^{X}\left(\Phi^{-1}(u)\right)\right)\right) \\
& =\Phi_{*} X\left(\Phi \circ \Phi_{t}^{X} \circ \Phi^{-1}(u)\right)
\end{aligned}
\]

In other words, the flow \(\Phi \circ \Phi_{t}^{X} \circ \Phi^{-1}\) is generated by the pushed forward vector field \(\Phi_{*} X\).
It follows from the above and an application of the chain rule that, if \(X, Y\) are two vector fields on \(E\), then, for all \(u \in E\),
\[
\begin{align*}
\frac{\partial^{2}}{\partial s \partial t} \Phi_{s}^{Y} \circ \Phi_{t}^{X} \circ \Phi_{-s}^{Y}(u)_{\mid s=0=t} & =\frac{\mathrm{d}}{\mathrm{~d} s} D_{\Phi_{-s}^{Y}(u)} \Phi_{s}^{Y}\left(X\left(\Phi_{-s}^{Y}(u)\right)\right)_{s=0} \\
& =\frac{\mathrm{d}}{\mathrm{~d} s} X\left(\Phi_{-s}^{Y}(u)\right)_{s=0}+\frac{\mathrm{d}}{\mathrm{~d} s} D_{x} \Phi_{s}^{Y}(X(u))_{s=0} \\
& =[X, Y](u), \tag{A.1.2}
\end{align*}
\]
where the commutator \([X, Y]\) of two vector fields is defined as follows:
\[
[X, Y](u)=D_{u} Y(X(u))-D_{u} X(Y(u))
\]

This definition is justified by the following observation. Given a vector field \(X\) and a \(C^{1}\) function \(F: E \rightarrow \mathbb{R}\), one can define a differential operator
\[
\begin{equation*}
\widehat{X}(F)(u)=D_{u} F(X(u)) \tag{A.1.3}
\end{equation*}
\]
which is - geometrically - nothing but the directional derivative of \(F\) at \(u\) in the direction \(X(u)\). A simple computation shows readily that
\[
\begin{equation*}
[\widehat{X}, \widehat{Y}]=\widehat{X X, Y}] . \tag{A.1.4}
\end{equation*}
\]
eq: derivationx
eq: commutator3
The following is then well known:
lem: commutator Lemma A.1.1. The following are equivalent:
(i) For all \(s, t \in \mathbb{R}, \Phi_{t}^{X} \circ \Phi_{s}^{Y}=\Phi_{s}^{Y} \circ \Phi_{t}^{X}\);
(ii) \([X, Y]=0\).

Proof. That (i) implies (ii) follows immediately from the preceding computation. The proof of the converse is slightly more involved, for a simple argument we refer to [Spi79].

Remark A.1.2. Note that, if \(X(u)=A u, Y(u)=B u\), where \(A, B: E \rightarrow E\) are linear, then, with our convention, \([X, Y](u)=-[A, B] u\). Here \([A, B]=A B-B A\) is the standard commutator of linear maps.

Definition A.1.3. Let \(F \in C^{k}\left(E, \mathbb{R}^{m}\right)\) for some \(k \geq 1\). For each \(\mu \in \mathbb{R}^{m}\) we define a level set of \(F\) by
\[
\begin{equation*}
\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\} . \tag{A.1.5}
\end{equation*}
\]

We will say \(u \in E\) is a regular point of \(F\) if \(D_{u} F: E \rightarrow \mathbb{R}^{m}\) is surjective. We will say \(\mu\) is a regular value of \(F\), if \(\Sigma_{\mu} \neq \varnothing\) and all \(u \in \Sigma_{\mu}\) are regular points of \(F\).

If \(\mu\) is a regular value of \(F\), then \(\Sigma_{\mu}\) is a co-dimension \(m\) submanifold of \(E\) [BER99, Theorem 6.3.34]. In that case, the tangent space to \(\Sigma_{\mu}\) at \(u\) is defined as follows:
\[
\begin{equation*}
T_{u} \Sigma_{\mu}=\left\{w \in E \mid D_{u} F(w)=0\right\}=\operatorname{Ker}\left(D_{u} F\right) \tag{A.1.6}
\end{equation*}
\]

We point out that if \(r=\operatorname{Rank}\left(D_{u} F\right)\) is constant on \(\Sigma_{\mu}\), then \(\Sigma_{\mu}\) is a co-dimension \(r\) submanifold. We will need the following simple result in Section 7.4.

Lemma A.1.4. Let \(F \in C^{k}\left(E, \mathbb{R}^{m}\right)\) for some \(k \geq 2\). Let \(\mu \in \mathbb{R}^{m}\) be a regular value of \(F\). Let \(u \in \Sigma_{\mu}\) and let \(W_{u}\) be a subspace of \(E\) so that \(E=T_{u} \Sigma_{\mu} \oplus W_{u}\). Then, for all \(v \in \Sigma_{\mu}\),
\[
\left\|(v-u)_{2}\right\| \leq \mathrm{O}\left(\|v-u\|^{2}\right)
\]
and there exist \(\delta, C>0\) such that
\[
\|v-u\| \leq \delta \Rightarrow\left\|(v-u)_{1}\right\| \geq C\|v-u\|
\]
where \((v-u)=(v-u)_{1}+(v-u)_{2} \in T_{u} \Sigma_{\mu} \oplus W_{u}\).
Note that both \(\delta\) and \(C\) depend on \(u\) and on the decomposition of \(E\) chosen.
Proof. Write \(u-v=w_{1}+w_{2}\), with \(w_{1} \in T_{u} \Sigma_{\mu}\) and \(w_{2} \in W_{u}\). Then, using that \(D_{u} F\left(w_{1}\right)=0\), we have
\[
0=F(v)-F(u)=D_{u} F\left(w_{2}\right)+\mathrm{O}\left(\|v-u\|^{2}\right)
\]

Now, since \(D_{u} F\) is a diffeomorphism from \(W_{u}\) to \(\mathbb{R}^{m}\), there exists \(c>0\) so that
\[
\left\|D_{u} F\left(w_{2}\right)\right\| \geq c\left\|w_{2}\right\|, \quad \text { hence } \quad \mathrm{O}\left(\|v-u\|^{2}\right) \geq c\left\|w_{2}\right\|
\]

Finally
\[
\left\|w_{1}\right\|=\left\|u-v-w_{2}\right\| \geq\|u-v\|-\left\|w_{2}\right\| \geq\|u-v\|-\mathbf{O}\left(\|v-u\|^{2}\right)
\]
from which the result follows.

\section*{Appendix A.2. Lie algebras, Lie groups and their actions}

In general, a Lie algebra is a vector space \(V\) equipped with a bilinear composition law \((u, v) \in V \times V \rightarrow[u, v] \in V\), called a Lie bracket, which is anti-symmetric and satisfies the Jacobi identity, meaning that for all \(u, v, w \in V\) :
\[
\begin{equation*}
[[u, v], w]+[[v, w], u]+[[w, u], v]=0 \tag{A.2.1}
\end{equation*}
\]

The basic example of this structure is given by spaces of matrices or, more generally, of linear operators on vector spaces, where the Lie bracket is given by the usual commutator. Two other examples play an important role in these notes, namely the space of vector fields on a normed vector space with the commutator defined in (A.1.2) and the space of all smooth functions on a symplectic vector space, where the Lie bracket is given by the Poisson bracket, as explained in Section A. 3 below. The validity of the Jacobi identity follows in all these examples from a direct computation, whereas the bilinearity and the anti-symmetry are obvious. Lie algebras are intimately linked to Lie groups, as the terminology strongly suggests, and as we now further explain.

In general, a Lie group is a group equipped with a compatible manifold structure. For our purposes, it is however enough to define a Lie group \(G\) to be a subgroup of GL \(\left(\mathbb{R}^{N}\right)\), such that \(G\) is also a submanifold of \(\mathbb{R}^{N^{2}}\) (i.e. for our purposes, typically the level surface of a vector-valued function). As such, GL \(\left(\mathbb{R}^{N}\right)\) itself, which is an open subset of \(\mathbb{R}^{N^{2}}\), is a Lie group. So are the rotation group
\[
\mathrm{SO}(N)=\left\{R \in \mathrm{GL}(N, \mathbb{R}) \mid R^{T} R=\mathrm{I}_{N}\right\}
\]
and the symplectic group
\[
\operatorname{Sp}(2 N)=\left\{S \in \mathrm{GL}(2 N, \mathbb{R}) \mid S^{T} J S=J\right\}, \quad \text { with } \quad J=\left(\begin{array}{cc}
0 & \mathrm{I}_{N}  \tag{A.2.2}\\
-\mathrm{I}_{N} & 0
\end{array}\right)
\]

A simple verification shows that \(\operatorname{Sp}(2)=\operatorname{SL}(2, \mathbb{R})\), the space of two by two matrices of determinant one. The dimension of a Lie group is by definition its dimension as a manifold. For \(\mathrm{SO}(N)\), it is \(N(N-1) / 2\), and for \(\mathrm{Sp}(2 N)\), it is \(N(2 N+1)\), as is readily checked. The
group \(\mathbb{R}^{n}\) is also a Lie group in this sense. Indeed, putting \(N=n+1\), and defining, for each \(a \in \mathbb{R}^{n}\),
\[
A(a)=\left(\begin{array}{cc}
\mathrm{I}_{n} & a \\
0 & 1
\end{array}\right)
\]
one readily sees that \(A(a) A(b)=A(a+b)\), so that one can view \(\mathbb{R}^{n}\) as a subgroup of \(\mathrm{GL}(n+1, \mathbb{R})\).

We recall that, in general, an action of a group \(G\) on a set \(\Sigma\) is a map \(\Phi:(g, x) \in G \times \Sigma \rightarrow\) \(\Phi_{g}(x) \in \Sigma\) which satisfies \(\Phi_{e}(x)=x\), for all \(x \in \Sigma\), and \(\Phi_{g_{1}} \circ \Phi_{g_{2}}=\Phi_{g_{1} g_{2}}\). In these notes, we consider actions that are defined on a normed vector space \(E\). If the \(\Phi_{g}\) are linear, one says \(\Phi\) is a representation of the group. This will not always be the case in these notes: actions may be nonlinear. Furthermore, all actions considered will be at least continuous, and very often they will have additional smoothness properties. In this appendix, where we deal with finite dimensional systems only, the actions are supposed to be separately \(C^{1}\) in each of their two variables \(g \in G\) and \(u \in E\). Appropriate technical conditions to deal with infinite dimensional spaces \(E\) are given in the main part of the text as needed.

By definition, the Lie algebra \(\mathfrak{g}\) of a Lie group G is the tangent space to the manifold \(G\) at the unit element \(e \in G\) :
\[
\mathfrak{g}=T_{e} G
\]

In other words, for each \(\xi \in \mathfrak{g}\), there exists \(\gamma: t \in \mathbb{R} \rightarrow G\), a smooth curve with \(\gamma(0)=e=\) \(\mathrm{I}_{N}\), and \(\dot{\gamma}(0)=\xi\). Note that one should think of \(\xi\) as a matrix, since for each \(t, \gamma(t)\) is one. In addition, it turns out that, given \(\xi \in \mathfrak{g}\),
\[
\exp (t \xi) \in G
\]
for all \(t \in \mathbb{R}\) where \(\exp (t \xi)\) is to be understood as the exponential of the matrix \(t \xi\). Indeed, given \(\xi\) and \(\gamma\) as above, for all \(n \in \mathbb{N}, \gamma\left(\frac{t}{n}\right) \in G\) and so \(\gamma\left(\frac{t}{n}\right)^{n} \in G\). Taking \(n \rightarrow+\infty\), the result follows. A one-parameter subgroup of \(G\) is, by definition, a smooth curve \(\gamma: t \in\) \(\mathbb{R} \rightarrow \gamma(t) \in G\), which is also a group diffeomorphism: \(\gamma(t+s)=\gamma(t) \gamma(s)\). What precedes shows that any such one-parameter group is of the form \(t \rightarrow \exp (t \xi)\). So there is a one-to-one correspondence between the one-parameter subgroups of \(G\) and its Lie-algebra, which starts to explain the importance of this latter notion. In addition, it turns out that, if \(\xi, \eta \in T_{e} G\), then so is their commutator (seen as matrices)
\[
[\xi, \eta]=\xi \eta-\eta \xi
\]
which justifies calling \(T_{e} G\) a Lie algebra. Indeed, consider, for each \(s \in \mathbb{R}\), the curve
\[
\gamma: t \in \mathbb{R} \rightarrow \exp (s \eta) \exp (t \xi) \exp (-s \eta) \in G
\]

Clearly \(\gamma(0)=\mathrm{I}_{N}\) and \(\dot{\gamma}(0)=\exp (s \eta) \xi \exp (-s \eta) \in T_{e} G\). So we have a curve
\[
s \in \mathbb{R} \rightarrow \exp (s \eta) \xi \exp (-s \eta) \in T_{e} G
\]

Taking the derivative with respect to \(s\) yields \([\eta, \xi] \in T_{e} G\) :
\[
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} \exp (s \eta) \xi \exp (-s \eta)_{\mid s=0}=[\eta, \xi] \tag{A.2.3}
\end{equation*}
\]

As an example, the Lie algebra of \(\operatorname{SO}(N)\), denoted by \(\operatorname{so}(N)\), is given by
\[
\operatorname{so}(N)=\left\{A \in \mathscr{M}(N, \mathbb{R}) \mid A^{T}+A=0\right\}
\]
which is the space of all anti-symmetric \(N \times N\) matrices. This is easily established by writing \(\exp \left(t A^{T}\right) \exp (t A)=\mathrm{I}_{N}\) and taking a \(t\)-derivative at \(t=0\). And it is obvious that the
commutator of two anti-symmetric matrices is anti-symmetric. A basis for so(3) is
\[
e_{1}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{A.2.4}\\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), e_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), e_{3}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
\]

and one readily checks that
\[
\begin{equation*}
\left[e_{1}, e_{2}\right]=e_{3}, \quad\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{3}, e_{1}\right]=e_{2} \tag{A.2.5}
\end{equation*}
\]
eq: so3comrel

One then identifies \(\xi \in \operatorname{so}(3)\) with \(\xi \in \mathbb{R}^{3}\) via
\[
\xi=\sum_{i=1}^{3} \xi_{i} e_{i}=\left(\begin{array}{ccc}
0 & -\xi_{3} & \xi_{2}  \tag{A.2.6}\\
\xi_{3} & 0 & -\xi_{1} \\
-\xi_{2} & \xi_{1} & 0
\end{array}\right)
\]

Similarly, a basis for \(\operatorname{sl}(2, \mathbb{R})\), the Lie algebra of \(\operatorname{SL}(2, \mathbb{R})\), is
\[
e_{0}=\left(\begin{array}{cc}
1 & 0  \tag{A.2.7}\\
0 & -1
\end{array}\right), e_{+}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), e_{-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
\]
and one has
\[
\begin{equation*}
\left[e_{0}, e_{+}\right]=2 e_{+}, \quad\left[e_{0}, e_{-}\right]=-2 e_{-}, \quad\left[e_{-}, e_{+}\right]=-e_{0} \tag{A.2.8}
\end{equation*}
\]

In general, if \(e_{i}, i=1, \ldots, m\) is a basis of \(\mathfrak{g}\), there exists constants \(c_{i j}^{k}\) so that
\[
\begin{equation*}
\left[e_{i}, e_{j}\right]=c_{i j}^{k} e_{k}, \tag{A.2.9}
\end{equation*}
\]
where the summation over \(k\) is understood; the \(c_{i j}^{k}\) are called the structure constants of \(\mathfrak{g}\).
There exists a natural linear action of \(G\) on its Lie algebra, called the adjoint action or adjoint representation, defined as follows, for all \(g \in G, \xi \in T_{e} G\) :
\[
\operatorname{Ad}_{g} \xi=g \xi g^{-1}
\]

Clearly \(\operatorname{Ad}_{g_{1} g_{2}}=\operatorname{Ad}_{g_{1}} \operatorname{Ad}_{g_{2}}\). Note that for a commutative Lie group \(G\), such as \(\mathbb{R}^{n}\), it is trivial: \(\mathrm{Ad}_{g} \xi=\xi\). It is instructive to compute some non-trivial adjoint actions explicitly. For \(\mathrm{SO}(3)\), one finds, with the above (somewhat abusive) notation
\[
\operatorname{Ad}_{R} \xi=\left(\begin{array}{ccc}
0 & -(R \xi)_{3} & (R \xi)_{2}  \tag{A.2.10}\\
(R \xi)_{3} & 0 & -(R \xi)_{1} \\
-(R \xi)_{2} & (R \xi)_{1} & 0
\end{array}\right)=R \xi
\]

> eq:so3adjointactic

We invite the reader to do the analogous computation for \(\mathrm{sl}(2, \mathbb{R})\), determining the matrix of \(\mathrm{Ad}_{g}\) in the basis given above.

The dual of the Lie algebra \(\mathfrak{g}\) (as a vector space) is denoted by \(\mathfrak{g}^{*}\). It appears very naturally in the study of symplectic group actions arising in the study of Hamiltonian systems with symmetry, as we will see in Section A.3.2. Given a basis \(e_{i}\) of \(\mathfrak{g}\), we denote by \(e_{i}^{*}\) the dual basis defined by \(e_{i}^{*}\left(e_{j}\right)=\delta_{i j}\).

Moreover, there is a natural action of \(G\) on \(\mathfrak{g}^{*}\), obtained by dualization as follows. For all \(\mu \in \mathfrak{g}^{*}\), for all \(\xi \in \mathfrak{g}\), we define
\[
\begin{equation*}
\operatorname{Ad}_{g}^{*} \mu(\xi)=\mu\left(\operatorname{Ad}_{g^{-1}} \xi\right) \tag{A.2.11}
\end{equation*}
\]

This is called the co-adjoint action of \(G\). For later purposes, we define, for all \(\mu \in \mathfrak{g}^{*}\),
\[
\begin{equation*}
G_{\mu}=\left\{g \in G \mid \operatorname{Ad}_{g}^{*} \mu=\mu\right\}, \tag{A.2.12}
\end{equation*}
\]
the so-called stabilizer or isotropy group of \(\mu \in \mathfrak{g}^{*}\).

As above, given a basis \(e_{i}\) of \(\mathfrak{g}\), one identifies \(\mu \in \mathfrak{g}^{*}\) with \(\mu=\left(\mu_{1}, \ldots, \mu_{m}\right) \in \mathbb{R}^{m}\) by writing
\[
\begin{equation*}
\mu=\sum_{i=1}^{m} \mu_{i} e_{i}^{*} \text { so that } \mu(\xi)=\sum_{i=1}^{m} \mu_{i} \xi_{i} . \tag{A.2.13}
\end{equation*}
\]

Let \(\mu \in \operatorname{so}(3)^{*}\); we write \(\mu(\xi)=\sum_{i=1}^{3} \mu_{i} \xi_{i}\) and identify \(\mu \in \operatorname{so}(3)^{*}\) with \(\mu=\left(\mu_{1}, \mu_{2}, \mu_{3}\right) \in\) \(\mathbb{R}^{3}\). Again, one readily checks that
\[
\begin{equation*}
\operatorname{Ad}_{\mathrm{R}}{ }^{*} \mu=R \mu \tag{A.2.14}
\end{equation*}
\]

Remark A.2.1. It is often useful to suppose there exists an Euclidian structure on \(\mathfrak{g}\) that is preserved by \(\operatorname{Ad}_{g}\) for all \(g \in G\). This is equivalent to supposing that there exists a basis \(e_{i}\) of \(\mathfrak{g}\) so that the matrix of \(\operatorname{Ad}_{g}\) in \(e_{i}\) belongs to \(\mathrm{O}(m)\). We will simply write \(\operatorname{Ad}_{g} \in \mathrm{O}(m)\) in this case. It follows that the matrix of \(\mathrm{Ad}_{g}^{*}\) in the dual basis \(e_{i}^{*}\) belongs to \(\mathrm{O}(m)\) as well. This implies that the natural Euclidian structure induced on \(\mathfrak{g}^{*}\) by the one on \(\mathfrak{g}\) is preserved by \(\mathrm{Ad}_{g}^{*}\) for all \(g \in G\). Such a structure always exists if the group \(G\) is compact.

Suppose now we have a \(C^{1}\)-action \(\Phi:(g, u) \in G \times E \rightarrow \Phi_{g}(u) \in E\) of a Lie group \(G\) on a normed vector space \(E\). Then, for all \(\xi \in T_{e} G\), one can define the vector field \(X_{\xi}\) on \(E\) via
\[
\begin{equation*}
X_{\xi}(u)=\frac{\mathrm{d}}{\mathrm{~d} t} \Phi_{\exp (t \xi)}(u)_{\mid t=0} \tag{A.2.15}
\end{equation*}
\]

Lemma A.2.2. If \(\Phi\) is a \(C^{2}\)-action, then for all \(g \in G, \xi, \eta \in \mathfrak{g}\), for all \(u \in E\), one has
\[
\begin{align*}
{\left[X_{\xi}, X_{\eta}\right] } & =-X_{[\xi, \eta]},  \tag{A.2.16}\\
X_{\mathrm{Ad}_{g} \xi}\left(\Phi_{g}(u)\right) & =D_{u} \Phi_{g}\left(X_{\xi}(u)\right) . \tag{A.2.17}
\end{align*}
\]

Proof. It follows from (A.1.2) that
\[
\frac{\partial^{2}}{\partial s \partial t} \Phi_{\exp (s \eta) \exp (t \xi) \exp (-s \eta)_{\mid s=0=t}}=\left[X_{\xi}, X_{\eta}\right]
\]

Now, by definition,
\[
X_{\exp (s \eta) \xi \exp (-s \eta)}=\left.\frac{\mathrm{d}}{\mathrm{~d} t} \Phi_{\exp (s \eta) \exp (t \xi) \exp (-s \eta)}\right|_{t=0}
\]
and furthermore
\[
\frac{\mathrm{d}}{\mathrm{~d} s} X_{\exp (s \eta) \xi} \exp (-s \eta)_{\mid s=0}=X_{[\eta, \xi]}
\]

This proves (A.2.16). For (A.2.17), note that the chain rule implies
\[
\frac{\mathrm{d}}{\mathrm{~d} t} \Phi_{g}\left(\Phi_{\exp (t \xi)}(u)\right)_{\mid t=0}=D_{u} \Phi_{g}\left(X_{\xi}(u)\right)
\]

On the other hand, \(\Phi_{g \exp (t \xi)}(u)=\Phi_{g \exp (t \xi) g^{-1}}\left(\Phi_{g}(u)\right)\). Hence
\[
\frac{\mathrm{d}}{\mathrm{~d} t} \Phi_{g}\left(\Phi_{\exp (t \xi)}(u)\right)_{\mid t=0}=X_{\mathrm{Ad}_{g} \xi}
\]

Lemma A.2.2 shows that the map \(\xi \in \mathfrak{g} \rightarrow X_{\xi}\) is a Lie algebra anti-homomorphism.

\section*{Appendix A.3. Hamiltonian dynamical system with symmetry in finite DIMENSION}

We now turn to a very short description of Hamiltonian dynamical systems and their symmetries on a finite dimensional normed vector space \(E\). We present the theory in a simple but slightly abstract formalism that is well-suited for the generalization to the infinite dimensional situation needed for the main body of the text and presented in Section 5. The modern theory of finite dimensional Hamiltonian dynamical systems finds its natural setting in the theory of (finite dimensional) symplectic geometry [AM78, Arn99, LM87, Sou97]. We shall however have no need for this more general formulation in these notes.

\section*{A.3.1. Hamiltonian dynamical systems}

The central object of the theory in its usual formulation is a symplectic form, that we now define. Let \(\omega: E \times E \rightarrow \mathbb{R}\) be a bilinear form which is anti-symmetric, meaning
\[
\forall u, u^{\prime} \in E, \omega\left(u, u^{\prime}\right)=-\omega\left(u^{\prime}, u\right)
\]
and non-degenerate, meaning that, for all \(u \in E\),
\[
\left(\forall u^{\prime} \in E, \omega\left(u, u^{\prime}\right)=0\right) \Rightarrow u=0
\]

Such a form is called a symplectic form. The standard example is \(E=\mathbb{R}^{n} \times \mathbb{R}^{n}\) with \(u=(q, p)\) and
\[
\begin{equation*}
\omega\left(u, u^{\prime}\right)=q \cdot p^{\prime}-q^{\prime} \cdot p \tag{A.3.1}
\end{equation*}
\]
where • indicates the standard inner product on \(\mathbb{R}^{n}\). Given a \(C^{1}\)-function \(F: E \rightarrow \mathbb{R}\), one defines the Hamiltonian vector field \(X_{F}\) associated to \(F\) as follows: for all \(u \in E\),
\[
\begin{equation*}
\omega\left(X_{F}(u), u^{\prime}\right)=D_{u} F\left(u^{\prime}\right), \quad \forall u^{\prime} \in E \tag{A.3.2}
\end{equation*}
\]

We recall that \(D_{u} F \in E^{*}\) is our notation for the Frechet derivative of \(F\) at \(u\). Observe that one can think of the map \(u \in E \rightarrow D_{u} F \in E^{*}\) as a differential one-form on \(E\). The vector field \(X_{F}\) is well-defined and unique, thanks to the non-degeneracy of the symplectic form. If \(\omega\) were symmetric, rather than anti-symmetric, it would define an inner product on \(E\), rather than a symplectic form, and (A.3.2) would actually define the gradient of \(F\); in analogy, one sometimes refers to \(X_{F}\) as the symplectic gradient of \(F\). We will see it has radically different features from the gradient.

For later reference, we point out that
\[
\begin{equation*}
X_{F}=0 \Rightarrow \exists c \in \mathbb{R}, \forall u \in E, F(u)=c \tag{A.3.3}
\end{equation*}
\]

The flow of the Hamiltonian vector field \(X_{F}\), for which we shall write \(\Phi_{t}^{F}\), is obtained by integrating the differential equation
\[
\begin{equation*}
\dot{u}(t)=X_{F}(u(t)), \quad u_{0}=u, \tag{A.3.4}
\end{equation*}
\]
referred to as the Hamiltonian equation of motion. One writes \(\Phi_{t}^{F}(u)=u(t)\). In this section we suppose that (A.3.4) admits a unique and global solution and that, for all \(t \in \mathbb{R}\), \(\Phi_{t} \in C(E, E)\).

As a typical example from elementary mechanics, let \(V \in C^{1}\left(\mathbb{R}^{3} ; \mathbb{R}\right)\) and define the function
\[
\begin{equation*}
H(q, p)=\frac{1}{2} p^{2}+V(q) \tag{A.3.5}
\end{equation*}
\]
on \(E=\mathbb{R}^{6}\), with the symplectic form as above. The equations of motion corresponding to \(H\) are then
\[
\begin{equation*}
\dot{q}(t)=p(t), \quad \dot{p}(t)=-\nabla V(q(t)) \tag{A.3.6}
\end{equation*}
\]
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Note that they lead to Newton's force law in the form \(\ddot{q}(t)=-\nabla V(q(t))\). More generally, in the example above, with \(E=\mathbb{R}^{2 n}\), one finds
\[
X_{F}(q, p)=\binom{\partial_{p} F(q, p)}{-\partial_{q} F(q, p)}
\]
which leads to the familiar Hamiltonian equations of motion:
\[
\dot{q}(t)=\partial_{p} F(q(t), p(t)), \quad \dot{p}(t)=-\partial_{q} F(q(t), p(t))
\]

We give several other explicit examples of such flows in the main part of these notes.
Let us return to the general situation. Given two functions \(F_{1}, F_{2}: E \rightarrow \mathbb{R}\), one defines their Poisson bracket \(\left\{F_{1}, F_{2}\right\}\) via
\[
\begin{equation*}
\left\{F_{1}, F_{2}\right\}=\omega\left(X_{F_{1}}, X_{F_{2}}\right)=-\left\{F_{2}, F_{1}\right\} . \tag{A.3.7}
\end{equation*}
\]

Observe that, with the notation from (A.1.3), we have
\[
\begin{equation*}
\widehat{X}_{F_{1}}\left(F_{2}\right)=D F_{2}\left(X_{F_{1}}\right)=\omega\left(X_{F_{2}}, X_{F_{1}}\right)=\left\{F_{2}, F_{1}\right\} \tag{A.3.8}
\end{equation*}
\]
i.e. for all \(u \in E\),
\[
\widehat{X}_{F_{1}}\left(F_{2}\right)(u)=D_{u} F_{2}\left(X_{F_{1}}(u)\right)=\omega\left(X_{F_{2}}(u), X_{F_{1}}(u)\right)=\left\{F_{2}, F_{1}\right\}(u) .
\]

It is then immediate from what precedes that, for all \(u \in E\),
\[
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(F_{2} \circ \Phi_{t}^{F_{1}}\right)(u) & =D_{\Phi_{t}^{F_{1}}(u)} F_{2}\left(X_{F_{1}}\left(\Phi_{t}^{F_{1}}(u)\right)\right) \\
& =\left\{F_{2}, F_{1}\right\}\left(\Phi_{t}^{F_{1}}(u)\right)
\end{aligned}
\]
which in turn yields:
Theorem A.3.1. Let \(F_{1}, F_{2} \in C^{1}(E, \mathbb{R})\). Then \(F_{1} \circ \Phi_{t}^{F_{2}}=F_{1}\) for all \(t\) iff \(F_{2} \circ \Phi_{t}^{F_{1}}=F_{2}\) for all \(t\), iff \(\left\{F_{1}, F_{2}\right\}=0\).

When \(F_{1} \circ \Phi_{t}^{F_{2}}=F_{1}\) for all \(t\), one says either that the \(\Phi_{t}^{F_{2}}\) form a symmetry group \({ }^{22}\) for \(F_{1}\) or that \(F_{1}\) is a constant of the motion \({ }^{23}\) for the flow \(\Phi_{t}^{F_{2}}\). The theorem, which is a Hamiltonian version of Noether's theorem (See [AM78, Arn99, LM87, Sou97] for a general treatment), can therefore be paraphrased by saying that \(F_{2}\) is a constant of the motion for the flow \(\Phi_{t}^{F_{1}}\) iff the flow \(\Phi_{t}^{F_{2}}\) of \(F_{2}\) forms a group of symmetries for \(F_{1}\). Several instances and applications of this result appear in the main body of the text. It is typically used in the following manner. One wishes to study the dynamical flow \(\Phi_{t}^{F_{1}}\). One has a simple and well-known one parameter group \(\Phi_{t}^{F_{2}}\) for which one readily establishes with an explicit computation that \(F_{1} \circ \Phi_{t}^{F_{2}}=F_{1}\). From this, one can then conclude that \(F_{2}\) is a constant of the motion for the dynamical group \(\Phi_{t}^{F_{1}}\). We will elaborate on this point in Section A.3.2.

The radical difference between the properties of the symplectic gradient and the "usual" gradient is now apparent. The anti-symmetry of the Poisson bracket implies \(\widehat{X}_{F}(F)=0\), that is, the symplectic gradient is tangent to the level surfaces of \(F\) (See (A.1.6)), rather than orthogonal. Hence its flow \(\Phi_{t}^{F}\) preserves these surfaces rather than moving points to increasing values of \(F\) as does the usual gradient. These features, together with the Jacobi identity, are at the origin of all special properties of Hamiltonian systems.

\footnotetext{
\({ }^{22}\) See Definition 2.1.
\({ }^{23}\) Defined in (2.4).
}

To prepare for the treatment of Hamiltonian dynamical systems in infinite dimension (see Section 5), we reformulate the above as follows. Given a symplectic form \(\omega\) on a finite dimensional normed vector space \(E\), one can define a bijective linear map
\[
\mathscr{J}: u \in E \rightarrow \mathscr{J} u \in E^{*}
\]
by \(\mathscr{J} u(v)=\omega(u, v)\). It is clear that
\[
\begin{equation*}
\mathscr{J} u(v)=-\mathscr{J} v(u) . \tag{A.3.9}
\end{equation*}
\]

> eq:Jantisym

With this notation, we find that
\[
\begin{equation*}
X_{F}=\mathscr{J}^{-1} D F, \quad \text { or } \quad \mathscr{J} X_{F}=D F \tag{A.3.10}
\end{equation*}
\]
\[
\overline{e q: H a m f i e l d J}
\]
so that the Hamiltonian equations of motion (A.3.4) can be equivalently rewritten as
\[
\begin{equation*}
\mathscr{J} \dot{u}(t)=D_{u(t)} F . \tag{A.3.11}
\end{equation*}
\]

This formulation is the one that we carry over to the infinite dimensional setting in the main body of these notes. Note that the Poisson bracket of two functions can now be written as
\[
\begin{equation*}
\{F, G\}=D F\left(\mathscr{J}^{-1} D G\right) . \tag{A.3.12}
\end{equation*}
\]
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The point to make is that all objects of the theory can be expressed in terms of \(\mathscr{J}\). This is illustrated in the proof of the following result.
Lemma A.3.2. If \(F_{1}, F_{2}, F_{3} \in C^{2}(E, \mathbb{R})\), then the Jacobi identity holds:
\[
\begin{equation*}
\left\{\left\{F_{1}, F_{2}\right\}, F_{3}\right\}+\left\{\left\{F_{2}, F_{3}\right\}, F_{1}\right\}+\left\{\left\{F_{3}, F_{1}\right\}, F_{2}\right\}=0 \tag{A.3.13}
\end{equation*}
\]

If \(F_{1}, F_{2} \in C^{2}(E, \mathbb{R})\), then
\[
\begin{equation*}
X_{\left\{F_{1}, F_{2}\right\}}=-\left[X_{F_{1}}, X_{F_{2}}\right] . \tag{A.3.14}
\end{equation*}
\]
eq: jacobipoisson
eq:compoisson
Proof. To prove (A.3.13), one first easily checks that
\[
\begin{aligned}
& \left\{\left\{F_{1}, F_{2}\right\}, F_{3}\right\}(u)= \\
= & D_{u}^{2} F_{1}\left(\mathscr{J}^{-1} D_{u} F_{2}, \mathscr{J}^{-1} D_{u} F_{3}\right)+D_{u} F_{1}\left(\mathscr{J}^{-1} D_{u}^{2} F_{2}\left(\cdot, \mathscr{J}^{-1} D_{u} F_{3}\right)\right) \\
= & D_{u}^{2} F_{1}\left(\mathscr{J}^{-1} D_{u} F_{2}, \mathscr{J}^{-1} D_{u} F_{3}\right)-D_{u}^{2} F_{2}\left(\mathscr{J}^{-1} D_{u} F_{1}, \mathscr{J}^{-1} D_{u} F_{3}\right),
\end{aligned}
\]
where we used (A.3.9). The result is then immediate. To prove (A.3.14) we use (A.1.3)(A.1.4) to write
\[
\begin{aligned}
{\left[\widehat{X_{F_{1}}, X_{F_{2}}}\right]\left(F_{3}\right) } & =\widehat{X}_{F_{1}}\left(\widehat{X}_{F_{2}}\left(F_{3}\right)\right)-\widehat{X}_{F_{2}}\left(\widehat{X}_{F_{1}}\left(F_{3}\right)\right) \\
& \left.=\widehat{X}_{F_{1}}\left(\left\{F_{3}, F_{2}\right\}\right)-\widehat{X}_{F_{2}}\left(\left\{F_{3}, F_{1}\right\}\right)\right) \\
& =\left\{\left\{F_{3}, F_{2}\right\}, F_{1}\right\}-\left\{\left\{F_{3}, F_{1}\right\}, F_{2}\right\} \\
& =\left\{\left\{F_{1}, F_{2}\right\}, F_{3}\right\}=-\widehat{X}_{\left\{F_{1}, F_{2}\right\}}\left(F_{3}\right)
\end{aligned}
\]
where we used the Jacobi identity in the last line.
For the case where \(E=\mathbb{R}^{2 n}\) with the standard symplectic structure, one readily finds
\[
\begin{equation*}
\left\{F_{1}, F_{2}\right\}=\partial_{q} F_{1} \cdot \partial_{p} F_{2}-\partial_{p} F_{1} \cdot \partial_{q} F_{2} \tag{A.3.15}
\end{equation*}
\]
eq:poisbrackstanda
The above lemma then follows from a direct computation.
The lemma implies that the vector space \(C^{\infty}(E, \mathbb{R})\), equipped with the Poisson bracket, is a Lie algebra. In addition, it follows that the constants of the motion of a given function \(F \in C^{\infty}(E, \mathbb{R})\) form a Lie subalgebra. Indeed, introducing the space of constants of the motion of \(F\),
\[
\begin{equation*}
\mathscr{C}_{F}=\left\{G \in C^{\infty}(E, \mathbb{R}) \mid G \circ \Phi_{t}^{F}=G, \forall t \in \mathbb{R}\right\} \tag{A.3.16}
\end{equation*}
\]
which is clearly a vector space, it follows immediately from (A.3.13) that
\[
G_{1}, G_{2} \in \mathscr{C}_{F} \Rightarrow\left\{G_{1}, G_{2}\right\} \in \mathscr{C}_{F}
\]
so that \(\mathscr{C}_{F}\) is a Lie subalgebra of \(C^{\infty}(E, E)\).
We finally need to introduce symplectic transformations.
def:sympltransf Definition A.3.3. A symplectic transformation on a symplectic space \((E, \omega)\) is a \(C^{1}\) diffeomorphism \(\Phi: E \rightarrow E\) so that, for all \(u, v, w \in E\)
\[
\begin{equation*}
\omega\left(D_{u} \Phi(v), D_{u} \Phi(w)\right)=\omega(v, w) \tag{A.3.17}
\end{equation*}
\]

This is often paraphrased by the statement that " \(\Phi\) preserves the symplectic structure." To understand what this means, one should recall the interpretation of \(D_{u} \Phi(v)\) as the "push forward" of \(v\) by \(\Phi\), explained in Section A.1. Equation (A.3.17) states that a diffeomorphism is symplectic if the symplectic form is left invariant by the "push forward" operation of its arguments. Note that, if \(\Phi\) is linear, (A.3.17) reduces to \(\omega(\Phi(v), \Phi(w))=\omega(v, w)\). And if \(E=\mathbb{R}^{2 n}\) with its standard symplectic structure, this then means that \(\Phi \in \operatorname{Sp}(2 n)\), defined in (A.2.2).

Lemma A.3.4. Let \(F \in C^{1}(E, \mathbb{R})\) and let \(\Phi \in C^{1}(E, E)\) be a symplectic transformation. Then, for all \(u \in E\),
\[
\begin{equation*}
D_{u} \Phi\left(X_{F \circ \Phi}(u)\right)=X_{F}(\Phi(u)) \tag{A.3.18}
\end{equation*}
\]

Moreover, for all \(t \in \mathbb{R}\),
\[
\begin{equation*}
\Phi \circ \Phi_{t}^{F \circ \Phi} \circ \Phi^{-1}=\Phi_{t}^{F} \tag{A.3.19}
\end{equation*}
\]

In particular, if \(F \circ \Phi=F\), then \(\Phi\) commutes with \(\Phi_{t}^{F}\), for all \(t \in \mathbb{R}\). And if \(\Phi\) commutes with \(\Phi_{t}^{F}\), for all \(t \in \mathbb{R}\), then there exists \(c \in \mathbb{R}\) so that \(F \circ \Phi=F+c\).

Equation (A.3.18) asserts that the push forward of the vector field \(X_{F \circ \Phi}\) by \(\Phi\) is \(X_{F}\).
Proof. For all \(u, v \in E\), one has
\[
\begin{aligned}
\omega\left(X_{F \circ \Phi}(u), v\right) & =D_{u}(F \circ \Phi)(v)=D_{\Phi(u)} F\left(D_{u} \Phi(v)\right) \\
& =\omega\left(X_{F}(\Phi(u)), D_{u} \Phi(v)\right) .
\end{aligned}
\]

Hence, since \(\Phi\) is symplectic and since \(D_{\Phi(u)} \Phi^{-1} D_{u} \Phi=\operatorname{Id}_{E}=D_{u} \Phi D_{\Phi(u)} \Phi^{-1}\),
\[
\omega\left(D_{u} \Phi\left(X_{F \circ \Phi}(u)\right), v\right)=\omega\left(X_{F \circ \Phi}(u), D_{\Phi(u)} \Phi^{-1}(v)\right)=\omega\left(X_{F}(\Phi(u)), v\right)
\]
which yields (A.3.18). Next, for all \(u \in E\), one finds from the chain rule and (A.3.18)
\[
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \Phi\left(\Phi_{t}^{F \circ \Phi}\left(\Phi^{-1}(u)\right)\right) & =D_{\Phi_{t}^{F \circ \Phi}\left(\Phi^{-1}(u)\right)} \Phi\left(X_{F \circ \Phi}\left(\Phi_{t}^{F \circ \Phi}\left(\Phi^{-1}(u)\right)\right)\right. \\
& =X_{F}\left(\left(\Phi \circ \Phi_{t}^{F \circ \Phi} \circ \Phi^{-1}\right)(u)\right) .
\end{aligned}
\]

This shows \(t \in \mathbb{R} \rightarrow\left(\Phi \circ \Phi_{t}^{F \circ \Phi} \circ \Phi^{-1}\right)(u) \in E\) is a flow line of \(X_{F}\). Since the latter are unique, (A.3.19) follows.

We end with a proof of a basic fact about Hamiltonian flows: if they are smooth, they are symplectic.

Theorem A.3.5. Let \(F \in C^{2}(E, \mathbb{R})\). Suppose that the corresponding Hamiltonian flow \(\Phi^{F}: \mathbb{R} \times E \rightarrow E\) is of class \(C^{2}\). Then, for all \(t \in \mathbb{R}, \Phi_{t}^{F}\) is a symplectic transformation.

Proof. It will be sufficient to show that, for all \(u, v, w \in E\), and for all \(t \in \mathbb{R}\),
\[
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathscr{J} D_{u} \Phi_{t}^{F} v\right)\left(D_{u} \Phi_{t}^{F} w\right)=0
\]

Using the group property of the flow, one sees it is enough to show this at \(t=0\). Then
\[
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathscr{J} D_{u} \Phi_{t}^{F} v\right)\left(D_{u} \Phi_{t}^{F} w\right)_{\mid t=0}=\mathscr{J}\left(\mathscr{J}^{-1} D_{u}^{2} F(v, \cdot)\right)(w)+(\mathscr{J} v)\left(\mathscr{J}^{-1} D_{u}^{2} F(w, \cdot)\right)
\]
where we used the continuity of \(\mathscr{J}\), the Schwarz Lemma (exchange of partial derivatives) and the observation that
\[
\mathscr{J} \frac{\partial \Phi^{F}}{\partial t}(u)=D_{u(t)} F \in E^{*}
\]
and hence, at \(t=0\),
\[
\mathscr{J} D_{u}\left(\frac{\partial \Phi^{F}}{\partial t}\right)(u)=\left(D_{u}^{2} F\right)
\]
which means that, for all \(v \in E\),
\[
\mathscr{J} D_{u}\left(\frac{\partial \Phi^{F}}{\partial t}\right)(u) v=\left(D_{u}^{2} F\right)(v, \cdot) .
\]

Note that both sides are elements of \(E^{*}\) since \(u \in E \rightarrow \frac{\partial \Phi^{F}}{\partial t} \in E\) so that \(D_{u}\left(\frac{\partial \Phi^{F}}{\partial t}\right)(u) \in\) \(\mathscr{B}(E, E)\). Using the anti-symmetry of \(\mathscr{J}\), one then finds
\[
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathscr{J} D_{u} \Phi_{t}^{F} v\right)\left(D_{u} \Phi_{t}^{F} w\right)_{\mid t=0}=D_{u}^{2} F(v, w)-D_{u}^{2} F(w, v)=0
\]
rem:smoothness Remark A.3.6. We point out that the proof, as it stands, is valid in infinite dimensional systems. Remark however that the conditions imposed on the flow \(\Phi_{t}^{F}\) are very strong for systems in infinite dimension. Too strong actually to be of much use in that context. We use/need those conditions to apply the Schwarz Lemma at several points in the proof. Also, it is known that Hamiltonian flows in infinite dimension need not always be symplectic. In the framework of Section 5 it is possible to give sufficient smoothness conditions on the restriction of the flow to \(\mathscr{D}\) that will guarantee the result, but we shall not need this. For a different set of technical conditions guaranteeing the symplecticity of the flow, we refer to [CM74].

\section*{A.3.2. Symmetries and constants of the motion}

Hamiltonian dynamical systems have many special features, but the one important to us here is that there exists for them a special link between the symmetries of the dynamics and the constants of the motion. This link takes the form of a Hamiltonian version of Noether's Theorem, of which we already gave a simple version in Theorem A.3.1, and has far-reaching consequences, some of which we further explore in this section. Again, a general treatment can for example be found in [AM78, LM87]; we give just those few elements needed in these notes.

We start with some notions on Hamiltonian Lie group actions on a symplectic vector space.
Definition A.3.7. Let \(G\) be a Lie group and \(\Phi:(g, x) \in G \times E \rightarrow \Phi_{g}(x) \in E\), an action of \(G\) on \(E\) with \(\Phi_{g} \in C^{1}(E, E)\). We will say \(\Phi\) is globally Hamiltonian if \(\Phi_{g}\) is symplectic for all \(g \in G\) and if, for all \(\xi \in \mathfrak{g}\), there exists \(F_{\xi} \in C^{2}(E, \mathbb{R})\) so that \(\Phi_{\exp (t \xi)}=\Phi_{t}^{F_{\xi}}\).

In other words, an action is globally Hamiltonian if all \(\Phi_{g}\) are symplectic and if all one parameter groups are realized by Hamiltonian flows. In the notation of the previous sections this means that
\[
X_{\xi}=X_{F_{\xi}} .
\]

Here, the left hand side is the generator of the action, defined in (A.2.15) and the right hand side is the Hamiltonian vector field associated to \(F_{\xi}\).
rem: expo Remark A.3.8. In view of Theorem A.3.5, if \(g=\exp (\xi)\) for some \(\xi \in \mathfrak{g}\) and \(\Phi_{g}\) can be written as \(\Phi_{\exp (\xi)}=\Phi_{1}^{F_{\xi}}\) for some \(F_{\xi} \in C^{2}(E, \mathbb{R})\) such that \(\Phi_{1}^{F_{\xi}}\) is \(C^{2}\), then \(\Phi_{g}\) is symplectic. This will obviously hold as well for all \(g\) that can be written as a finite product of elements of the form \(\exp (\xi)\), which is the case for all \(g\) in the connected component of \(G\) containing \(e \in G\) (See [LM87], page 145, Proposition 2.10). So the assumption that \(\Phi_{g}\) is symplectic is only needed for elements \(g\) that are not connected to \(e \in G\). In infinite dimensional systems, as indicated in Remark A.3.6 at the end of the previous section, the condition that all \(\Phi_{g}\) must be symplectic is more restrictive. In practice, one often works with linear actions of the symmetry group, for which the symplectic property can be checked directly.

The above definition is a special case of the more general definition of globally Hamiltonian action for infinite dimensional systems that we introduced in Definition 5.10. It suffices to take \(\mathscr{D}=E\) in the latter to obtain the definition here.

We shall now continue with the abstract theory where, in particular, we will see through a version of Noether's theorem that, if the Hamiltonian is invariant under a globally Hamiltonian action \(\Phi\) as above, then the functions \(F_{\xi} \in C^{2}(E, \mathbb{R})\) are constants of the motion. The theory will be illustrated in Example A.3.13 at the end of the section, in the simple case where \(E=\mathbb{R}^{6}\) and \(G=\mathrm{SO}(3)\).
thm:nother2 Theorem A.3.9. Let Ge a Lie group and \(\Phi\) a globally Hamiltonian action of \(G\) on a symplectic vector space \(E\). Let \(H \in C^{1}(E, \mathbb{R})\) and let \(\Phi_{t}^{H}\) be the corresponding Hamiltonian flow. Suppose that
\[
\begin{equation*}
\forall g \in G, \quad H \circ \Phi_{g}=H \tag{A.3.20}
\end{equation*}
\]

Then the following statements hold.
(i) For all \(\xi \in \mathfrak{g},\left\{H, F_{\xi}\right\}=0\).
(ii) For all \(t \in \mathbb{R}, F_{\xi} \circ \Phi_{t}^{H}=F_{\xi}\).
(iii) \(G\) is an invariance group \({ }^{24}\) for \(\Phi_{t}^{H}\).

Proof. This is an immediate consequence of Theorem A.3.1 and of Lemma A.3.4.
This result is useful because it is often easy to check (A.3.20), whereas the conclusions (ii) and (iii) are statements about the flow \(\Phi_{t}^{H}\), which is usually not explicitly known, and are therefore hard to check directly. In particular, (iii) says that if the Hamiltonian \(H\) is \(G\) invariant as a function, then \(G\) is an invariance group of the dynamics \({ }^{25}\). And (ii) ascertains that the group generators \(F_{\xi}\) are then constants of the motion for \(\Phi_{t}^{H}\).

Let us point out that (iii) implies neither (i), (ii) or (A.3.20) (See Lemma A.3.4.)
So the hypothesis that the Hamiltonian is invariant under the group action is strictly stronger than the statement that the Hamiltonian flow is invariant under \(G\). The map
\[
\begin{equation*}
\xi \in \mathfrak{g} \rightarrow F_{\xi} \in C^{2}(E, \mathbb{R}) \tag{A.3.21}
\end{equation*}
\]

\footnotetext{
\({ }^{24}\) See Definition 2.1
\({ }^{25}\) This is the point in the proof where the symplectic nature of the \(\Phi_{g}\) is used, via Lemma A.3.4.
}
can be chosen to be linear. Indeed, if \(e_{i}, i=1, \ldots, d\) is a basis of \(\mathfrak{g}\), if we choose \(F_{i}=F_{e_{i}}\), and if we write \(\xi=\sum_{i} \xi_{i} e_{i}\), we can define
\[
\begin{equation*}
F_{\xi}=\sum_{i} \xi_{i} F_{i} \tag{A.3.22}
\end{equation*}
\]
by linearity. This allows one to define the momentum map for the action \(\Phi\), as follows:
\[
\begin{equation*}
\mathscr{F}: u \in E \rightarrow \mathscr{F}(u) \in \mathfrak{g}^{*}, \quad \mathscr{F}(u)(\xi)=F_{\xi}(u) . \tag{A.3.23}
\end{equation*}
\]

This, of course, is just a rewriting of (A.3.21). In the main body of the text we shall always assume a basis has been chosen for \(\mathfrak{g}\), as above, so that we can identify \(\mathfrak{g} \simeq \mathbb{R}^{m}\). And we shall simply write
\[
\begin{equation*}
F: u \in E \rightarrow\left(F_{1}(u), \cdots, F_{m}(u)\right) \in \mathbb{R}^{m} \simeq \mathfrak{g}^{*} \tag{A.3.24}
\end{equation*}
\]

We shall refer to \(\mathscr{F}\) or to \(F\) as a momentum map for the action, indifferently.
Definition A.3.10. Let \(\Phi\) be a globally Hamiltonian action of \(G\) on \(E\), with momentum map \(F\). One says the momentum map is \(\mathrm{Ad}^{*}\)-equivariant if, for all \(g \in G\), for all \(\xi \in \mathfrak{g}\),
\[
\begin{equation*}
F_{\xi} \circ \Phi_{g}=F_{\mathrm{Ad}_{g-1} \xi} \tag{A.3.25}
\end{equation*}
\]

The terminology comes from the following observation. If (A.3.25) holds, then it follows from (A.3.23) and (A.2.11) that
\[
\begin{equation*}
\mathscr{F} \circ \Phi_{g}=\operatorname{Ad}_{g}^{*} \circ \mathscr{F} . \tag{A.3.26}
\end{equation*}
\]

Since we identify \(\mathfrak{g}^{*} \simeq \mathbb{R}^{m}\), this can be written
\[
\begin{equation*}
F \circ \Phi_{g}=\operatorname{Ad}_{g}^{*} F \tag{A.3.27}
\end{equation*}
\]

We can now formulate the final result from the theory of invariant Hamiltonian systems that we need. It is an immediate consequence of (A.3.27) or, for the reader weary of duals, of (A.3.25).
eq:reduction Proposition A.3.11. Let \(\Phi\) be a globally Hamiltonian, Ad*-equivariant action of a Lie group \(G\) on a symplectic vector space \(E\). Let \(\mu \in \mathfrak{g}^{*} \simeq \mathbb{R}^{m}\) and define
\[
\begin{equation*}
\Sigma_{\mu}=\{u \in E \mid F(u)=\mu\} \tag{A.3.28}
\end{equation*}
\]
```

eq:basisdecompmome

```
eq:momentmap
eq:momentmap1
eq:adstarequiv

Then \(G_{\mu}=G_{\Sigma_{\mu}}\), where \(G_{\mu}\) is the stabilizer of \(\mu\), defined in (A.2.12) and \(G_{\Sigma_{\mu}}\) is defined in (2.11).

The situation we have in mind is the one where \(G\) is such that \(H \circ \Phi_{g}=H\), for all \(g \in G\). By Theorem A.3.9, the functions \(F_{i}\) are then constants of the motion for the flow \(\Phi_{t}^{H}\) and hence the surfaces \(\Sigma_{\mu}\) are \(\Phi_{t}^{H}\) invariant. We can therefore consider the dynamical system \(\left(\Sigma_{\mu}, \Phi_{t}^{H}\right)\), which has \(G_{\mu}\) as an invariance group ( \(G_{\mu}\) leaves invariant both \(\Sigma_{\mu}\) and the flow \(\Phi_{t}^{H}\) ). This viewpoint will prove useful in the study of orbital stability in several situations.

Definition A.3.12. Let \(\Phi\) be a globally Hamiltonian action of a Lie group \(G\) on a symplectic vector space \(E\). Let \(\mu \in \mathfrak{g}^{*}\). We say \(\mu\) is a regular point of the momentum map \(F\) if, for all \(u \in \Sigma_{\mu}, D_{u} F\) is surjective.

This definition simply guarantees that \(\Sigma_{\mu}\) is a co-dimension \(m\) submanifold of \(E\), where \(m\) is the dimension of \(\mathfrak{g}\).

Example A.3.13. For the simple Hamiltonian system with spherical potentials considered in Section 2.3 and Section 4, one has \(E=\mathbb{R}^{6}, G=\mathrm{SO}(3)\), and it is not difficult to check
that, for all \(u(q, p) \in \mathbb{R}^{6}, F(u)=L(q, p) \in \mathbb{R}^{3} \simeq \operatorname{so}(3)^{*}\) and \(F_{\xi}(q, p)=\xi \cdot L(q, p)\), where we use the identifications (A.2.6) and (A.2.13). Furthermore, for all \(R \in \mathrm{SO}(3)\),
\[
L(R q, R p)=R L(q, p)
\]
which shows the action is \(\mathrm{Ad}^{*}\)-invariant, in view of (A.2.14).
We end this section with some comments on the Poisson brackets of the components of the momentum map. Remark first that the momentum map of a globally Hamiltonian action is not unique since, for any choice of \(\lambda \in \mathfrak{g}^{*}, \tilde{F}_{\xi}=F_{\xi}+\lambda(\xi)\) also satisfies \(X_{\xi}=X_{\tilde{F}_{\xi}}\). Note furthermore that, in view of (A.2.16) and (A.3.14), the momentum map satisfies, for all \(\xi, \eta \in \mathfrak{g}\),
\[
X_{F_{[\xi, \eta]}}=X_{[\xi, \eta]}=X_{\left\{F_{\xi}, F_{\eta}\right\}}
\]

It then follows from (A.3.3) that, for all \(\xi, \eta \in \mathfrak{g}\), there exists a constant \(c(\xi, \eta)\) so that
\[
F_{[\xi, \eta]}=\left\{F_{\xi}, F_{\eta}\right\}+c(\xi, \eta) .
\]

The following lemma is useful and an easy consequence of (A.3.27):
Lemma A.3.14. Let \(\Phi\) be a globally Hamiltonian action of \(G\) on \(E\), with momentum map \(F\). If \(F\) is \(\mathrm{Ad}^{*}\)-equivariant, then, for all \(\xi, \eta \in \mathfrak{g}\),
\[
\begin{equation*}
F_{[\xi, \eta]}=\left\{F_{\xi}, F_{\eta}\right\} . \tag{A.3.29}
\end{equation*}
\]

Conversely, if (A.3.29) holds, then (A.3.25) holds for all \(g \in G\) of the form \(g=\exp (\eta)\), for some \(\eta \in \mathfrak{g}\) and then for all \(g\) in the connected component of \(e\).

What one has to remember here is this. In applications, we often wish to assure (A.3.25) holds. The preceding lemma states this is essentially guaranteed by (A.3.29), at least for all \(g=\exp \eta\), which, for many Lie groups, means all of \(G\). Finally, (A.3.29) is guaranteed by
\[
\begin{equation*}
\left\{F_{i}, F_{j}\right\}=c_{i j}^{k} F_{k} \tag{A.3.30}
\end{equation*}
\]
where we used the notation introduced in (A.2.9) and (A.3.22). As an example, one may remark that the components of the angular momentum vector \(L\) satisfy the commutation relations of the Lie algebra of \(\mathrm{SO}(3)\), namely
\[
\left\{L_{i}, L_{j}\right\}=\varepsilon_{i j k} L_{k}, \quad i, j, k=1,2,3 .
\]

One may therefore show that an action is \(\mathrm{Ad}^{*}\)-equivariant by showing (A.3.30) holds. However, in infinite dimension, this is not immediate since the necessary smoothness properties of the \(F_{i}\) 's and even of the corresponding Hamiltonian vector fields are not readily verified.
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[^0]:    ${ }^{1}$ Remark that $\mathscr{L}(v(t)) \leq \mathscr{L}(v)$ would suffice in (1.3). But in these notes we will exclusively work with constants of the motion.

[^1]:    ${ }^{2}$ In [LM87], the term stationary motion is used for this concept.

[^2]:    ${ }^{3} \Delta\left(S, S^{\prime}\right)=0$ does not imply $S=S^{\prime}$. In particular, $\Delta(S, \bar{S})=0$.

[^3]:    ${ }^{4}$ See Definition A.3.7.

