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1 Introduction

In classical scheduling, a set of tasks is executed once while the determined schedule
optimizes objective functions such as the makespan or earliness-tardiness. In contrast, cyclic
scheduling means performing a set of generic tasks infinitely often while minimizing the
time between two occurrences of the same task. Cyclic scheduling has several applications,
e.g. in robotic industry (see Kats and Levner [1997]), in manufacturing systems (see Pinedo
[2005] and Hillion and Proth [1989]) or multiprocessor computing (see Hanen and Munier
[1995b]). It has been studied from multiple perspectives, since there exist several possible
representations of the problem such as graph theory, mixed integer linear programming,
Petri nets or (max,+) algebra. An overview about cyclic scheduling problems and the
different approaches can be found in Hanen and Munier [1995a].

However, a less known tool is the heaps of pieces approach. A first paper considering
this modelling for cyclic scheduling is Gaubert and Mairesse [1999]. The authors introduce
a method to represent safe Petri nets as particular automata which compute the height of
heaps of pieces. This approach enables to compute efficiently the throughput of a cyclic
schedule. In this paper, we use the heaps of pieces approach for solving cyclic scheduling
problems with resource constraints.

2 Cyclic scheduling problems

The basic cyclic scheduling problem (BCS) involves generic tasks and precedence con-
straints between tasks but no resource constraints are considered. In this problem, a set of
n generic operations are processed in parallel by an unbounded number of machines and
there is a set of q precedence constraints. We denote this set A = {a1, . . . , aq} where al
corresponds to a constraint represented by a triple (i, j, h). More precisely, the uniform
constraint (i, j, h) means that

si(k) + pi ≤ sj(k + h), ∀k ≥ 1

where si denotes the beginning of the operation i and pi is the processing time of i. In
this framework, the asymptotic cycle time α(S) is usually minimized (with S a feasible
schedule). Equivalently we can aim at maximizing the throughput r(S) = 1

α(S) .
We can distinguish two categories of cyclic schedules: the 1-periodic schedules and the

K-periodic schedules. The first category is characterized by a period α such that :

si(k + 1) = α+ si(k), ∀i ∈ T , ∀k ≥ 1,

where T is the set of tasks to perform. Whereas K-periodic schedules are also defined by
period which corresponds to a fixed interval time between any K consecutive occurences
of i :

si(k +K) = αK + si(k), ∀i ∈ T , ∀k ≥ 0.
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For our concern, we are interested in the cyclic job shop problem. In this case, tasks are
a priori mapped onto machines and the number of machines is smaller than the number
of tasks to perform .More precisely, a cyclic job shop is defined by :

• a set T of elementary tasks,
• a set R of machines,
• for each task t ∈ T , a processing time pt and a machine mt ∈ R on which the task has

to be performed,
• a set A of uniform constraints (as defined above),
• a set of jobs J corresponding to a production sequence of elementary tasks. More

precisely, a job J1 defines a sequence J1 = t11 . . . t1k to be executed in this order.

Previous studies of this problem have shown that K-periodic schedules are dominant (Ha-
nen and Munier [1995a]) and the problem is NP-hard (Hanen [1994]) for throughput max-
imization.

One can find the description of two classical methods of performance evaluation of
cyclic job shop in Hanen and Munier [1995a]. The first one is based on graph theory. In
this framework, the throughput computation problem of a cyclic job shop schedule becomes
the search of maximum circuit ratio in a graph. The second approach considers the job
shop as a (max,+)-linear system. Then, the spectrum of the evolution matrix of the system
gives the cycle time. In both approaches, the complexity of the evaluation of the cycle time
is the same (polynomial).

3 The heap of pieces model

We first recall some algebraic tools concerning (max,+) algebra. The (max,+) semiring
is the set R ∪ {−∞} endowed with the max operator, written a⊕ b = max(a, b), and the
usual sum written a⊗b = a+b. The sum (resp. product) admits a neutral element denoted
ε = −∞ (resp. e = 0), it leads to a ⊕ ε = a and a ⊗ e = a. For matrices, additions and
products give (A⊕B)ij = Aij ⊕Bij and (A⊗B)ij =

⊕n
k=1Aik ⊗Bkj .

An exhaustive presentation of (max,+) algebra can be found in Baccelli et al. [1992].
We now present the heap model structure that was introduced in Gaubert and Mairesse
[1999].

Definition 1 (Heap model). A heap model is composed by :

• P a finite set of pieces,
• S a finite set of slots,
• R gives the subset of slots occupied by a piece,
• l : P × S → R ∪ {−∞} gives the lower contour of a piece,
• u : P × S → R ∪ {−∞} gives the upper contour of a piece.

For each piece p (possibly non connected) of a heap model, we define the matrixM(p)
of dimension |S| × |S| by

M(p)sr =


0 if s = r, r /∈ R(p),
u(p)r − l(p)r ifr ∈ R(p), s ∈ R(p),
ε otherwise.

Calculus in the heap model are based on (max,+)-algebra. More precisely, if a piece p1
is piled up in an empty heap, the upper contour of the heap is given by x(p1) = I⊗M(p1)
where I is a 1 × |S| matrix defined by Ij = e, ∀j ∈ {1, . . . , |S|}. In the same manner,
the pile of two pieces p1 and p2 give the following upper contour of the heap : x(p1p2) =
I ⊗M(p1)⊗M(p2).
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4 Application to cyclic job shop

In this section, we show how to model the cyclic job shop problem as a heap of pieces.
We take the assumption that constraints ak ∈ A are such that h = 0 (see §2). As shown
in Gaubert and Mairesse [1999], the job shop problem admits a heap realization described
under

P = T
S = R∪ J

R(t) = m(t) ∪ {Ji|t ∈ Ji}
l(t, r) = 0 if m(t) = r, l(t, r) = ε otherwise
u(t, r) = p(t) if m(t) = r, l(t, r) = ε otherwise.

In this framework, each elementary task t is represented by a matrix M(t). Considering
the objective of the cyclic job shop problem, the problem is to find the sequence of pieces
piled up in the heap that maximize the throughput. The following theorem indicates how
to compute the cycle time

Theorem 1. The throughput of a job Ji for the cyclic sequence p1 . . . pn in a heap model
representing a job shop system is given by

λJi = |p1 . . . pn|Ji ⊗ (ρ(M(p1)⊗ . . .⊗M(pn)))
−1. (1)

where |p1 . . . pn|Ji denotes the number of jobs Ji completed under the sequence p1 . . . pn
and ρ(X) is the unique eigenvalue of the irreducible matrix X (see [Baccelli et al., 1992,
chap.2]).

Proof. Considering the heap, the cyclic sequence p1 . . . pn corresponds to a cyclic piled-up of
these pieces. Let v = p1⊗ . . .⊗pn. The matrixM(v) can be seen as the matrix representing
an unique piece p1 . . . pn. The evolution of the heap is now given by the pile up of v. As seen
in section 3, the upper contour of the heap is given by x(v . . . v) = I ⊗M(v)⊗ . . .⊗M(v).
Since the job shop is connected (and we assume it is), the matrix M(v) is irreducible.
After a certain number of iterations (that is called the transient time), a cyclic behaviour
appears for an irreducible matrix X : Xk+c = ρ(X)c ⊗Xk (see Cohen et al. [1983]). This
property hold for M(v) and after a certain number of iterations, the growth rate of the
heap become ρ(M(v)) and the throughput is given by (1).

Considering the heap of pieces model, the cyclic job shop problem is equivalent to
find a bounded sequence of pieces with the maximum throughput. Compared to classical
approaches, this model takes benefit fromK-cyclic schedules. Indeed, graph based approach
have to consider K×n number of nodes. Regarding mixed integer linear programming, the
number of variables grows substantially. To deal with this situation, the heap of pieces is
the best model since the number of slots is independant of K. Nonetheless the drawback of
this method is that we can only consider a work in progress of one and it can not represent
a "nested" sechedule since it can only represent patern that can be piled up (no intertwine).
We propose a branch and bound procedure to solve this problem. The branching rule chose
the piece to pile up in the heap and the evaluation fonction is the cycle time computation
of the pattern in the heap. We extend this model to consider several work in process inside
the pattern (but not nested pattern) through an extension of the number of slots.
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