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The transport of neutral particles in turbulent plasmas is addressed from the prospect of developing
coarse-grained transport models which can be implemented in code suites like B2-EIRENE,
currently used for designing the ITER divertor. The statistical properties of turbulent fluctuations
are described by a multivariate Gamma distribution able to retain space and time correlations
through a proper choice of covariance function. We show that in the scattering free case, relevant
for molecules and impurity atoms, the average neutral particle density obeys a Boltzmann equation
with an ionization rate renormalized by fluctuations. This result lends itself to a straightforward
implementation in the EIRENE Monte Carlo solver for neutral particles. Special emphasis is put on
the inclusion of time correlations, and in particular on the ballistic motion of coherent turbulent
structures. The role of these time dependent effects is discussed for D2 molecules and beryllium
atoms. The sensitivity of our results to the assumptions on the statistical properties of fluctuations
is investigated. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4771688]

I. INTRODUCTION

The plasma profiles in the scrape-off-layer (SOL) and
divertor are of essential importance to the ITER (and all
fusion power plants beyond ITER) design process, since they
govern particle and heat fluxes on the plasma facing compo-
nents, plasma purity, and helium ash removal capabilities.1

These profiles are currently predicted with the 2D B2-
EIRENE (version SOLPS4.3) transport code.2 This code, as
well as similar codes developed by other groups (e.g.,
UEDGE,3,4 SOLEDGE2D-EIRENE5), aims at including all
physical processes at play in the SOL, i.e., various atomic
physics processes (molecular dissociation channels, impurity
transport), and plasma wall interactions (sputtering, wall
response to the power loading, wall composition changes, and
so on). However, achieving this goal requires some coarse-
graining in order to obtain a computationally tractable model.
In particular, micro-turbulent fluctuations are not resolved.
For example, the continuity equation in a transport code reads

@thneiþ $ " hneihviþ h ~ne ~við Þ ¼ hSni; (1)

where v is the fluid velocity, ~ne and ~v are the fluctuating
parts of the density and the velocity fields, Sn the particle
source, and the brackets h"i stand for a time average. The
latter introduces a turbulent contribution to the particle
flux Cturb ¼ h ~ne ~vi in the equations for the plasma fluid,
which has to be expressed in terms of the coarse grained
density field hnei in order to close the equation. The turbulent
flux is generally modeled by a diffusive flux, namely
Cturb ¼ &Da$hnei, where Da is the anomalous diffusion
coefficient. However, SOL turbulence is characterized by
coherent structures propagating ballistically through the
SOL, termed “blobs,”6 “filaments,” or “avalanches.”7 The

transport resulting from the propagation of these structures is
not necessarily well described by a diffusion process so that
it has been proposed to add a convective flux vahnei to the
turbulent flux,8 introducing a second “anomalous” parame-
ter, the advection velocity va. But in order to obtain a truly
consistent set of coarse-grained transport equations, Sn (and
any other terms in the momentum or energy equation) should
be properly averaged over fluctuations. This is especially
true in SOL plasmas, which exhibit intermittent turbulence
with large relative fluctuation levels, up to order unity in
the far SOL for the plasma density ne.

9 Indeed, if g is a
non-linear function of X, then hgðXÞi 6¼ gðhXiÞ.10–16 This
explains the differences (on radiated power, sputtering rates,
etc.), between a diffusive/convective description of the tur-
bulent flux and an improved model including the dynamics
of coherent structures, at a higher computational cost.17,18 In
this work, we focus on the average of the source terms in the
equations for plasma density, momentum and energy conser-
vation, and present a coarse-grained kinetic equation for
neutral particles, exact within a set of physically relevant
assumptions. These assumptions are presented in Sec. II.
Fluctuations are described by a multivariate Gamma distri-
bution (MGD), whose two-point covariance function can be
set from experiments and/or numerical simulations. New
results on the higher order statistical properties of the MGD
are given. In Sec. III, we derive the coarse-grained kinetic
equation satisfied by the neutral particle phase space distri-
bution, in two different limiting cases for the temporal
response of the recycling flux to the impinging plasma flux.
The results first presented in a letter19 are generalized in sev-
eral ways. The ballistic propagation of coherent structures is
now explicitly included in the model, through a proper
choice of covariance function. Applications in a 2D slab ge-
ometry with the EIRENE code2 show that the motion of
structures can play a role for molecules, i.e., it can weaken
the effects of fluctuations on neutral particle transport, but
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that the effect on neutral beryllium transport is essentially
negligible. For an exponential covariance function and ho-
mogenous statistics, a new exact expression for the coarse-
grained ionization rates is obtained in terms of elementary
functions. This result provides very useful checks on all nu-
merical calculations. Finally, in Sec. IV we discuss the sensi-
tivity of our results to the choice of the MGD to describe
fluctuations. We first investigate the differences on the trans-
port of neutral particles resulting from the choice of multi-
variate Log-normal statistics instead of MGD statistics.
Then, using the results obtained in Sec. II, we modify the
MGD in such a way that the probability density function
(PDF) at one point in space and the covariance function are
unchanged, since these quantities can directly be related to
experiments/simulations. The resulting changes on the aver-
age neutral density are then investigated.

II. MODEL ASSUMPTIONS

A. Boltzmann equation in the scattering-free limit

Our previous works on the transport of neutral particles
in the presence of density fluctuations have clearly shown
that in order for significant effects to arise, the neutral parti-
cle mean free path must not be much larger than the turbu-
lence correlation length.19,22,23 As a result, in typical SOL
conditions the effects of fluctuations on fuel atoms (hydro-
gen isotopes) can be safely ignored. This is true even for fuel
atoms thermally released from the wall, because of resonant
charge exchange.20 Here, we focus on molecules and impu-
rity atoms, for which charge exchange or elastic collisions
can usually be neglected in SOL conditions (that is, the
transport problem is, essentially, scattering-free). From the
neutrals point of view, plasma fluctuations translate into fluc-
tuations of the ionization (or molecular dissociation) rate,
!ðr; tÞ ¼ neðr; tÞriove , where riove is the rate coefficient. In
the following, we consider only density fluctuations and
assume that the ionization rate coefficient does not depend
on density (corona limit) so that density and ionization rate
have the same statistical properties up to a scaling factor.
This is a rather mild approximation. It corresponds to a low
density limit, which can be regarded as valid in the far
scrape-off layer (less so in the divertor). In addition, the
dependence of the ionization rate coefficient on the neutral
particle velocity v0 ¼ v0X is usually negligible for electron
impact processes, since jv0 & vej ’ jvej owing to the much
larger electron velocity ve. The transport equation for the
neutrals is of the Boltzmann type, and reads

½@t þ v0X " $þ !ðt; rÞ( f ðt; r; v0;XÞ ¼ 0: (2)

The analytical solution of this equation, assuming the initial
condition f ðt ¼ 0; r; v0;XÞ is zero, is (e.g., Ref. 21)

f ðt;r;v0;XÞ¼C0 t& jr&rwj
v0

;X;v0

! "

)exp & 1

v0

ðjr&rwj

0

!ðr&sX;t&s=v0Þds

 !

)Hðv0t& jr&rwjÞ
v0

; (3)

where C0 is the neutral particle flux density at the wall,
located at rw, and H the Heaviside step function. The latter
was discarded in Ref. 19 because there we considered only
times such that t* jr& rwj=v0, not the initial relaxation of
the system. The optical depth s is defined as the modulus of
the argument of the exponential in Eq. (3), namely

s jr& rwj;X; tð Þ ¼ 1

v0

ðjr&rwj

0

!ðr& sX; t& s=v0Þds: (4)

The neutral particle density is obtained by integrating over
the source velocity distribution Fðt; v0;XÞ, namely

Nðr;tÞ¼
ð

4p
d2X

ðþ1

0

v2
0dv0Fðt;v0;XÞf ðt;r;v0;XÞ¼ffg; (5)

where the curly brackets f"g stand for the velocity average.
The adiabatic approximation on which we relied in Refs. 22
and 23 consists in neglecting the time delay s=v0 in Eq. (3).
Within this approximation, Eq. (3) obeys Eq. (2) with the
time derivative neglected, that is, the neutral velocity distri-
bution follows instantaneously the evolution of the plasma
parameters. In other words, the plasma density does not have
time to evolve significantly during the typical lifetime of a
neutral particle. The adiabatic regime is valid provided
ne=@tne * maxð1=neriove ; jr& rwj=v0Þ, where ne is the line
averaged density along the neutral flight. Taking ne=@tne as
the correlation time of turbulence sturb, that is sturb ’ 10ls
(Ref. 6), ne ¼ 5) 1018 m&3 and riove ¼ 10&13 m3" s&1,
yields sturb=sio ’ 5 (sio ¼ 1=neriove ). The requirements
are more stringent for the deep penetration problem, where
jr& rwj is several neutral mean free paths. As a result, the
adiabatic approximation is only marginally valid according
to the criteria stated above.

The neutral density is closely related to the neutral parti-
cle flux through a given surface S, which is given by

C ¼
ð ð

S
ff ðt; r; v0;XÞv0g " dS: (6)

This flux is an important quantity, as far as, e.g., impurity
penetration, helium pumping or sputtering by impurities
are concerned. The source/sink terms corresponding to
exchanges of particles, momentum (ignoring electron mo-
mentum because of the smallness of the ratio of the electron
to the ion masses), and energy between the neutrals and the
plasma are given by

Snðr; tÞ ¼ !ðr; tÞNðr; tÞ; (7)

Smðr; tÞ ¼ !ðr; tÞfmv0 f ðt; r; v0;XÞg; (8)

SEsðr; tÞ ¼ !ðr; tÞ
1

2
msv

2
0 & El

s

$ %
f ðt; r; v0;XÞ

& '
; (9)

where m is the atom mass, s ¼ i; e stands for the species
(electrons or ions), and El

s is the energy cost per ionization
(or dissociative ionization for molecules). El

e includes radia-
tive losses, and El

i ¼ 0. Note that El
e is independent on

the density, in accordance with our assumptions for the
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ionization rate coefficient (corona limit). These expressions
for the sources are valid when all absorption channels for the
neutral particles release one electron. A more general expres-
sion will be given in Sec. III C. When scattering is negligi-
ble, the Boltzmann equation can be solved independently for
each direction X of the initial neutral particle velocity,
and for a given value of v0, see Eq. (3). As a consequence, in
the following we will often work in a 1D geometry along the
neutral trajectory. However, it should be stressed that the
results we will present can equally well be applied in 2D or
3D geometries using Eqs. (5)–(9), as illustrated in Sec. III.

B. Multivariate Gamma distribution

As stated in Sec. I, we are mainly interested in time
averages of the neutral particle flux and of the source terms
defined by Eqs. (7)–(9), since these are the relevant quanti-
ties on the transport time scale. Calculating these averages
requires the knowledge of the probability density functional
of the density field neðr; tÞ (since !ðr; tÞ ¼ neðr; tÞriove )
along the neutral trajectory, see Eq. (3). Therefore, we dis-
cretize space along the trajectory with a grid step " so that it
is divided in k segments with s ¼ k". The statistics of the dis-
cretized field is given by a multivariate PDF Wðne1;…; nekÞ
¼ WðneÞ. In the non-adiabatic case, the plasma density field
nej at s ¼ j" has to be taken at time t& s=v0, to account for
the time neutrals need to travel from the source located at rw

to the current point. In our previous works, we took W as a
multivariate Gamma distribution (MGD). This choice is jus-
tified by measurements of density fluctuations for instance in
the TCV tokamak,24 whose one-point statistics is well
described by a Gamma distribution, i.e.

W1ðneiÞ ¼
nb&1

ei e&nei=ai

ab
i CðbÞ

for nei > 0; and 0 otherwise;

(10)

with b the shape factor and ai the scale factor (the relationships
between these parameters and others used subsequently in this
work are summarized in Appendix A). The Gamma distribution
often occurs in statistical studies of turbulence, as pointed out
in Ref. 24, and an argument based on the quadratic non-
linearity of the equations describing density fluctuations could
explain why the statistics should be Gamma.25 Furthermore, it
has been shown recently using a stochastic model built from
observations made on numerical simulations and experimental
data that Gamma statistics can be seen as resulting from the
properties of a superposition of independent density bursts
(with a prescribed waveform, and exponentially distributed
amplitudes).26 In the case where b ¼ M=2, M being an integer
(the number of degrees of freedom), the distribution defined by
Eq. (10) is the marginal of the so-called MGD,27 that is

W1ðneiÞ ¼
ð

…

ð Y

j 6¼i

dnej

 !

Wðne1;…; nekÞ: (11)

In the following, we will mostly deal with averages of expo-
nentials of the plasma density ne. The latter averages are
closely related to the moment generating function ZðuÞ of

the MGD, i.e., the multi-dimension Fourier transform of W,
which is given by

ZðuÞ ¼ hexp& u " nei ¼ jIþ 2GUj&M=2; (12)

where u ¼ ðu1;…; ukÞ†, I is the k ) k identity matrix, and
the matrix U has entries Uij ¼ uidij. The matrix G is related
to the correlation matrix Cij of the density field, defined by

Cij ¼ hneineji& hneiihneji, through G2
ij ¼ Cij=ð2MÞ. As a

result, the MGD is fully defined by the spatio-temporal
covariance Cðr; r0; t; t0Þ of the density field, which can be
determined either experimentally (e.g., Ref. 28) or numeri-
cally (e.g., Ref. 7). Equation (12) with ui ¼ "=v0 gives the
average of Eq. (3), provided the entries Cij are defined by

Cij ¼ Cðri; riþDsX; ti; tiþDs=v0Þ ¼ CLðDs;v0;ri; tiÞ; (13)

where Ds ¼ ðrj & riÞ "X. The function CL will be called the
Lagrangian covariance in the following, because it represents
correlations along the neutral particle trajectory. In the ho-
mogenous and stationary case

Cij ¼ CðDsX;Ds=v0Þ ¼ CLðDs; v0Þ: (14)

Note that the adiabatic approximation can be stated as
Cðr; r0; t; t0Þ ’ Cðr; r0; t; tÞ, in which case CL ’ C. The
parameter M determines the relative fluctuation level R
¼ rne=hnei (r2

ne
is the local variance of the fluctuations),

namely R ¼
ffiffiffiffiffiffiffiffiffi
2=M

p
¼ 1=

ffiffiffi
b
p

. Strictly speaking, the MGD is
only defined for integer values of M, and W1ð0Þ ¼ 0 requires
M + 3 (R < 82%). However, if the characteristic function
ZðuÞ is infinitely divisible (that is, Z can be written as
Z ¼ ðZnÞn, where Zn is a characteristic function for all values
of the integer n (Ref. 29)), the MGD can be defined for posi-
tive real values of b.30 Infinite divisibility holds provided
the correlation matrix f, defined by fij ¼ Cij=ðrneirnejÞ is

such that fij ¼ fikfkj, with i , k , j,31 a relation which is sat-

isfied by the exponential function. As a result, the MGD can
be extended to any real value of b ¼ M=2 if the covariance
function is exponential.

C. Covariances

One of the appealing features of a stochastic description
of fluctuations is the possibility to investigate various model
cases, by scanning the input parameters for the model, that is
b ¼ M=2 and the covariance C. The latter must however be
positive definite, in order to ensure the realizability of the
stochastic model. In fact, if C is not positive definite, it is
possible to construct a linear combinations of the nei that has
a negative variance,33 hence a “PDF” with negative values
(the corresponding multivariate distribution is then said to be
non-realizable32). An equivalent way of defining positive-
definiteness is to require that the Fourier transform of the
covariance function (that is, the power spectrum according
to the Wiener-Khinchin theorem33) be positive. This is in
practice a major constraint on the choice of C. In the follow-
ing, we will consider the following anisotropic covariance
function:
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Cðr& r0; t& t0Þ

¼ r2
ne

exp &
X

a¼x;y

xa & x0a & vsaðt& t0Þ
ka

! "2
" #1=2

0

@

1

A

) exp & jt& t0j
sd

! "
; (15)

where the propagation of coherent structures is accounted for
by the velocity vs (see Ref. 28 for a similar discussion), and
sd is the lifetime of the structures. When vs ¼ 0, the covari-
ance is separable in the sense that the space and time depend-
ences can be factorized. The turbulence correlation length k
(in direction X) is defined by

kðXÞ ¼ 1

r2
ne

ðþ1

0

CðsX; 0Þds ¼ l2

kx
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1& l2

p

ky

 !&1=2

; (16)

with l ¼ cos h ¼ X " ux. In the same way, the correlation
time of the fluctuations is

sturb ¼
1

r2
ne

ðþ1

0

Cð0; tÞdt ¼ jvsxj
kx
þ
jvsyj
ky
þ 1

sd

! "&1

: (17)

When vs ¼ 0, sturb ¼ sd , but if for instance vsy ¼ 0 and
kx=jvsxj- sd, decorrelation essentially occurs because of
the movement of the structures and sturb ’ kx=jvsxj. As an
illustration, we consider on Fig. 1 the density field neðx; tÞ
along the line such that X ¼ ux, with kx ¼ 10, sd ¼ 20 and
(a) vsx ¼ 0, (b) vsx ¼ 1, in arbitrary units. These plots show
the ability of our model to capture the propagation of coher-
ent structures.

For the covariance of Eq. (15), the characteristic func-
tion of the MGD, given by Eq. (12), can be expressed in
terms of elementary functions. Taking the continuous
limit in a formula derived by Grenander and Szeg€o34 for
the determinant of the matrix A ¼ Iþ 2GU leads to (see
Appendix B)

ZeðuÞ ¼
exp

bs

2kL

! "

cosh
gs

2kL

! "
þ g2 þ 1

2g
sinh

gs

2kL

! "$ %b ; (18)

with gðuÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4kLhneiu=b

p
, u a scalar, and kL the Lagran-

gian correlation length defined by kL ¼
Ðþ1

0 CLðsÞds=Cð0Þ.
The latter is given by

kL ¼
v0sdk

kþ v0sdj1& vs "X=v0j
; (19)

assuming for simplicity kx ¼ ky ¼ k. Properly speaking, in
the adiabatic case ZeðuÞ is the characteristic function of the
line averaged density

Ð s
0 neðs0; tÞds0. This simple formula

provides a strong check on all the numerical calculations
performed in the following. Other possible choices for
homogeneous and stationary covariances can be found in,
e.g., Refs. 35–37. For non-homogeneous and non-stationary
cases, examples can be found in Refs. 35–40.

D. Higher order statistics

As stated in Sec. II B, the MGD is fully specified by its
covariance and the value of the parameter b ¼ M=2. The
1-point PDF and the covariance obtained from experiments
or numerical simulations therefore completely determine
the statistical properties of fluctuations within our model.
However, there is no guarantee that the r-point moments
hneðr1Þ…neðrrÞi, r > 2, are consistent with those resulting
from the MGD. The sensitivity of our results to these higher
order statistical quantities should therefore be quantified.
In this section, we consider the optical depth s defined by Eq.
(4), which is the most relevant quantity as far as the transport
of neutral particles is concerned. In addition, we work with
the so-called cumulants instead of moments, because the for-
mer have simpler expressions. While moments can be
obtained from successive differentiations of the moment gen-
erating function (or characteristic function) ZðuÞ ¼ he&usi,
cumulants are defined in terms of wðuÞ ¼ lnZðuÞ, the latter
being called the cumulant generating function. The rth order
cumulant of the optical depth is defined by

hhsrii ¼ ð&1Þrd
rw

dur

****
u¼0

: (20)

We have hhsii ¼ hsi, while the second cumulant is nothing
but the variance, namely hhs2ii ¼ hs2i& hsi2. The third and
fourth order cumulants are, respectively, related to the skew-
ness S ¼ hhs3ii=hhs2ii3=2 and the normalized kurtosis
K ¼ hhs4ii=hhs2ii2. For the MGD, the cumulants can be cal-
culated exactly (Appendix C), namely

hhsðs;XÞrii ¼ 2rðr& 1Þ!b
ð4bv2

0Þ
r=2

ðs

0

ds1…

ðs

0

dsr

) ½CLð1;2ÞCLð2;3Þ…CLðr & 1; rÞCLðr;1Þ(1=2;

(21)

where CLði; jÞ ¼ Cðrw þ siX; rw þ sjX; t& si=v0; t& sj=v0Þ
is the Lagrangian covariance function. The fluctuations are
assumed to be stationary so that the cumulants are independ-
ent of time. We provide here the expressions of the cumu-
lants for the covariance defined by Eq. (15) up to order r¼ 4,
obtained from a direct calculation of the rth dimensional
integral in Eq. (21). The result is

FIG. 1. Space-time plot of a realizations of the plasma density along the
direction X ¼ ux, with kx ¼ 20, sd ¼ 10 and (a) vsx ¼ 0 and (b) vsx ¼ 1,
in arbitrary units. In the latter case, the turbulent structures move along the
x ¼ vsxt line.
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hhsðs;XÞ2ii ¼ & 2

b
kL

‘

! "2

1& s

kL
& e&s=kL

$ %
; (22)

hhsðs;XÞ3ii¼&12

b2

kL

‘

! "3

2& s

kL
& 2þ s

kL

! "
e&s=kL

$ %
; (23)

hhsðs;XÞ4ii¼ 24

b3

kL

‘

! "4

e&s=kL 14þ10
s

kL
þ2
+ s

kL

,2
$

þ 5
s

kL
&14

! "
cosh & s

kL

! "

þ 5
s

kL
&3

! "
sinh & s

kL

! "%
; (24)

where we recall that ‘ ¼ v0=ðhneirioveÞ, and where kL is the
Lagrangian correlation length. These expressions are in full
agreement with those obtained from successive derivations
of the cumulant generating function lnZeðuÞ, where ZeðuÞ is
defined by Eq. (18). In addition, they have the expected
behavior in different limiting cases. For s=kL - 1, the
r-dimensional integral reduces to sr, that is the volume of the
hypercube of side length s, while for s=kL * 1 we obtain
hhsrii / kn&1

L s, as expected from well known properties of
the cumulants (see, e.g., Ref. 41, p. 405).

Equation (21) shows that the behavior of the cumulants
of
Ð s

0 neds1 / sðsÞ, a quantity easily computable in numerical
simulations, as a function of s can be used to check whether
the higher order statistical properties of fluctuations are con-
sistent with those resulting from MGD statistics. The sensi-
tivity of the average neutral density to the form of these
cumulants for r > 2 will be investigated in Sec. IV A.

III. COARSE-GRAINED TRANSPORT EQUATION

We now look for the transport equation satisfied by hf i,
in the light of the results summarized in Sec. II. Averaging
Eq. (2) over density fluctuations leads to

½@t þ v0X(hf iþ h!ðt; rÞf ðt; r; v0;XÞi ¼ 0; (25)

where a part of the crossed term, namely h~! ~f i, plays the
same role as the turbulent flux in Eq. (1). This equation is
supplemented by a boundary condition at s¼ 0, which
depends on the recycling model. In Refs. 19, 22, and 23, we
considered two limiting cases defined by the ordering
between the typical turbulent time scales sturb and the recy-
cling time scales sR. The slow recycling case is defined by
sR * sturb, a situation where the recycling flux is constant
(assuming stationary turbulence) and equal to the time aver-
aged plasma flux (assuming saturated walls). This model
might provide a reasonable description for molecules de-
sorbed from the wall. The opposite case, where sR - sturb, is
termed “fast recycling” and describes a situation where the
wall has an instantaneous response so that the recycling flux
follows the plasma flux. C0 is then a random variable, and
we shall assume that C0 / neðrwÞ. Back-scattered atoms and
physically sputtered impurities are well described by this
model, given the short time scales involved. In the following,
we will again consider these two limiting cases.

A. Slow recycling

The particle source defined by Eq. (7) is calculated by
functional differentiation of Eq. (12), i.e.

h!ðr; tÞf Sðt; r; v0;XÞi ¼ &
hC0iriove

v0

dZ½u(
duðjr& rwjÞ

*****
u¼uc

¼ -Sðjr& rwjÞhf Si;
(26)

where uc ¼ h!i=ðv0hneiÞ ¼ riove=v0, and where the quantity

-Sðjr& rwjÞ ¼ lim
k!þ1

bv0k

jr& rwj
½1& ðA&1

k Þkk(; (27)

with Ak ¼ Iþ 2jr& rwj=ðv0kÞG, has the dimension of the
inverse of a time. We recall that k is the number of discreti-
zation steps on the length jr& rwj of the trajectory (see
Sec. II B), and k !1 thus corresponds to the continuous
limit. The S superscript stands for “slow recycling,” and the
entries of the k ) k matrix G are such that

Gij ¼
1

4b
CLðji& jjs=k; v0; riÞ

$ %1=2

; (28)

with s ¼ jr& rwj, and CL being the Lagrangian covariance
along the neutral particle trajectory (the fluctuations are
assumed to be stationary, but not statistically homogeneous).
For numerical evaluations of Eq. (27), k must be such that
jr& rwj=k (resp. jr& rwj=ðkv0Þ) be small compared to the
spatial correlation length (resp. time) of fluctuations. Com-
bining Eqs. (25)–(27) with the previous equation leads to the
following important result:

½@t þ v0X "rþ -Sðjr& rwjÞ(hf Sðt; r; v0;XÞi ¼ 0: (29)

In other words, for the MGD, we have obtained the follow-
ing exact statistical closure:

h~! ~f
Si ¼ ð-S & h!iÞhf Si: (30)

The influx at the wall is given by C0 ¼ Cp ¼ v0hf sð0Þi
(assuming that the recycling coefficient is unity). Equation
(25) shows that the average neutral density can be obtained
by solving a Boltzmann equation where the ionization rate is
given by -S. In other words, fluctuations can be accounted
for in transport codes upon replacing the ionization rate by a
coarse-grained ionization rate (i.e., technically speaking,
fluctuations renormalize the ionization rate) so that the aver-
age flux and sources can now be calculated with much less
computational effort than what was necessary in our previ-
ous works. This result therefore opens the way for coupled
plasma/neutral calculations, including the effects of turbulent
fluctuations on neutrals. The average particle, momentum,
and energy sources are given by

hSnðr; tÞi ¼ f-Sðr; t; v0;XÞhf Sðr; t; v0;XÞig; (31)

hSmðr; tÞi ¼ mfv0-Sðr; t; v0;XÞhf Sðt; r; v0;XÞig; (32)
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hSEsðr; tÞi ¼
1

2
msv

2
0 & El

s

$ %
-Sðr; t; v0;XÞhf Sðt; r; v0;XÞi

& '
;

(33)

where the curly brackets f"g stand for an average over the
initial velocity v0 ¼ v0X. Equations (31)–(33) show that the
effects of fluctuations are similar on all the source terms so
that in the following we shall focus on the particle source.

As in Refs. 22 and 23, we introduce the parameter
a ¼ kL=‘, where ‘ ¼ v0=h!i is the neutral particle mean free
path and kL the Lagrangian correlation length. The impor-
tance of time dependent effects can be measured by defining
a correction factor j, such that a ¼ jaadia, where aadia ¼ k=‘
is the value taken by the parameter a in the adiabatic approx-
imation. For the covariance of Eq. (15), we get from Eq. (19)

j ¼

v0sd

k
1þ sd

k
jðv0 & vsÞ "Xj

; (34)

where kx ¼ ky ¼ k. If vs is zero, j , 1 and time dependent
effects have to be taken into account whenever sdv0=k ! 1,
where we recall that sd(resp. k) represents the typical life-
time (resp. size) of turbulent structures. If the structures dis-
appear faster than the neutral particle can fly through, time
dependent effects play a role. If sdv0=k- 1, a ’ v0sd=‘
- aadia. Now, for non-zero vs, the same reasoning can
be made in the structure’s rest frame, where the velocity of
the neutral particle is v0 & vs. In this case, for slowly decay-
ing structures (i.e., large sd), j ’ v0=jðv0 & vsÞ "X j and
a ¼ keff=‘ with keff ¼ kv0=jðv0 & vsÞ "X j. In other words,
neutrals see structures with an effective size, smaller than their
actual size if vs " v0 < 0. The correction factor j defined by
Eq. (34) is plotted on Fig. 2(a) as a function of two independ-
ent dimensionless parameters, namely v0sd=k and vs "X=v0.
Here, negative values of vs=v0 correspond to structures

moving in the direction opposite to that of neutral particles
(the most likely situation). For vs=v0 ’ 1, j increases mark-
edly and takes values larger than unity, because neutrals are
moving with the same velocity as the structures (for
sd ! þ1, we then have j! þ1: Everything happens as if
the plasma was spatially homogenous). The effective ioniza-
tion rate -s given by Eq. (27) is plotted as a function of the
distance to the source normalized to the average neutral
mean free path ‘ on Fig. 2(b), for the covariance Eq. (15) (in
the isotropic case), and for different values of the parameter
a. It is smaller than the ionization rate calculated for the av-
erage plasma parameters so that neutrals will penetrate
deeper in the plasma in presence of turbulence, even more so
when the Lagrangian correlation length becomes larger than
the neutral mean free path. Physically, this behavior stems
from the fact that most of the neutrals which penetrate
deeply do so in realizations for which the density along their
trajectory was low. The larger the correlation length, the lon-
ger the atom will experience this low density, and the farther
it is likely to go. If the fluctuations are statistically homoge-
neous, for large jr& rwj, in practice after a distance of a few
correlation lengths k from the source, -Sðjr& rwjÞ! -1,
where the value of -1 follows from Szeg€o’s theorem on
Toeplitz matrices.22,42 For the covariance given by Eq. (15)

-1 ¼ h!i
g& 1

2RK
; (35)

where K ¼ ðrne=v0ÞkL ¼ RkL=‘ is the Kubo number,43,44

and g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4RK
p

. For other homogeneous covariances,
-1 can be calculated numerically (see Appendix B of
Ref. 22). Let us emphasize that Eq. (35) is fully consistent

with the asymptotic behavior of f S ¼ hC0i
v0

ZeðucÞ, where Ze is

given by Eq. (18) and uc ¼ riove=v0. It is then straightfor-
ward to show (see Appendix B) that

-SðsÞ ¼ v0

2R2kL
g

g2 þ 1

2g
þ tanh

gs

2kL

! "

1þ g2 þ 1

2g
tanh

gs

2kL

! "& 1

2

6664

3

7775; (36)

with s ¼ jr& rwj. The latter result is an exact reformulation
of Eq. (27) in terms of elementary functions, valid for an
exponential covariance. Note that Eq. (35) follows from
Eq. (36) in the limit gs=kL * 1.

B. Fast recycling

The particle flux at the wall Cp is now assumed to be
related to the fluctuating plasma density through Cp ¼ neveff

(hence f ðt; r;X; v0Þ / neðrw; t& jr& rÞj=v0Þaccording to
Eq. (3)), where veff is constant. The average flux is then
hCpi ¼ hneiveff so that veff can be identified as the effective
convection velocity introduced in, e.g., Refs. 12 and 45. The
average in Eq. (25) is given by

h!ðr; tÞf Fðr; tÞi ¼
riovevef f

v0

d2Z½u(
duðjr& rwjÞduð0Þ

*****
u¼uc

¼ -Fðjr& rwjÞhf Fi; (37)

FIG. 2. (a) Contour plot of the correction factor j accounting for time
dependent effects (Eq. (34)), as a function of sdv0=k and vS=v0. Negative
values of vS=v0 correspond to structures moving opposite to neutrals. The
increase of j for vS=v0 ’ 1 corresponds to the case where structures move
at the same speed as neutrals. The two horizontal lines correspond to the val-
ues used in Sec. III C for D2 molecules and beryllium atoms. (b) Comparison
between the effective ionization rates for the slow and fast recycling cases
-S from Eq. (27) or Eq. (36) (solid red line, a¼ 0.1; dashed blue line, a¼ 1;
and dashed-dotted black line, a¼ 10), and -F from Eq. (38) or Eq. (39)
(same legend, with circles) as a function of the distance to the source s in
units of the average mean free path ‘, for R¼ 82% (b ¼ 1:5). Both rates are
normalized to the average value h!i. The fact that -F > -S close to the
source results from reionization in the structures responsible for recycling.
In practice, the limiting value -1ða; bÞ given by Eq. (35), identical for -S

and -F, is reached to a very good approximation at s=‘ ’ 2a.
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where uc ¼ riovev0, and where the effective ionization rate
-Fðjr& rwjÞ is defined by (see Appendix D)

-Fðjr& rwjÞ ¼-Sðjr& rwjÞ þ
v0

jr& rwj
lim

k!þ1
kðA&1Þkk

) ðA
&1Þ11& ðB&1Þ11

1& ðA&1Þ11

; (38)

where B is a k & 1) k & 1 matrix with entries Bij ¼ Aij. In
statistically homogeneous cases, the diagonal elements of A
are all equal so that Eq. (38) reduces to Eq. (9) of Ref. 19.
As a result of Eq. (37), the coarse-grained transport equa-
tions are of the same form in the slow and fast recycling
cases, but the effective rates are different. The sources of
particles, momentum, and energy are given by Eqs. (31)–
(33), using -F and hf Fi instead of -S and hf Si. The rate -F

is plotted on Fig. 2(b) for different values of the parameter a
and the same correlation function used for -S on Fig. 2(a). It
is clear that -F + -S, with -F > -S close to the wall
(-F=-S ¼ 1þ 1=b for r ¼ rw). In fact, in the fast recycling
case the source is large only in regions where the density is
high. Therefore, reionization is much stronger close to the
wall in the fast recycling model. However, for large
s ¼ jr& rwj, we have -FðsÞ . -SðsÞ. In practice, as shown
of Fig. 2, this asymptotic regime is reached for s larger than
a few correlation lengths k, since then the density fluctua-
tions at location s are mostly uncorrelated to those at the
wall. For the exponential covariance of Eq. (15), -F as
defined by Eq. (38) can be expressed in terms of elementary
functions. We have (see Appendix B)

-FðsÞ¼-SðsÞ

þ v0

2kL

g2ðg2&1Þ 1& tanh2 gs

2k

+ ,+ ,

gþ tanh
gs

2kL

! "! "
2gþðg2þ1Þtanh

gs

2kL

! "! ";

(39)

with -S given by Eq. (36). The asymptotic result of Eq. (35)
is recovered in the limit gs=kL * 1.

C. Application: The effects of structure propagation

Here, we focus on the role of structure propagation. We
consider two cases, namely D2 molecules with E0 ¼ 0:03 eV
(corresponding to thermal release from the wall) and beryl-
lium atoms such that E0 ¼ 1:7 eV (half of the surface bind-
ing energy, which corresponds to the maximum of the
Thompson distribution46). We set kx ¼ ky ¼ 2 cm, sd

¼ 10ls, and vsx ¼ 0,& 1 and &10 km/s (here the x axis
represents the radial direction). This corresponds to coherent
structures moving towards the wall, i.e., in a direction
opposite to that of recycling neutrals in the radial direction.
vsx ¼ 0 corresponds to the case investigated in previous
works,19,22,23 and vsx ¼ &1 km/s is a realistic value.9 For D2

molecules we have sdv0=kx ¼ 0:6, while for Be atoms
sdv0=kx ¼ 3 (the corresponding horizontal lines are plotted
on Fig. 2(a)). Tables I and II show the values of vsx=v0 and
j for the three values of vsx considered here. The overall

importance of the effect of fluctuations depends on the value
of a ¼ jaadia, where aadia ¼ kx=‘, with the average mean free
path ‘ given by ‘ ¼ v0=h!i. Three loss channels are consid-
ered for D2, (processes 2.2.5, 2.2.9, and 2.2.10 in the HYDHEL

database47), namely

D2 þ e& ! Dð1sÞ þ Dð1sÞ þ e&; (40)

D2 þ e& ! Dþ2 þ e& þ e&; (41)

D2 þ e& ! Dþ þ Dð1sÞ þ e& þ e&: (42)

This leads to h!D2i ’ 2:4) 105 s&1 for ne ¼ 5) 1018 m&3,
and Te ¼ 50 eV so that aadia ’ 4. For beryllium, we rely on
the ADAS database48 (scd93 datas), yielding h!Bei ’ 6:5
)105 s&1 for the ionization rate in the same plasma condi-
tions. Thus, aadia ’ 2.

In the following, we present radial density profiles for
the conditions considered above, obtained in a 2D slab ge-
ometry with the coarse-grained transport model for neutrals
implemented in the EIRENE Monte Carlo code. The main
lines of the technical implementation have been described in
Ref. 19. Here, we discuss the case where several destruction
processes exist for a given species, as it is the case for D2. It
is easily seen from formulas (36) and (39) that the coarse-
grained ionization rate is not additive, in the sense that if
! ¼

P
!i, - 6¼

P
-i, where - is calculated using the total

rate !. In the numerical implementation, - must therefore be
used when calculating the neutral particle free path. The
probability of destruction channel k is then obtained from the
local rates, as in the original Monte Carlo procedures,
namely pk ¼ !k=

P
!i, since all the rates are linear in density

so that pk is independent on density. The correct expression
for the electron source is then

hSnðrÞi ¼
!X

k

pkðrÞhk

"
f-Sðjr& rwjÞhf Sðr; v0;XÞig;

(43)

where hk is the number of electrons created in channel k
(h ¼ 0 for the process defined by Eq. (40), and h ¼ 1 for
those represented by Eqs. (41) and (42)), and where the curly
brackets f"g stand for the average over the neutral particle
velocity v0. The results of the numerical calculations for D2

(resp. Be) are presented on Fig. 3 (resp. Fig. 4) in logarithmic

TABLE I. Values of vsx=v0 and of the correction factor accounting for time

dependent effects, for the parameters given in the text and vsx ¼ 0, &1, and
&10 km/s, for D2 molecules.

vsx=v0 0 &0.8 &8

j(D2) 0.4 0.3 0.1

TABLE II. Values of vsx=v0 and of the correction factor accounting for time

dependent effects, for the parameters given in the text and vsx ¼ 0, &1, and
&10 km/s, for Be atoms.

vsx=v0 0 &0.17 &1.7

j(Be) 0.75 0.7 0.3
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scale, assuming a constant neutral velocity v0 with a cosine
angular distribution. The slow recycling model is used for
molecules, assuming that the thermal release mechanism is
dominant, while the fast recycling model describes well the
sputtered flux of beryllium atoms. The turbulence free radial
profiles are the solid black curves on all figures, and the red
dashed curve is the adiabatic case. The short dashed-dotted
curve, the dotted curve, and the dashed-dotted curve corre-
spond to the time dependent case with, respectively, vsx ¼ 0,
&1, and &10 km/s. The average particle source is less
affected by fluctuations than the average density in the slow
recycling case, as discussed in Refs. 22 and 23. The situation
is reversed in the fast recycling case. In accordance with the
numbers in Tables I and II, time dependent effects are mark-
edly weaker for beryllium atoms than for D2, essentially
because their velocity is larger. For D2 molecules, the effects
of structure propagation are rather weak for vsx ¼ 1 km/s,
but become very significant for structures 10 times faster (a
situation that does not seem realistic).

IV. SENSITIVITY TO THE CHOICE OF STATISTICAL
DESCRIPTION OF THE FLUCTUATIONS

Our stochastic model for density fluctuations is based on
the observation that the PDF of density fluctuations at one
point is well represented by a Gamma distribution. We then
assume that the multivariate statistical properties of density
fluctuations are well described by the MGD, and use the
2-point covariance function to fully specify the MGD. In this
section, we use the result obtained for the cumulants of the
optical depth in Sec. II D, namely Eq. (21), to investigate the
sensitivity of our results to the higher order (i.e., r-points,
with r> 2) statistical properties of the fluctuations. Then, we
discuss the case where the PDF is Log-normal, the latter also
providing a reasonable description of density fluctuations in
the far SOL of TCV,24 as well as in RFX.49

A. Role of the N-point correlation functions

The cumulant expansion theorem50,51 yields the follow-
ing expression for the characteristic function of the optical
depth:

he&usi ¼ exp
X1

r¼1

ð&1Þr hhsðs;XÞ
rii

r!
ur

 !

; (44)

which can also be obtained upon expanding the cumulant
generating function in its Taylor series, see Eq. (20). Equa-
tion (44) can in principle be used in conjunction with
Eq. (21) to calculate a numerical estimate of hf Si by taking
u¼ 1 and truncating the series to a finite order. Equation
(44) thus provides a starting point to investigate the sensitiv-
ity of the results to changes in the r-point covariances for
r > 2, keeping the marginal distribution unchanged. How-
ever, two technical difficulties appear when doing so. First,
as shown in Appendix C, the cumulant expansion converges
only if the largest eigenvalue emaxðsÞ of the covariance oper-
ator is such that emaxðsÞ < 1=2. For a given value of s, emax

is obtained from the solution of a transcendental equation
(see Eqs. (67) and (68)), following standard theory of Fred-
holm integral equations. This point is clearly illustrated in
the limit s=kL - 1, where the series can be resummed

&b
X1

r¼1

ð&1Þrþ1

r

su

‘b

! "r

¼ &b ln 1þ su

‘b

! "
; (45)

provided s=ð‘bÞ < 1 (u¼ 1 here). The latter condition is
precisely that obtained by imposing emaxðsÞ < 1=2, since for a
given s and as kL ! þ1, Eq. (67) reduces to x1s ’ 1=ðx1kLÞ
(where x1 is the smallest root) so that emax ¼ s= ð2b‘Þ. Note
that the solution given by Eq. (45) is nevertheless valid for
all positive values of s, as can be seen from comparison to
Eq. (A5) of Ref. 22. The fact that the cumulant expansion
has a finite convergence radius is related to the choice of the
Gamma statistics (in other words, the cumulant expansion of
the Gamma distribution has a finite convergence radius)
and manifests itself in other works dealing with stochastic
modeling of plasma density fluctuations (see Eqs. (24) and
(25) of Ref. 26). A more difficult issue has to do with
the mathematical consistency of the modified stochastic
process (technically, its realizability32). In other words, it
is not clear that modifying r-point covariances lead to a
proper stochastic process. In the following, we will distin-
guish between two levels of realizability. The first one is to
ensure realizability for the optical depth s, in the sense that
its PDF takes only positive value (i.e., its characteristic

FIG. 4. (a) Average density and (b) particle source for beryllium atoms in
the fast recycling model, with E0 ¼ 1:7 eV. The curves are labelled the
same way as in Fig. 4. Time dependent effects are much weaker here than
for D2 molecules.

FIG. 3. (a) Average density and (b) average ionization source, for D2 mole-
cule in the slow recycling case, with R¼ 82%, kx ¼ ky ¼ 2 cm, sd ¼ 10ls
and vsx ¼ 0 (dashed-dotted), &1 (dotted), &10 km/s (long dashed-dotted),
E0 ¼ 0:03 eV. The adiabatic approximation for vs ¼ 0 yields the red dashed
curve. The difference between the latter and three former profiles gives the
magnitude of time dependent effects, which play an important role for these
conditions. The effect of structure propagation for realistic velocities is
rather weak here.
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function is positive definite). The second one is more
demanding and requires that the modified underlying multi-
variate statistics be realizable (that is, the multivariate
PDF takes only positive values). This question will not be
addressed here.

Now, we look for a modification of the cumulants such
that Eq. (44) can be resummed and that both the 1-point mar-
ginal of ne and its 2-point covariance are unchanged. This
can be achieved upon replacing the integral in the r.h.s. of
Eq. (21) by

ðs

0

ds1…

ðs

0

dsrðC12G23…Cr1Þ1=2

’
ðs

0

ds1…

ðs

0

dsrðCr1Þ1=2 ¼ hneirioveffiffiffi
b
p J ðsÞsr&2: (46)

Here, we have defined

J ðsÞ ¼
ðs

0

ds1

ðs

0

dsr

+
fðsr & s1Þ

,1=2

; (47)

where f is the correlation function introduced in Eq. (14).
For the exponential covariance defined by Eq. (15),

J ðsÞ ¼ 4k2
L

s

kL
þ 2ðe&s=2kL & 1Þ

! "
: (48)

The series in Eq. (44) is then given by

& s

‘
uþ b

J ðsÞ
s2

Xþ1

r¼2

ð&1Þr

r

su

‘b

! "r

¼ & s

‘
uþ J ðsÞ

‘s
u& b

J ðsÞ
s2

ln 1þ su

‘b

! "
: (49)

Again, this result only holds for s=ð‘bÞ , 1, for otherwise
the series on the l.h.s. is not convergent. This time, we will
assume that the resummed result is correct for larger values
of s, as it turned out to be the case for infinite correlation
lengths, see Eq. (45). The final result for the characteristic
function is

ZcðuÞ ¼ he&usi ¼ C0

v0
1þ su

‘b

! "&bJ ðsÞ=s2

exp & s& J ðsÞ=s

‘
u

$ %
:

(50)

The latter function is nothing but the Fourier transform of a
Gamma distribution with displacement h!iðs& J ðsÞ=sÞ,
shape parameter bJ ðsÞ=s2, and scale parameter h!is. In
other words, the PDF of the optical depth can be calculated
exactly in this case, and is found to be realizable (it takes
positive values only and is thus a proper PDF). For s- kL,
one has s ’ !s=v0 so that the PDF of the optical depth
becomes a Gamma distribution with zero displacement,
shape parameter b, and scale parameter h!i=b. This means
that the 1-point marginal of ! is indeed unchanged. One
could also start in reverse order, imposing the optical
depth PDF, from which Eq. (50) is obtained by Laplace
transform, and calculating the cumulants from the deriva-
tives of wðuÞ ¼ lnhe&usi. This circumvents the problem of

the divergence of the cumulant expansion for s=ð‘bÞ > 1.
The neutral distribution hf S

c i is given by hf S
c i ¼ C0=v0Zc

ðu ¼ 1Þ. The limits defined by Eqs. (A5) and (A4) of Ref. 22
are recovered from Eq. (50), upon noting that J ðsÞ ¼ s2 for
k!1 and J ðsÞ! 0 for k! 0. The modified cumulants
of order two to four are compared on Fig. 5 to their counter-
part for the MGD, given by Eqs. (22)–(24), for R¼ 82%
(i.e., b ¼ 1:5), and the covariance of Eq. (15) for a ¼ kL=‘
¼ 1. The differences are quite marked for large values of s.
Note that the second cumulants of the optical depth differ,
even though the covariance of the density field is unchanged.
Fig. 5(b) compares hf S

c i (black solid lines) to the exact result
obtained from Eq. (18) (dashed red curves), with four differ-
ent values of the ratio of the Lagrangian correlation length
kL to the neutral mean path a ¼ kL=‘ ¼ 0:1, 1, 10, and 100.
The two results are in good agreement on the range of s plot-
ted here. Except for a . 1, the discrepancies are of the order
of a few percents. The largest differences occur for interme-
diate values of a and large s. These results are encouraging,
since they suggest that as far as the average properties of the
transport of neutral particles are concerned, the PDF of the
density field at one point and the two point covariance func-
tion provides enough information to get reliable results.

B. Log-normal vs Gamma PDF

We now consider the case where the PDF is Log-normal
instead of Gamma. The Log-normal distribution has a natural
multivariate extension, which has been used recently in stud-
ies of radiation transport in stochastic media.52 The Gamma
and Log-normal marginal PDFs are compared on Fig. 6(a),
with the same average density hnei and the same relative
fluctuation level R¼ 82%, which corresponds to b ¼ 1:5.
The resulting neutral density profiles, in the adiabatic case
with k! þ1, and assuming slow recycling, are plotted on
Fig. 6(b). Fluctuations enhance the penetration of neutrals in
both cases, although the effects are slightly less pronounced
for the Log-normal (red dashed curve) than for the Gamma
distribution. This is consistent with the observation made on
Fig. 6(a) that the probability of having low density realiza-
tions (ne=hnei < 0:5) is much smaller for the Log-normal
than for the Gamma distribution. We conclude from this
comparison that the general conclusions we have drawn on

FIG. 5. (a) Comparison between the exact and modified cumulants of order
2 to 4 as function of s ¼ jr& rwj, for R ¼ 82%(b ¼ 1:5) and the exponential
covariance of Eq. (15) with a ¼ kL=‘ ¼ 1. (b) Comparison between the av-
erage neutral density with modified statistics hf S

c i (black solid lines) and the
exact result for the MGD (dashed red lines) as a function of s, for the same
parameters as in (a), but with a ¼ 0:1, 1, 10, and 100. The discrepancies are
small, given the important differences in the cumulants.
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the effects of fluctuations on the transport of neutral particles
are also valid for Log-normal statistics. Now, the interesting
question is whether a simple coarse-grained transport model
can be derived in the same way as we did for the MGD. Our
starting point was the characteristic function Z½u( of the
MGD, given by Eq. (12). Perhaps surprisingly, the character-
istic function of the Log-normal distribution does not have
an expression in terms of elementary functions. However, in
the univariate case, it can be shown to obey a functional
equation.53 From this result, it is straightforward to show
that in the slow recycling case we have

v0X "rhf SðrÞi ¼ &h!ihf Sðrþ R2jr& rwjXÞi; (51)

where R is the relative fluctuation level of the density. In
other words, after averaging over fluctuations, the neutral loss
rate at point r is proportional to the neutral density at a point
further away from the source, namely r0 ¼ rþ R2jr& rwjX.
For R¼ 82%, jr0 & rwj ’ 1:67jr& rwj. Therefore, in the
Log-normal case, the effect of fluctuations does not simply
amount to introduce a coarse-grained ionization rate (techni-
cally, Eq. (51) is a differential functional equation of the
advanced type, e.g., Ref. 54). These results show that even
though assuming Log-normal instead of Gamma statistics
does not strongly modify the average neutral density, the
choice of the Gamma distribution greatly facilitates calcula-
tions, since a simple coarse-grained transport model is avail-
able. For the multivariate Log-normal case, the only available
option at the present time is to rely on sampling methods,
that is, solving the Boltzmann equation for a large number of
realizations of the density field. This approach can either
rely on brute force, by Cholesky decomposition of the covari-
ance matrix,22,23 or on more sophisticated methods, e.g.,
Karhunen-Loève decomposition for the plasma density com-
bined to stochastic collocation for the density of neutrals (the
covariance of which is not known a priori).52

V. CONCLUSION

The effects of turbulent fluctuations on neutral particles
transport in the edge plasma of magnetic fusion devices have
been investigated. We have focused on the development of

coarse-grained transport models embedding fluctuations into
the kinetic transport equation itself. Our previous work on
this subject showed that the effects of fluctuations would be
much weaker on fuel atoms than on molecules, because the
mean free path ‘ of the former is significantly larger than the
size of the turbulent structures (measured by the correlation
length k). Indeed, in the adiabatic limit where fluctuations
are frozen in time, the effects of fluctuations increase with
the parameter a ¼ k=‘ (for a given relative fluctuation level
and wall response model). As a result, we have concentrated
our efforts on the scattering free case, which provides a good
description of the transport of impurity atoms and molecules
in not too high plasma density regimes (e.g., main chamber
recycling), when elastic proton-molecular collisions can be
safely neglected. In the scattering free case, multivariate
Gamma statistic for density fluctuations leads to a coarse-
grained transport model, where the average particle source
and the average density are related in a simple way. In fact,
in the one speed transport problem the effect of fluctuations
amounts to renormalize the ionization rate. This reformula-
tion of the problem allows one to relax the adiabatic assump-
tions on which our previous works relied. The time
correlations of the fluctuations, including the ballistic propa-
gation of coherent turbulent structures, are now taken into
account. Retaining these effects amounts to replace the tur-
bulence correlation length k by the Lagrangian turbulence
correlation length kL. If neutrals are propagating in the direc-
tion opposite to that of turbulent structures, as is the most
likely situation for molecules and impurities, kL < k and the
impact of fluctuations is reduced compared to the adiabatic
case. However, the effects of fluctuations on neutral particle
transport remain clearly substantial for realistic values of
SOL parameters, and are more pronounced in high density
ne > 5) 1018 m&3 and high temperature Te > 10 eV condi-
tions. The model has been implemented in the EIRENE
Monte Carlo code, and future work will concentrate on the
application of our model to ITER and DEMO cases.
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APPENDIX A: SUMMARY OF PARAMETER
DEFINITIONS AND THEIR RELATIONS

We summarize here relations between some parameters
frequently used in this work. The average density for the PDF
defined by Eq. (10) is hneðriÞi ¼ aib, and the variance is
r2

ne
ðriÞ ¼ hn2

ei& hnei2 ¼ a2
i b. The relative fluctuation level R

is thus given by

FIG. 6. (a) Comparison between the Gamma distribution (black solid line)
and the Log-normal distribution (red dashed line), for R ¼ 82%. The Log-
normal distribution has a heavier tail than the Gamma, and leads to smaller
probabilities for low density realizations (ne=hnei < 0:5). (b) Comparison
between the average neutral density in the case of Gamma statistics (black
solid line) and Log-normal statistics (red dashed line), in the adiabatic case
and with k!1. The effects are qualitatively the same but slightly less pro-
nounced in the Log-normal case.
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R ¼ rne

hneðriÞi
¼ 1ffiffiffi

b
p ¼

ffiffiffiffiffi
2

M

r
: (A1)

The neutral particle mean free path ‘ is defined by

‘ ¼ v0

h!i
¼ v0

hneiriove
; (A2)

where riove is the rate coefficient. The turbulence correlation
length along the direction X is given by

k ¼ 1

r2
ne

ðþ1

0

CðsX; 0Þds; (A3)

while the Lagrangian correlation length is

kL ¼
1

r2
ne

ðþ1

0

C sX;& s

v0

! "
ds: (A4)

In the adiabatic case, kL ’ k.

APPENDIX B: THE GRENANDER–SZEG €O FORMULA

The determinant Dk of the k ) k matrix A with entries
Aij ¼ dij & a&1qji&jj is given, according to Ref. 34, by

Dk ¼
qk

1& q2

1

sin h

+
sinððk þ 1ÞhÞ & 2q sinðkhÞ

þ q2sinððk & 1ÞhÞ
,
; (B1)

where h ¼ arccos
+
ð1þ q2 & ð1& q2Þ=aÞ=ð2qÞ

,
(note that h

might take complex values). In our case, q ¼ expð&s=ð2kLkÞÞ,
and a ¼ &bk=ðhneisuÞ. We are interested in the limit of Dk as
k tends to infinity. Some straightforward (but tedious) algebra
leads to

lim
k!þ1

Dk¼exp & s

2kL

! "
cosh

gs

2kL

! "
þ g2þ1

2g

! "
sinh

gs

2kL

! "$ %
;

(B2)

with g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4kLhneiu=b

p
, from which Eq. (18) immedi-

ately follows. The easiest way to obtain Eq. (36) for -S is
then to differentiate Eq. (18) taken for u ¼ uc ¼ riove=v0

with respect to s, and to proceed by identification. Equation
(39) for -F is obtained by differentiation of hf Fi ¼ -Shf Si.

APPENDIX C: CUMULANTS OF THE OPTICAL DEPTH

We derive here Eq. (21) for the rth order cumulant of
the optical depth s ¼

Ð s
0 !ds0, when density fluctuations fol-

low the multivariate Gamma distribution defined in Sec. II B.
By definition of the MGD,27 we have

s ¼
XM

i¼1

ðs

0

g2
i ds; (C1)

where the gi follow multivariate Gaussian statistics, with
hhgiðs1Þgjðs2Þii ¼ Gðs1; s2Þdij. Here, G is the Gaussian co-
variance function (from which the covariance matrix G in
Eq. (12) is determined). We next use the Karhunen-Loeve
representation55 for giðsÞ, namely

gðsÞ ¼
Xþ1

j¼1

ffiffiffiffi
ej
p

nj/jðsÞ; (C2)

where the nj are independent normal variables, and the ej and
/jðsÞ are, respectively, the eigenvalues and eigenvectors of
the covariance, defined through

ðs

0

ds2Gðs1; s2Þ/iðs2Þ ¼ ei/iðs1Þ; (C3)

with
Ð

ds/iðsÞ/jðsÞ ¼ dij. Note that the eigenvalues are func-
tions of s. Combining Eqs. (C1) and (C2), we obtain the fol-
lowing result for the cumulant generating function wðuÞ of
the optical depth

wðuÞ ¼ lnhe&usðsÞi ¼ &M

2

Xþ1

j¼1

ln
+

1þ 2ejðsÞu
,
: (C4)

Note that this result could have been obtained also by diago-
nalizing the covariance matrix ðs=kÞG in Eq. (12) (the pre-
factor s/k ensures that the trace of the covariance matrix is
s), and using wðuÞ ¼ lnZ½u1( with u1 ¼ ðu; u;…; uÞ

†

, finally
letting k! þ1. The cumulant of order r is then given by

hhsrii ¼ ð&1Þrd
rw

dur

***
u¼0
¼ 2r&1ðr & 1Þ!M

Xþ1

j¼1

er
j : (C5)

The last step is to express
Pþ1

j¼1 e
r

j
in terms of the correlation

function. This is done by iterating Eq. (C3) r times

ðs

0

ds1

ðs

0

ds2…

ðs

0

dsrGðs1; s2Þ…Gðsr&1; rnÞ/jðrnÞ

¼ er&1
j /jðs1Þ: (C6)

The final step makes use of Mercer’s theorem,34 that is

Gðsr; s1Þ ¼
Xþ1

j¼1

ej/jðsrÞ/jðs1Þ: (C7)

Equation (C6) is multiplied by ej/jðs1Þ and integrated over
s1, which yields

Xþ1

j¼1

er
j ¼

ðs

0

ds1

ðs

0

ds2…

ðs

0

dsrGðs1; s2Þ…Gðsr&1; srÞGðsr; s1Þ:

(C8)

Equation (21) follows from Eqs. (C8), (C5), and (28).
It should be noted that the cumulant expansion, which is

a Taylor series expansion around u¼ 0, has a finite conver-
gence radius for the statistics considered here. In fact,
expanding the logarithms around u¼ 0 in Eq. (C4) yields
Eq. (C5) for the cumulants, provided 2emaxðsÞu < 1, where
emax is the largest of the eigenvalues of the operator G. The
average we are interested in is obtained by setting u¼ 1 in
Eq. (C4) so that the convergence condition for the cumulant
expansion can be stated as emaxðsÞ < 1=2. For an exponential
covariance function, emax can be calculated from simple
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formulas. Following, e.g., Ref. 55, differentiating Eq. (C3)
twice with respect to s1 leads to the following differential
equation:

d2f

ds2
1

þ x2
nf ðs1Þ ¼ 0; (C9)

where xn is given by a transcendental equation

tanðxnsÞ ¼ 4kLxn

4ðkLxnÞ2 & 1
; (C10)

which takes into account the proper integration domain
(from 0 to s, as in Ref. 52). The eigenvalues are then given
by

en ¼
1

b‘
2kL

1þ 4ðkLxnÞ2
; (C11)

and the largest one corresponds to the smallest xn.

APPENDIX D: DERIVATION OF THE IONIZATION
COEFFICIENT IN THE FAST RECYCLING CASE

We start from the following relation for the derivative
of the characteristic function ZðuÞ of the MGD proved in
Ref. 22:

@Z

@uk
¼ &b

1& ðA&1Þkk

uk
ZðuÞ; (D1)

using @uk jAj ¼ jAjð1& ðA&1ÞkkÞ=uk. In order to differentiate
Eq. (1) with respect to u1, we note that ðA&1Þkk ¼ ckk=jAj,
where ckk is a cofactor. In the notations of Sec. III,
ckk ¼ jBj. As a result, it is straightforward to show that

@ðA&1Þkk

@u1
¼ ðA&1Þkk

ðA&1Þ11 & ðB&1Þ11

u1
: (D2)

Then finally,

@2Z

@u1@uk
¼& b

1&ðA&1Þkk

uk
þðA&1Þkk

ðA&1Þ11&ðB&1Þ11

uk

+
1&ðA&1Þ11

,

2

4

3

5 @Z

@u1
;

(D3)

from which Eq. (38) follows. Note that in the discrete limit,
all the uj are taken equal to "riove=v0, where " ¼ jr& rwj=k
is the discretization step.
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