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Abstract The equilibrium of complex systems often 

depends on a set of constraints. Thus, credible virtual 

reality modeling of these systems must respect these 

constraints, in particular for 3D interactions. In this 

paper we propose a generic framework for designing 

assistance to 3DI in constraints-based VE that asso-

ciates constraints, interaction tasks and assistance 

tools, such as Virtual Fixtures (VF). This framework is 

applied to design assistance tools for molecular bio-

logy analysis. Evaluation shows that VF designed 

using our framework improve effectiveness of the ma-

nipulation task. 

Keywords Virtual reality · 3D interaction · Frame-

work · Complex environments · Constraints · Assis-

tance model · Virtual fixtures 

1 Introduction 

Complex domains or systems such as scientific data ex-

ploration or robot tele-manipulation are ruled by a set 

of constraints, for example on the tasks to be performed 

(e.g. time, safety, etc.) or on the behaviour of dynamic 

elements (e.g. physical or chemical laws, etc.). These 

constraints are identified, studied and modeled by the 

experts of each domain. Virtual Reality (VR) simula-

tions of these systems have also to integrate these cons-

traints in order to be credible. This integration should 

be at every level of the application: 3D modeling, 3D 

user interaction (3DI), behaviour of the virtual environ-

ment (VE), etc. This work is part of a larger project,  
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which aims to provide an application for 3D interac-

tive modeling of chromosomes. After an automatic ge-

neration of chromosomal 3D models from physico-

chemical rules, the biologist can manually edit the 3D 

model to improve/correct it. However, the problem is 

that he/she may alter the physico-chemical reality of 

the 3D model. The question is then how to help the 

human user to maintain the initial constraints during 

the interaction phase. 

Therefore, the purpose of our work is to provide as-

sistance to 3DI in constraints-based VE, not only to 

improve user’s performance (e.g. precision or speed), 

but also to improve the credibility of his/her expe-

rience by ensuring the coherence between the buil-

ding rules of the VE and the interactions with it. This 

issue arises in a variety of application domains and it 

is suggested that this research addresses the more ge-

neral issue in domains other than biology. Therefore, 

we propose a new framework for designing assistance 

tools from the specification of the task to achieve and 

the constraints imposed by the application domain. 

The conceptualization we suggest provides a useful 

guideline. The contribution of this research is: 1) a 

new framework for designing assistance to 3D inte-

raction called CTT that associates constraints, interac-

tion tasks and assistance tools, such as Virtual 

Fixtures (VF), 2) a new formalism of VF (guides), and 

3) a case study which demonstrates the implementa-

tion of the framework and evaluates the benefits of re-

sulting VF with non-immersive and immersive de-

vices. 

The paper is organized as follows: section 2 presents 

the related work to 3DI assistance and constraints; 

section 3 describes our assistance model based on the 

relation between constraints, assistance tools and 3DI 

tasks; section 4 presents the application of Molecular 

Biology (MB) we chose to test our model; section 5 de- 
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tails the evaluations we have conducted and discusses

the results.

2 Related work

The interaction integrity of a virtual system is its abil-

ity to conform to actions that could be done in reality.

It could be equivalent to the behavioral realism. To en-

sure the interaction integrity in a VR system, assistance

is proposed to users. We can define assistance as a set

of tools that the system provides to users to help and

guide them while interacting with virtual worlds. It may

be in various levels from lowest to highest (Fig. 1). For

example, assistance may be a simple transmission of in-

formation (e.g. written or vocal message, visual trajec-

tory to specify a path to follow). Support can be made

by other users either through a direct exchange (e.g.

verbal instructions) or by active cooperation in the ap-

plication (e.g. sharing of remote entities). Higher level

assistance can be software, with predictive algorithms

(e.g. to anticipate the impact of a task on the system)

or multi-sensory indicators (i.e. audio, visual or hap-

tic): force feedback to help users assemble entities or to

simulate collisions between objects [13] [14] [19], etc. It

can also be physical, through tangible interfaces [17].

In some studies, constraints are implicitly incorpo-

rated into the 3DI technique. For the navigation task,

a 2D map can be used to characterize a shift from the

current location to next one while being aware of the

constraints that compose the virtual world [2]. A vir-

tual deformable ray (3D curve) can represent a path,

avoiding obstacles [39]. In the case of manipulation, the
movement of objects can be restricted by constraints

[38] so they are implicitly preserved. When the target

is remote or small, specific areas can act on the effec-

tor (by attraction/repulsion) to improve the accuracy

of conventional virtual hand technique [29].

In other works, constraints are explicitly repre-

sented and assistance tools are virtual fixtures (VF).

The VF improve the performance of a human operator

in tasks of remote manipulation with transmission de-

lay [35], using different sensory channels (audio, visual

and haptic). Also known as virtual mechanisms [7], VF

can enhance both the execution time, quality and pre-

cision of tele-operation tasks [22], [23]. They are used

to help in the design and the assembling of objects in

CAD [30], to support tele-manipulation in Augmented

Reality [28] or in assistance to collaborative 3D tele-

work [29]. Haptic VF can also guide the user along a

specified path, prevent access in restricted areas [1], or

limit surgeons’ movements in critical operations [34].

The use of haptic feedback was evaluated and shows

better performance than classic audiovisual interfaces

[27].

All these works do not explicitly refer to ”guides”

and ”constraints” at the same time. They are implicitly

integrated in those applications, for example by modi-

fying the interaction techniques or adding ad hoc ele-

ments in the VE. This lack of genericity leads to modify

the entire system whenever there is a new constraint.

Therefore, some researches focused on the generic

formalization of VF in order to ensure their reusability.

VF have been first formalized for graphic assistance,

limited to the visual modality [28]. They have recently

been formalized in the case of haptic, based on mechan-

ics [33]. It was applied to follow a trajectory in a vir-

tual training application for surgeons. These two mod-

els make guides configurable and scalable: standard VF

can be configured to adapt to new situations or tasks.

Though, they still disregard the constraints of the sys-

tem.

Some works are interested in the concept of

constraints-based environment. For example, in main-

tenance simulation, [24] proposed a manager to support

physical realism and interactive assembly and disassem-

bly tasks within VE. However, this approach is lim-

ited to the geometric constraints and so restricted to

the CAD-like applications. Otherwise, [36] used haptic

based communication approach to overcome constraints

related to collaborative virtual environment. Despite

that, it is still limited to a particular domain. Our paper

addresses guidelines for more general constraint man-

agement.

In conclusion, we observed that, on one hand, there

are generic 3D interaction techniques for acting in a

virtual world. On the other hand, there are assistance

tools to 3D interaction such as VFs (or even ad-hoc

feedbacks). What we propose is a new framework to de-

sign assistance tools adapted to the targeted VE. This

framework is based on the specification of the task to

achieve and the constraints imposed by the application

domain to offer a tailored assistance. It explicitly inte-

grates the constraints of the VE, to support the design

of generic and multimodal VF. This formalism is based

on three components: Constraints, assistance Tools and

interaction Tasks (CTT).

3 The CTT assistance framework

3.1 Assistance basis

Such assistance covers complex areas where virtual rep-

resentations must match reality. We are not looking

for visual realism but behavioral one, that’s why we

are interested in the impact it can have on 3DI tasks.
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The behavioral realism is determined by the constraints

identified by the designer and that are required for 3D

interaction to be sufficiently credible. Integration of as-

sistance in the interaction process with VR environ-

ments aims to reduce the user cognitive load [40] on

how to interact, due to physical constraints or software

techniques used. For the same reasons, assistance in-

cludes constraints of the application domain directly

into the interaction system, transparently for user. In

other words, assistance helps the users obey constraints

or at least reminds their existence.

In Figure 1, we classify different assistance types re-

gardless of the used tool. We do not consider the tech-

nical means used for assistance but only its objective.

Our goal is to understand the relationship between the

required assistance level and the VF type. Thus, the

VF specification will be done according to the needed

assistance. For constraints-based 3DI, we observed dif-

ferent assistance levels: to inform of the constraints ex-

istence, to inform that user’s actions are not complying

with constraints, to inform about the current state of

compliance or exceeding with constraints, and finally

to automatically prevent exceeding constraints.

Fig. 1 Different assistance levels in constraint-based VE.

To ensure 3DI according to domain constraints, we

propose the assistance model CTT (Constraint-Tool-

Task). This model has three components (see Fig. 2):

– Constraint: It represents the system constraints. Ac-

cording to our classification, it can be local and/or

global. The constraint limits the interaction task

(section 3.3).

– Task: It represents the possible actions in an appli-

cation. The four standard 3DI tasks are: navigation,

selection, manipulation and system control (section

3.2).

– Tool: It is the interface between the other two model

components. The assistance tool allows performing

a task according to all rules imposed by the appli-

cation domain (i.e. constraints). It can be tangible

(instruction manual), human (co-user) or software

(audio, visual and haptic VF) (section 3.4).

Figure 2 shows globally the relationship between the

three components of our model: we identify the various

considered constraints of the application domain and

formalize them. Then, from this formalism we can de-

duce the geometric primitives that will form the VF.

Then, we must attribute to VF the modalities we want

to use. Finally, given the constraints, we have to specify

for which 3D interaction tasks guides must be enabled.

Fig. 2 Classes defining the CTT framework.

3.2 Task

3DI is an essential aspect of VR, it allows the user to act

in the virtual world. Bowman defines three kinds of nat-

ural actions: navigation, selection and manipulation of

objects [2]. Finally, a fourth type of task, more specific

to computer science, is the system control. They are

carried out through interfaces, which may be sensory

or motor, supplemented by software tools and methods

called interaction techniques. These 3DI techniques can

be generic or specific for each task. Here are some well-

known examples:

– Navigation: Moving or changing the point of view

in a scene with the technique Gaze-directed steering

or pointing, Grabbing the air [25], or a Map-based

travel [5].

– Selection: Designation of one or more objects for

a given purpose by the technique of simple virtual

hand, ray-casting [20], sticky finger [31] or arm ex-

tension [32].

– Manipulation: Changing the properties of objects

by the technique of simple virtual hand, HOMER

[4] or Scaled-world grab [26].

– Control system: Changing the system state or inter-

action mode with graphical menus, voice commands

and gesture interaction.
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Table 1 Some issues in VR applications, related to the task, the virtual environment, the real environment or the users.

Task

Precision and/or Safety Spatial requirements for navigation in the scene, selection and manipulation of objects.
Otherwise failure or danger. Ex.: put an object on a target, cut a virtual organ, follow a
trajectory, etc.

Execution time Maximum total time imposed to complete a task. Otherwise failure or danger. Ex.: perform
a navigation towards a target, complete several maintenance tasks, etc.

Virtual Environment

Laws Often determined by the domain (physico-chemical, biological, mechanical, etc.). Result
in geometrical and behavioral constraints: positions, movements, collisions of autonomous
virtual objects, DOF of the virtual hand, etc. Corresponding VE is sometimes referred to
as “constraint-based environment” ([15]): scientific simulations, interactive assembly, etc.

Design needs Specific requirements about the aesthetics or the composition of the scene.
Massive data Complex scenes limit calculation capacities and make it difficult to perceive and understand

these information.

Real Environment

Interfaces Characteristics and physical limits (weight, shape, DOF, FOV, accessible physical space,
etc.).

Transmission time Related to tele-operation: the distance between the two sites creates a delay between
ordering and task activation.

Environmental conditions Light, sound conditions, etc. during the execution of the application.

Users

Physical and Cognitive re-
sources

Handicap may limit the sensori-motor capacities of the user. The amount of available
cognitive load also varies depending on his/her profile and the task performed.

Collaborative work Requires interaction management for coordination (rights, priorities, intervention order,
etc.) and specific clues (in particular for the awareness of presence).

3.3 Constraints

In VR, the concept of constraints can be viewed as the

opposite of affordance1 because it limits the potential

actions of an object. The word ”constraint” itself has

a negative connotation because it refers to something

that limits us, but constraints are necessary, both in

real and virtual situations [3]. This concept has been

applied in the field of real time graphical simulation, in-

teraction or haptic rendering: “constraints” are spatial

or semantic relationships between virtual objects that

have to be respected. These relationships constrain the

position, the kinematic or the behaviour of the objects.

Constraints can be resolved using either physical equa-

tion systems that are computationally intensive [18],

dedicated hardware [9] or software architectures (e.g.

Geometric Constraint Manager [24], Constraint Logic

Programming (CLP) [8]). Smelik et al introduced a

new use of the word with “semantic constraint”: a con-

trol mechanism imposed on the procedural generation

of virtual environments in order to satisfy explicit de-

signers intent over a specific area (e.g. a line of sight

between two positions). It is composed of “feature sub-

1 From the verb ”to afford”: the ability of an object to
suggest his own use [16]

constraints” mapped to low-level operations (e.g. the

height of trees) [37].

Indeed, constraints are not always geometric or even

virtual: table 1 shows a list of possible issues, situations

or requirements which can have a constraining influence

on VR interactions. Some are inherent in a domain, due

to the simulated environment or required specifically by

the task, others are imposed by the real environment

or the devices. We can then distinguish “positive con-

straints”, that users should respect to conduct a mean-

ingful activity, and for which they need assistance from

the system; and “negative constraints”, that designers

and users have to deal with.

Our proposed framework, which maps specified con-

straints with formalized virtual fixtures, can apply to

these types of constraints.

3.3.1 Proposed classification

Constraints imposed by the environment or the task

affect both virtual entities (e.g. spatial form, position,

etc.) and their behaviour (e.g. possible movement, col-

lisions, etc.). However, we also identified constraints af-

fecting the whole system.

Contrarily to the classification proposed by [3] that

identifies the constraints according to each 3DI task in-

dependently from the rest of the system, we are inter-
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ested in the behaviour of one or more objects in their en-

vironment. For instance, object properties change while

it is manipulated (e.g. position, orientation, etc.) and

this can influence surrounding objects. Therefore, we

study the impact of constraints not only on each task

but also on the whole 3DI system. In parallel, we also

take into account the consequences of constraints on an

object and on all the virtual entities.

We propose the following classification to identify

the different constraints types:

Global: This is the main type of constraint. It con-

cerns the final result or outcome of the application.

A global constraint is related to:

– the virtual objects set, such as an overall bound-

ing volume or their relative positions.

– the whole 3DI system, such as accuracy or speed

expected for the task.

Local: This type represents a sub-constraint of

global type that is associated to a task (or an appli-

cation function). A local constraint may concern:

– a 3D object (entity of the VE), for example by

imposing a geometric shape.

– 3DI task, such as a confined manipulation space,

or a limited distance for navigation.

Figure 3 represents a VR system with its specific con-

straints and assistance toolbox. The VE main modules

are the set of virtual objects and 3DI system. The local

type of constraint refers to elements of each of the pre-

vious subsystems. This type concerns 3D objects and

3DI tasks. Thus, if we consider that a constraint is a pa-

rameter of our system, so there may be sub-constraints

in our application. The constraints categorization con-

tributes to the specification of the corresponding VF.
Indeed, this parameter indicates when the VF would be

enabled. For example, if a VF is associated to a local

constraint such as precision in selection, it will be ac-

tivated only for the selection task. On the other hand,

if the VF is related to a global constraint, it should be

active all the time.

3.3.2 Constraint specification

The constraint specification is based on observation we

have done of different constraints in various application

domains (examples in table 1). A complex environment

is often organized according to several correlated con-

straints. Therefore, we need to isolate each constraint

separately and then determine the process that con-

nects all of them. Thus, as in the rule-based systems,

constraints can be considered as unit rules whose re-

lationship is managed by logical operators (AND, OR,

XOR, etc.). The first stage of the design is precisely to

decompose the constraints into logical rules.

Fig. 3 Example of contraints distribution (represented by
padlocks) in a VR system.

Table 2 Some examples of constraints specification.

Constraint Specification

Constraints between
objects:
O1 and O2 must not
collide

C1 and C2 are respective cen-
tres of O1 and O2, d the dis-
tance between them, thus:
∀ O1 and O2 position, d <
dmax

Destination/ path:
O should follow a cir-
cular path

∀ O position, its coordinates
must follow the equation that
describes the trajectory im-
posed +- ε

Temperature:
The VE temperature
T should not exceed
Tmax

∀ T at any time, T < Tmax

Thus, a constraint can be represented by a quantifi-

able parameter Ci that will be compared with one or

more thresholds. Depending on the value of this param-

eter, an associated VF is activated. Table 2 provides

some simplified examples of constraints specification.

The goal of this specification is to implement each con-

straint by translating the rule in simple calculations,

tests and parameters extraction, in order to execute

the rendering functions of their associated VF.
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3.4 Tools

The tool component of our assistance model results

from the specification of the task to achieve and the

imposed constraint. The assistance tool is at the heart

of the assistance model. We choose to use virtual fix-

tures as assistance tools.

3.4.1 Virtual Fixtures formalism

Our specification is based on a formalism proposed by

[28]. The Otmane’s formalism is built on a data struc-

ture composed of fields defining the properties of a VF

(Fig. 4):

– VF ID: Allows the identification of a VF

– VF Type: Defines the VF type (simple, composed,

passive, active). If the guide is ”composed” then it

contains links to other VF (e.g. using a chained list).

In the case of ”active” guide, it informs us if it is

”repulsive” or ”attractive”. This field is highly de-

pendent on the desired assistance level (Fig. 1): if

assistance is low, the VF will be passive, but if it is

high, the guide will be active.

– Referential: Contains information about position

and orientation (3D coordinates) of the guide in the

VE.

– Attachment: Specifies whether the guide is ”static”

(fixed in one place or attached to a particular ob-

ject) or ”dynamic” (appears after an event, for ex-

ample, when the avatar enters the precise manipu-

lation area of a virtual object). In the first case, it

contains the name of the virtual object or the point

at which it is attached (otherwise NULL).

– Influence Area: Contains the analytical equation

(static or parameterized) defining (partially or com-

pletely) the guide shape.

As described above, this formalism is limited to

the specification of geometric VF with only a visual

rendering. We expanded it to adapt the assistance in

constraints-based 3DI and to encompass a broader cat-

egory of VF that may have a multimodal rendering

(audio and haptic). Moreover, we group the geometric

primitive and the guides function for a clearer specifi-

cation. In particular, it is essential that VF include a

reference to the constraint that it represents and to the

task for which it is activated. The data structure that

represents our VF formalism (Fig. 4) must take into

account three new components:

– Constraint: Contains settings related to domain

constraints, such as a geometric equation defining a

manipulation space. Assuming that each constraint

can be modeled by a relational equation (Con-

straint Equation), the guide should inform this re-

lationship, but also its parameters.

– 3DI Task: This field identifies to which 3DI task this

guide is related. This can affect the activation func-

tion of a guide (e.g. VF for selection only).

– Modality: In order to be perceived by the user, the

VF must provide a visual, auditory or haptic ren-

dering. Thus, used tool must include information on

the type of sensory modalities that are operated.

Fig. 4 VF data structure for assistance in constraints-based
3DI.

For example, the temperature of the VE is a global

constraint that can be represented by a planar VF or-

thogonal to the view of the virtual camera. Depending

on temperatures threshold(s), the guide may change

color or opacity. For instance, higher is the tempera-

ture, redder is the scene. If another constraint is to not

entering a perimeter where the temperature is above

Tmax, the guide can use haptic feedback to be repul-

sive. Here is an example of a VF specification:

– VF ID: temperature guide;

– VF Type: simple, active;

– Referential: root of the VE;

– Attachment: static;

– Influence Area: a plan;

– Constraint: ∀ T , T < Tmax (see table 2);

– 3DI Task: manipulation; Modality: visual, haptic.

3.4.2 VF operating cycle

The operating cycle of a VF is given in Fig. 5. In gen-

eral, the activation of a VF is an event triggered by a
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Fig. 5 VF operating cycle.

membership test of a point to a VF (e.g. position of

the effector). This is a ”Pre-condition” (or activation

condition). In this case, the guide properties are recov-

ered from the data structure relative to this guide to

define this pre-condition. It is also possible to activate

a guide by another event such as collision detection or

approach distance.

When the guide is enabled, we have to determine ac-

tions or operations to be performed: the ”function” of

the guide. Generally this function comes from a combi-

nation of actions realized by user and renderings defin-

ing the type of the guide. The function can also be

limited to the execution of an operation defined by the

guide (e.g. allows the automatic execution of a task).

The guide function has no effect on the virtual world

and the operator, when the application has reached a

desired end state, or the end of the automatic execution

of a task. This disables the guide and defines the ”Post-

condition”.

3.5 Model design

Now we are interested in the concrete implementation

of the assistance model without considering the rest of

the system (because the application architecture may

differ).

We start from the simplified class diagram of figure 2

and we focus on the Tool component of the CTT model.

Figure 6 illustrates the new class diagram involving ma-

jor classes that define the various properties previously

defined. We propose an architecture for the CTT model

based on different structures and different levels of ab-

stractions to reflect the characteristics of some VF. The

distribution of characteristics on several classes allows

to distinguish on one side the general appearance and

on the other side components and specific functions of

each VF.

Besides the global attributes (V F id, V F Type,

referential, etc.), a VF is composed of primitive and

sensory modalities. The Primitive class represents the

geometry of the guide (i.e. its influence area). It is

possible that different guides have the same primitive,

which justifies the composition relationship between

V irtualF ixture and Primitive class.

Modalities employed by the VF are represented by

the Modality class whose subclasses are three possi-

ble sensory channels (visual, auditory and haptic). This

class represents the perceptible aspect of a guide, its

concrete rendering. The aggregation relationship be-

tween V irtualF ixture and Modality indicates that a

guide can be expressed in one or several modalities and

a modality can be used by zero or many guides. Then,

the Constraint class is related to the V irtualF ixture

class since a guide implements a constraint and a con-

straint may be associated to several guides. On the

other hand, a VF is active during one or more tasks.

In contrast, during a task, there could be zero or sev-

eral guides. VR application may be subject to vari-

ous constraints related to its associated real environ-

ment. Thus, to define the appropriate VF, the first

step is to model each constraint by an equation defining

Constraint class. Then the choice of parameters deter-

mines the state of constraint and its influence degree on

the system. In addition, VF must incorporate the type

of tasks (Task) during which they will be active, and

the type of modalities (Modality) they will operate.

4 Case of study: in virtuo project

4.1 Context

One of the aims of Molecular Biology (MB) is the study

of molecules’ 3D structure. In silico experiments (i.e.

computing simulations) for 3D modeling usually use

automatic approaches. However, these approaches have

limits: time-comsuming computation, non-modifiable

generated model, false-positive results, etc. The inter-

active contribution of expert knowledge, during the au-

tomatic modeling process, could overcome some limits

of the usual computational methods. It involves placing

the biologist in the centre of virtual experiments, rather

than an observer of automatic simulation results. This

is what we call hybrid approach [11], that combines the

advantages of in silico experiments, Human-Computer

Interaction (HCI) and VR: natural interaction, immer-

sion in the VE, multimodality, etc. The result of this

approach is the creation of in virtuo experiments which

have three components: the 3D modeling, the visualiza-

tion and the 3DI.

We think CTT can be part of the solution to reach

this hybrid approach. Indeed, it formalizes the close

links between the 3DI tasks, the constraints which are
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Fig. 6 Set of classes containing attributes and methods that carry the VF functionality.

the parameters of the modeling algorithms, and the as-

sistance tools which ensure these constraints stay con-

sistent during the 3DI.

We applied this concept of in virtuo Human-

Molecule Interaction to chromosome 3D modeling. The

architectural (i.e. physico-chemical data) and func-

tional (i.e. biological models) constraints dictate the

chromosome spatial organization. Structures of chromo-

somes built with this hybrid system respect these con-

straints. They could be considered more credible, on one

hand compared to the results of pure algorithmic meth-

ods, and on the other hand compared to knowledge-
based manual building.

4.2 Application of the assistance framework

Our CTT assistance framework has been applied to the

in virtuo project, giving the following elements.

4.2.1 Constraints

Architectural constraints of the 3D model (Fig. 7) based

on physico-chemical data:

– An angular constraint, due to the curvature energy

of the molecule,

– A volumic constraint, due to limited volume in

which the molecule evolves (chromosome territo-

ries),

– A self-avoidance constraint, resulting from the di-

ameter and the persistence length of the molecule.

(a) (b)

(c) (d)

Fig. 7 Constraints in the analysis of a chromosome.

4.2.2 Tasks

The application integrity must be preserved during the

different 3DI tasks: navigation, selection, manipulation

and system control. However, the assistance deals par-

ticularly with the manipulation task. We propose a low

assistance to selection, but a mean assistance to manip-

ulation since it is during this task that the 3D model

may lose its physico-chemical integrity. Navigation is

not the most commonly used task in this application,
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although it is possible for a visual exploration. More-

over, neither navigation nor system control are subject

to constraints, in this case.

4.2.3 Tools

Assistance multimodal tools vary from passive infor-

mative virtual fixtures (VF) to restrive ones. Each VF

provides assistance to a 3DI task using one or more

sensory modalities.

Selection The designated cylinder is colored and its ID

is displayed on the screen. After the validation of the se-

lection, another color is attributed to the selected cylin-

der and the manipulation VF angle guide is shown.

Manipulation In addition to textual information, each

constraint is associated to a VF in accordance with our

CTT model (their structure is detailed in table 3):

– Angular constraint: When editing the 3D model, it

imposes a limit angle at each joint (between two

successive cylinders). We use the angle guide VF

which properties are in table 3. If the angle ap-

plied during manipulation is accepted, the guide

does not change. However if there is an angle ex-

ceeding, the guide turns red, a beep is activated

and a visual decoupling is applied. The visual de-

coupling is a modality used to dissociate the user’s

action from the visual rendering. That is to say that

when the user reaches the limit before exceeding

a constraint, he/she remains free to move but the

3D model remains unchanged. The modification is

blocked. In the following, we will use the term “an-
gular constraint-blocked movement”.

– Volumic Constraint: During manipulation, the

volume guide tests if the volume of the chromo-

some 3D model (or the diameter of its bounding

box) is inferior to its own volume (or diameter). If

the volume constraint is verified, the guide remains

unchanged. However, once there is a volume exceed-

ing, the guide takes a red color in addition to dis-

playing a text message informing of the excess. A

visual decorrelation and an auditory beep are also

activated. In the following, we will use the term “vo-

lumic constraint-blocked movement”.

– Self-avoidance constraint: The cylinders must be im-

penetrable. To check this constraint we have used

the avoidance guide guide. This guide uses the vi-

sual modality. Although it is unseen by users, it

ensures a decoupling display when the user causes

a collision between any two cylinders. The trans-

formation caused by the user is not applied to the

model if it does not respect this constraint.

5 Experiments and evaluations

Through this experimental study, we have not fully

evaluated our CTT framework but tried to evaluate

the provided assistance. The main question is whether

the assistance tools designed using our CTT frame-

work provide benefits to users when interacting with

constraints-based virtual environments. The experi-

ments allowed us to:

– Compare performance of manipulation of a

constraints-based molecular model with and with-

out assistance, i.e. with and without VF;

– Compare the contribution of assistance in two dif-

ferent interactive platforms;

– Observe users’ reaction and have a first global ap-

preciation of the multimodal assistance tools we de-

signed.

5.1 Experimental process

We conducted these evaluations in two types of plat-

forms, distinct in terms of level of visual immersion2

and interaction devices. In what follows, to simplify, we

use the terms “non-immersive” and “semi-immersive”

to refer to these experiments.

5.1.1 Non-immersive evaluations

Hardware devices are those of a personal desktop com-

puter: a 20-inch screen for viewing, interaction with a

mouse (2D pointing) for the selection and with a key-

board for manipulation (directional arrows to change

the orientation of the selected cylinder). 11 volonteers

participated: 8 men, 3 women. Their expertise level in

HCI was self-evaluated: 5 experts, 2 intermediates and

4 novices. The evaluation included 6 tests per partici-

pant, alternately 3 with and 3 without assistance, i.e. a

total of 66 tests.

5.1.2 Semi-immersive evaluations

Stereoscopic visualization is provided by a wide screen

and stereoscopic glasses, 3DI is provided by VR de-

vices and techniques: a hand-held flystick, ray casting

for selection and simple virtual hand for manipulation

2 Visual immersion can be defined as the objective level of
fidelity provided by the system [6]. It depends on several fac-
tors: field of view (FOV), field of regard (FOR), display size,
display resolution, stereoscopy, head-tracking, etc. Kalawsky
have also adopted a techno-centered classification of immer-
sion depending on the type of visual display and field-of-view:
Non-Immersive, Semi-Immersive or Fully-Immersive Virtual
Environments [21].
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Table 3 Formalism of three VF designed in the in virtuo project.

Properties Virtual fixtures

VF ID angle guide volume guide avoidance guide

VF Type simple, active (repulsive to
inside of the guide)

simple, active (repulsive to inside of
the guide)

simple, active (re-
pulsive)

Referential selected cylinder geometric centre of the chromosome
3D model

cylinder

Attachment dynamic static static
Influence Area
(primitive)

cone of equation:
x2 + y2 = z2.(tanα)2

sphere of equation:
(x−x0)2 + (y− y0)2 + (z− z0)2 = r2

cylinder of equa-
tion:
x2 + y2 = r2

Constraint angular:
if θ1 and θ2 are modified an-
gles of a cylinder
then θ1 ∈ [−α, α]
and θ2 ∈ [−α, α]

volume:
if dmodel is the current diameter of
the chromosome bounding volume
et dvolume is the guide diameter
then dmodel < dvolume

impenetrable
cylinders

3DI Task manipulation manipulation manipulation
Modality visual, auditory visual, auditory visual

Geometric represen-
tation

(Fig. 8). 12 volonteers participated: 8 men, 4 women

(4 experts, 4 intermediates and 4 novices in HCI). The

evaluation included 10 tests per participant, alternately

5 with and 5 without assistance, i.e. a total of 120 tests.

Fig. 8 Our semi-immersive plateform: (1) Flystick (2) Stereo-
scopic glasses (3) Infrared Cameras (4) Video projector.

5.2 Evaluation scenario

The VE is composed of a simulated 3D model of chro-

mosome and its bounding volume. The 3D model is

specially built for evaluation purposes. It represents a

scale-down model (i.e. chromosome segment) generated

by our geometric calculations engine [12], that can pro-

vide a substantial database of 3D models (even whole

chromosome models).

The model consists of a chain of articulated yellow

cylinders, connected to each other by joining spheres

(Fig. 9). A blue sphere represents the bounding volume

of chromosome territory. The 3D model is hierarchical

Fig. 9 Experimental VE consisting of bounding volume (in
blue) and chromosome model (in yellow).

which means that the manipulation of a cylinder i will

move the following cylinders (i+1 to n). Previous cylin-

ders remain static.

We model the physico-chemical constraints of our ap-

plication by the previously described VF (angle guide

and volume guide).
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The experiment consists of modifying the chromo-

some model to bring it to a desired conformation, as

the expert would do in an hybrid approach. For this

purpose, the participant must reproduce a form, start-

ing from an initial conformation. To accomplish this,

the participant can select and manipulate all cylinders.

The task is divided in three steps where a specific cylin-

der must be placed in a specific area, generally by ma-

nipulating another cylinder in the chain. A cube repre-

sents an area and the target cylinder-area is indicated

by a green color. The initial conditions are the same for

each test: 3D model and position of areas. Validation of

an area depends on a threshold distance between area

and the target cylinder. The areas are dynamically dis-

played. Once an area is validated, it will disappear and

give way to the next area. Thus, a test is to repeat three

times the following steps:

1. select a cylinder and manipulate it (that is to say,

change its orientation taking for reference the previ-

ous cylinder). These tasks can be repeated as many

times as desired.

2. put the corresponding target cylinder in the current

area to validate it.

This scenario can be compared to the game Foldit [10]

that aims to create 3D proteins structures from a given

puzzle with rules of molecular chemistry for only lim-

its. To test the contribution of our CTT framework, we

assigned two types of tests: 1) with assistance, i.e. with

the possible activation of all VF designed section 4.2.3,

2) without assistance, i.e. without displaying the con-

straints and without VF. Apart from that, the experi-

ment is identical for each of these two types of tests.

Before starting the experiment and during a phase

of familiarization, we explain to the participant what is

required. Then he/she alternates a test with assistance

and a test without assistance. The total duration of an

experiment for a participant is ten minutes on average.

At the end of the experiment, the participants fill out

a questionnaire on qualitative feedback from the expe-

rience.

Our prediction concerning assistance is that the VF

will offer lesser constraints exceeding movements espe-

cially in the semi-immersive experiments.

5.3 Result analysis

We measure at the end of each test, the following pa-

rameters:

– Total duration of a test (T )

– Number of angular constraints exceeding move-

ments on the X axis (Nb dX)

– Number of angular constraints exceeding move-

ments on the Y axis (Nb dY )

– Number of volumic constraints exceeding move-

ments (Nb dV )

– Number of validated areas (Nb Z)

– Failure : the task (i.e. three successive validations)

has not been completed in a given timeout, deter-

mined by averaging over a set of preliminary tests.

Analysis factors that we adopted are:

– F1: participant expertise, derived from the question-

naire (novice, intermediate or expert)

– F2: test category (with or without assistance)

– F3: test number

We use the Analysis of Variance (ANOVA) to deter-

mine the influence of these factors on the average of

these variables. Analyses were performed using the free

software TANAGRA3.

5.3.1 Non-immersive evaluation results

Assistance influence A first indication is given by the

low number of failure for tests with assistance compared

to tests without assistance: 3 versus 10 (Fig. 10(a)).

This difference is significant (F = 6, 168675, p < 0.01).

Then, the average number of users’ manipulations

exceeding the constraints (Nb D = Nb dX + Nb dY +

Nb dV ) is 43.06 for test without assistance, while it is

15.42 for test with (Fig. 10(b)). This difference is highly

significant (F = 12.61, p = 0.0007 << 0.01). By study-

ing in detail this variation, it seems more evident for vo-

lumic constraints exceeding movements (F = 8.52, p =

0.004 << 0.01) than for angular constraints exceeding

movements on the X axis (F = 4.21, p = 0.04 > 0.01)

or on the Y axis (F = 2.36, p = 0.12 > 0.01).

The average time T is decreased with assistance :

37.06s versus 53.42s (Fig. 10(c)). The standard devia-

tion is lower: 26.55s with assistance against 31.43s with-

out assistance. This difference is marginally significant

(F = 5.21, p = 0.02), although the execution speed of

the task is not a priority.

These first results show that:

1. The presence of VF allows the participants to com-

plete the tasks at 91% of trials.

2. Designed VF seem to ensure their function, namely

to inform about the presence of a constraint and

enforce it. The participants have a quick perception

of the model state (exceeding or not a constraint)

and so identify very quickly what manipulation led

to a probable exceed. Thus, participants have less

hesitation to perform the task and do not persist

3 http://eric.univ-lyon2.fr/ ricco/tanagra/fr/tanagra.html
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(a) Total number of failures.

(b) Average number of con-
straints exceeding movements
per test.

(c) Average completion time
per test.

Fig. 10 Non-immersive evaluation results (n = 11, total tests
= 66).

in repeating the same manipulation. That reduces

Nb D.

3. Volume guide is the most used, and this could be ex-

plained by the difficulty to perceive the three dimen-

sional model through a monoscopic display. Users

are able to manage the angular constraint because

it is local to the manipulated cylinder, whereas the

volume constraint is related to the whole model and

is potentially exceeded by a distant cylinder.

Expertise influence Furthermore we observe that the

expertise level (novice, intermediate, expert) of partic-

ipants influence the average time T (F = 9.37, p =

0.0002 << 0.01) with a standard deviation almost

equivalent to the three levels. Consequently, participant

expertise influences the number of failures. But we note

that the expertise determines the number of validated

areas in a test Nb Z (F = 4.53, p < 0.01). This means

that even if in failure, an expert can validate, on aver-

age, 2.8 areas while a novice validates 2.2.

However, the expertise influence on the total number

of constraints exceeding movements Nb D is not highly

significant (F = 1.96, p = 0.14), even if the average is

13.5 for an expert, 16.4 for an intermediary and 26.9

for a novice. This confirms that obeying to constraints

does not depend on any particular knowledge in inter-

action with 3D objects but on expertise in the model

design. We find the same results for all participants.

Figure 11 illustrates the decrease in the average num-

ber of constraints exceeding movements with assistance,

while Nb D remains relatively high and irregular with-

out assistance.

Fig. 11 Non-immersive evaluation results (n = 11, total tests
= 66). Evolution of the average number of constraints exceed-
ing movements for all participants per test.

5.3.2 Semi-immersive evaluation results

Assistance influence We keep the same analysis order

as for the first evaluation. First, the failure number is

greatly influenced by the assistance: 6 with vs. 17 with-

out (F = 6.76, p = 0.01 <= 0.01) (Fig. 12(a)). This

observation is coherent with the previous one; it con-

firms that even in semi-immersive environment, the as-

sistance reduces the failures number.

Assistance also highly influences the average of con-

straint exceeding movements Nb D: 32.61 with assis-

tance vs. 76.9 without(F = 24.34, p = 0.000003 <<

0.01) (Fig. 12(b)). Unlike the first evaluation, this dif-

ference is highly significant for volume constraint (F =

12.71, p = 0.0005 << 0.01) but also for angular con-

straints (on the X axis (F = 12.94, p = 0.0004 << 0.01)

and Y axis (F = 11.65, p = 0.0008 << 0.01)). We as-

sume that the semi-immersive devices improve visual
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perception of the participants, allowing them to recog-

nize both the local and global constraints. This confirms

that the global constraint (i.e. volume) was improperly

perceived by participants with non-immersive system.

The test category influences the average time T : 34.96s

vs. 50.38s (F = 10.4, p = 0.001 < 0.01) (Fig. 12(b)).

(a) Total number of failures.

(b) Average number of con-
straints exceeding movements
per test.

(c) Average completion time
per test.

Fig. 12 Semi-immersive evaluation results (n = 12, total tests
= 120).

Expertise influence Concerning the relation between

participant results and expertise level (novice, interme-

diate and expert), the conclusions are:

– The expertise level of individuals influences T (F =

7.34, p = 0.0009 << 0.01), with a standard devia-

tion almost equivalent to the three expertise levels.

Indeed, mastering 3DI techniques and devices sim-

plifies the accomplishment of the task and conse-

quently, reduces the execution time.

– The influence of expertise on the average number of

failures is not significant (F = 2.68, p = 0.07), as

well as the number of validated areas in each test

Nb z (F = 1.92, p = 0.15). This probably results

from the naturalness of 6-DOF manipulation device,

which allows novices to succeed in a test (even if it

takes much more time), contrary to keyboard inter-

action.

– As well as non-immersive evaluation, the exper-

tise influence on Nb D is not very significant (F =

2.92, p = 0.05). Nb D for experts is 38.22, 63 for in-

termediates and 63.05 for novices, with a standard

deviation equal for all (roughly equal to 52). Semi-

immersive experiments confirm that the constraints

do not depend on any particular knowledge in 3DI.

The use of our assistance model improves the execu-

tion time and decreases the number of failures regard-

less of the expertise level of participant. Figure 13(a)

illustrates on one hand, a decrease in Nb D with as-

sistance, while it remains relatively high without assis-

tance. On the other hand, we observe a decrease of the

total time T (Fig. 13(b)). For these two parameters,

Nb D and T , a small learning curve emerges during

tests with assistance. Thus, we can see that learning the

approach of constraints-based 3DI and the assistance

model improves the results of a participant, from one

test to another. However, it is important to note that

the regular alternation between tests with and with-

out assistance may have influenced learning. Moreover,

since the initial conditions of each experiment are the

same (except point of view), participants might have

learned progressively manipulation to do to validate the

experience. This could also explain the slight irregular

decrease of Nb D and T for test without assistance.

5.3.3 Comparison between non-immersive and

semi-immersive assistance

To compare results of non-immersive with desktop in-

teractions (noted NI) and semi-immersive with VR in-

teractions (SI) evaluations, we followed the same eval-

uation scenario and the same initial conditions for each

test. Ten participants participated to both experiments.
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(a) Evolution of the average time.

(b) Evolution of the average exceeding number per test.

Fig. 13 Semi-immersive evaluation results (n = 12, total tests
= 120).

Tests with assistance Nb D is identical for both envi-

ronments. So we can note that the CTT model is as

effective for non-immersive environments as for semi-

immersive environments. This confirms the genericity of

the model and its independence from the used devices.

T is 39.72s in semi-immersive environment (standard

deviation 22.91) and slightly lower in non-immersive

one, 37.69s (standard deviation 27.43). Our analysis is

that the selection is a little more difficult and time-

consuming with the VR interaction (Flystick device and

virtual ray technique) than with the mouse (2D picking)

because of the increased DOF and the lack of physical

support for the hand. It also adds an extra time for the

navigation task.

Nb D is 16.96 for NI and 37.33 for SI. The number of

constraints exceeding movements has almost doubled.

Here again we think this is due to the increased DOF

with the VR device and technique for the manipulation

task. Indeed, the user acts on three rotation axes while

the keyboard allows a single rotation axis (up-down ar-

rows correspond to an axis and left-right to another).

We can make two statements:

1. VF are used and assist the participants in the two

evaluations.

2. The difference is great between assistance to the

NI and SI manipulation. NI interaction is already

limited by the device and the manipulation tech-

nique, while the latter offers more freedom to the

user, which involves a greater risk of error.

Table 4 Gains of adding assistance VF for each parameter
according to the experimental platform.

Parameters Non-
immersive

Semi-
immersive

Failures number 72.22% 61.54%
Average number of con-
straints exceeding move-
ments

63.89% 55.53%

Average time for a test 32.48% 23.72%

Responses to the questionnaire of the second evalua-

tion are coherent with what we previously suspected. To

the question ”do you think the assisted SI interaction

mode is better than in NI?”, 70% of the participants an-

swered ”yes” and 30% responded ”probably yes”. This

seems natural because the participants judged VR in-

teraction more intuitive and less constricting, so they

try new changes, which leads to greater number of con-

straints exceeding attempts. Therefore, users are more

reassured by the given assistance. This result justifies

the need of our assistance model for the constraints-

based interaction, especially for VR interactions.

Comparison Now we want to clearly quantify the per-

formance gain of moving from non-immersive to semi-

immersive 3DI of our CTT model. We focus on assisted

and non-assisted tests of each experiment and we cal-

culate the performance gain for each analysed parame-

ter (number of failures, number of constraints exceed-

ing movements and execution time of a test). Table 4

presents gains on all parameters and for each evalu-

ation. With these global parameters, it is difficult to

determine a possible comparison between the contribu-

tion of the assistance model in NI and SI because several

additional factors come into play, as the complexity of

the 3D selection, adding the navigation task or the sys-

tem control via the flystick for the second evaluation.

However, we can observe that:

1. For both experiments, the assistance model reduces

more than 50% the average number of failures and

the average number of constraints exceeding move-

ments.

2. The gain on the average time for performing a test

is also comparable to the experience with NI and SI.

3. Although the assistance model seems to provide a

performance gain greater for NI, it is nonetheless for

SI. Despite the additional navigation and selection

time, the gain is almost equal for both platforms.

6 Conclusion

We have developed a new framework Constraint-Tool-

Task (CTT) to assist 3DI in constraints-based VE, thus
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to guarantee the integrity of users’ experiences. The as-

sistance tools we have formalized are Virtual Fixtures.

They are generic and multimodal. Their structure al-

lows a reference to a specific global or local constraint,

a 3DI task, and a rendering on visual, audio and hap-

tic modalities. We have implemented our CTT frame-

work in the case of the in virtuo Human-Molecule in-

teraction. The aim of this application is to propose a

new way to analyse a chromosome by manipulating its

3D model. It requires the integration of three specific

physico-chemical constraints in the interaction system.

Each constraint was associated to a VF in accordance

with our formalism. Then we compared our assistance

model to conventional (non-assisted) 3DI, both in non-

immersive and semi-immersive environments. The two

evaluations of our approach (objective, based on the pa-

rameters of time, number of failures and the number of

constraints exceeding movements; subjective, based on

questionnaires) are coherent and show the gain brought

by the assistance we have designed. VF gives better

information on constraints, and make the participant

more effective. Moreover, their unified structure allows

clear, logical and adaptable implementation.

Future works are the formalisation of haptic feed-

back. Indeed, it may be interesting to naturally ”feel”

the limits imposed by the constraints, e.g. a deforma-

tion, a collision or an unreachable zone. First studies

show that the CTT model can handle haptic VF by

adding to the modality field a force profile and a di-

rection function linked to the primitive. This will lead

us to evaluate again the system on a VR platform to

identify more precisely the contribution of multimodal

and immersive assistance.
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