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A Large-Scale Audio and Video Fingerprints-
Generated Database of TV Repeated Contents

Application of lightweight fingerprints to large-ae semi-supervised structuring of TV
contents, over 4 years and 10 TV channels

Jean-Hugues Chenot, Gilles Daigneault

Institut National de I’Audiovisuel
Bry sur Marne, France

Abstract—Using specifically-designed lightweight audio and a large scale. Law-To [7] compared the performancks

video fingerprints, we were able to detect repeatedontents over
a quasi-uninterrupted recording of 10+ TV channelsover more
than 4 years, starting January 2010 (380,000 houts)the
detection independently uses audio and video finggrints. The
results are stored into a database that holds mordan 20 million
detected repeats. Detections range from a few secisnup to one
hour. The database can be explored using a standardieb
browser. There are many potential applications, e.g.for
structuring and documenting contents.

Keywords—TV repeats, audio and video fingerprint, nimledia
data mining.

l. INTRODUCTION

Since the year 2000 considerable efforts were dégticby
the research community towards near-copy deteftioaudio
and video contents. Products appeared in the indius2002
[1], making it possible to recognise musical exteripom a
database of hundreds of thousands of songs, anifiéo as

from 2007. Near-copy detection uses acoustic (for audioi|

and/or visual (for video) fingerprints. Fingerpentare a
compact representation of the original contentschvican be
easily compared to detect copies. Usually a satandlidate
fingerprints is compared with eeference fingerprints base,
identifying the matching contents. We use video andlio
fingerprints to detect and analyse how TV conteatsd
soundtracks are repeated over 10 channels. Everynda
fingerprints are generated from daily recording&l eompared
with the database of past fingerprints. The rasyltiatabase of
repeated contents now covers more than 4 yearsOomV1i
channels, both in audio and video.

1. PREVIOUSWORK

A. Robustness and Discriminance

Considerable work has been dedicated to definirgjoau
and video fingerprints that would present a godilistness to
signal alterations (audio filtering, level, commies, video
picture framing, zoom, contrast, gamma, rotatipnin the
video domain, Yeh [2]
descriptors, based on colours or shot duratiogs,[2],[3],[4]
that are simple but lack discriminance and robussthend
fingerprints relying on local descriptors, e.g.,[8], that
improve the results, but are heavier and morecdiffito use on

This work was partially supported by the 2009-26FZ-ICT- 231161
PrestoPRIME project.

distinguishes between globalimproved versions of the videoTemporal

several video contents fingerprints, most of thesimgi picture
content as a primary feature. Other works have dvgat the
robustness to a number of distortions, e.g. zootations [8].
Shang exploits ordinals relations [9]. Herley [H3]d Covell
[11] use both audio and video signals to improveespand
robustness.

B. Search Efficiency

A number of authors describe how to be able tockear
largefingerprints bases. Joly [6] showed that search efficiency
could be improved for relatively low dimensionai
(typically 16 to 20), by relying on grouped approgie k-
nearest neighbours search. Poullot [12] relies mibeslding
multiple descriptions of picture contents into tiekely low-
dimensional descriptors. Higher dimensions are | stil
searchable, e.g. using principal component anal{REA),
random projections and locally-sensitive hashing] [br
product quantisation hashing [14] to reduce or larttie
umber of dimensions. Unlike in the audio domaie, vave
ound few published research works [12] statingt tha
fingerprints could be used in the video domain étedt near-
copies over datasets beyond 100,000 hours. Beyogerprint
compactness or search efficiency, this may be duether
factors such as the difficulty to record such antsuaof
contents.

C. Previous Work at INA

INA started developing fingerprint technologieglie year
2000, and successfully implemented systems that baen in
use since 2005, with two main applications: debectbdf
broadcasts of INA-originated contents, and filtgraf contents
on UGC (User-Generated Contents) sites, to mariglyes and
revenue sharing on the incoming stream of the “sifEse
technology described in this paper is differentd at is
specifically designed for the application describede.

Ill.  LIGHTWEIGHT AUDIO AND VIDEO FINGERPRINTS

The audio and video fingerprints used in our experit are
fingerprint
mentioned in [7]. The search for lightweight fingents was

! Dailymotion started using INA’s Signature in 2008
http://www.tvover.net/2008/02/26/Dailymotion+Iimplemts+INA+
Technology+For+Detection+Of+Copyrighted+Video.aspx



triggered by our aim to be able to address, by tcoction,
very large-scale applications.

A. Fingerprint Design

The recognition is required to perform well on aspand
excerpts of the same video or audio sequences,elven the
sequences have gone through different processes
distortions (e.g. editing, level/colour/gain, gedrite
transformations...). Beyond some level of distortidatecting
a copy becomes very difficult, but such extremeesame rare
in practice, and the objective here is not to awi@00%
recall, but rather to provide a good quality ofedtibns, with
little or no false detections, even on large amewftcontents.
In addition to the traditional robustness, discnamce, and
precision concerns, both audio and video fingetprirave to
be easily computed and stored. To facilitate tlaecte we also
added the requirement of a uniform distributiorfimgerprints
space. This led us to attempt using a global fimget
exploiting only the temporal activity as the sotauice signal

then first non-null frequencies are retained. The phasgture
temporal information relative to a precisely-pasitd

timestamp; they are very robust to signal amplitude distorsi

introduced by changes in geometry (zoom/stretchtimt) or

dynamics (gain, contrast, gamma, audio compressitra

principally affect the modulus. Minor inaccuracies the

gsition of thetimestamp, and potential temporal filtering
introduced, for example, by changes in frame ratenase

reduction, only have an important effect on the sglsaof
highest frequencies, which are discarded. Phaseg Hefined

in a periodic space, using Euclidean distance jri24D phase
space would break continuity; we therefore use ldirfg

function that preserves both continuity and densitapping

continuously and evenly the phase space to [0,2&B{

guantising each phase into one 8-bit word:

Q(f;) = floor(256* (1+atan2( Im(F(f)), |Re(F(fi))|)/7)) (2)

The resulting fingerprints are vectors in @agimensional
spacen=16. We have verified that fingerprints are quiterdy

(envelope for audio, summed temporal pixel lumirganc gistributed within the [0... 255]hypercube. Each fingerprint

variations for video). Provided that a number ofgautions,
described below, are taken, this results in sungfg robust
and efficient audio and video fingerprints.

B. Timestamps and Key Frames

For video, the activity is sampled at 25 Hz. Thlugaf a
sample is the sum of the squared luminance difteeof each
pixel with the corresponding pixel in a subsequpitture,
weighted by a factor decreasing on the picture drstdThis
adds up to one activity sample per frame. For authe
activity is the envelope: the absolute value of #ignal,
filtered and sub sampled at 100 Hz. There is nad rnfee
normalisation, as the fingerprints are phase-basEde
fingerprint is only computed around selectatlestamps that
are local maxima of filtered activity over a 5-seddemporal
window. In video, timestamps typically take place at shot
boundaries, but also when any action takes plateinvihe
picture (gestures, camera motion, flashes, othé¢romo.). In
audio, timestamps mark phonemes, music notes, percussion
sounds... The local activity maxima are relativelggise and
stable markers, as e.g. in Fig. 1.
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Fig. 1. Video activity and timestamps (red arrows) on tufedent copies of
the same content.

C. Using Phases to Achieve Robustness

Around the chosentimestamp, the Discrete Fourier
Transform (DFT) of théog of the activity is computed over a
five-second window, using the Hann windadt). The small
positive constant ensures that theg is always defined:

F(f)1<<n = DFT;,( W(t)* log10( activity(t) + ¢)) 1)

Using thelog boosts the smaller activities. The phases o

S

consists of 16 bytes plus 12 ancillary data by&eseference to
the specific file andtimestamp where the fingerprint was
taken).

D. Video vs. Audio Fingerprint Specificities

In video, activity is sampled at 25 Hz. We keepagprage
0.8 fingerprints per second. A video fingerprintatabase
occupies ~22 bytes/second, or 80kB/hour. In audicg
envelope is sampled at 100 Hz. We keep on average 1
fingerprints per second. An audio fingerprints bate
occupies ~37 bytes/second, or 135kB/hour.

IV. COMPARING FINGERPRINTS

A. Detecting Fingerprints: the Search

Identifying, within a set otandidate videos, quasi-copies
of contents within areference set, involves comparing the
candidate fingerprints to thereference fingerprints. To do this
We collect as much as possible cdindidate fingerprints
(typically up to 100 hours or 300,000 fingerprintzhd search
in one pass theeference fingerprints database for distance-

bound k-nearest-neighbours. We obtain, for each candidate

fingerprint, a set of up tk=10,000 neighbours.

B. Achieving Robustness : the Vote Step

At this stage, only a few of the unordered neighbdound
belong to actual repeats. Robustness is achiewbthvievote
step, which sorts results and searches for segs@fcetrieved
candidate/reference fingerprints pairs that:

a) Come from the same candidate/reference pair of files

b) Share the same candidate/reference timecode offset.

c) Are dissimilar (this prevents detecting simple regular
patterns)

d) Arefrequent enough (no large temporal gap subsists)

€) Are numerous enough (minimum 4)

When such a set of consecutive fingerprints paifeund,
it is stored as a result line; each line mentidrescandidate
and reference files, the starting point in each file for the

fommon sequence, and the duration. By tuning thenpeters



on the criteria above, we were able to improvepiteeision to  including in thebig base only fresh contents’ fingerprints.
a point where we don’t come across false detectogsmore. . W
e -

C. Application to the Detection of Repeats < 10,000 hours

Applying our fingerprint search to detecting repeat
contents - without prior knowledge of where sucpetéions
appear - involves assembling a fingerprint datalfasethe
whole set, searching the database, using it bothcasdidate
and as aeference, and removing the trivial results (same file, 2
null timecode offset). This can be done easilydatabase sizes
under 10,000 hours.

V. APPLICATION TO LARGETV DATABASES

A. Avoiding Quadratic Explosion

In our case, even using lightweight fingerprintsieg the
challenge (>10 channels, several years), it wowadehbeen
impractical to search the fingerprints databasectliy, without . ’ LLil, ok " Ll
first (_jMd'ng the Ca_ndldates_ln SF‘bsetS' and l@'kmo account Fig. 2. Daily multi-channel graphical view of repeated @ons; time axis is
the risk of quadratic explosion: indeed, we hawentbseveral  norizontal, 0:00 to 24:00: height of bars represehe number of repeats;
cases where similar contents were repeated thosigdiones.  coulour reflects the distribution of repeats ovewsi or channels: green if
Trying to search the whole fingerprints database doch more than one day, red if more than one channedasne day, grey if one
repetitions would generate millions of result linfeg each  channel, one day. The apsence of co_mmercials‘mw(g&?ttinge_line) and after
case. To avoid the hassle, and to limit the sizd #re 20:00 on the French public channels is clearlyols{2" to 5" timeline).
resources necessary for the search, we proceeghiaotally,

day after day, and limit the fingerprints databasgease by D- Database Sructure

retaining fingerprints only from thdresh contents. those To make the results accessible, they are proceasdd

contents that are not detected as repeated ezotfiegnts. stored into a mySQL database. To limit the datalsize and
L , ) search cost, repeats are representesbgnsents andgroups of

B. Application to the Detection of Repeatsin TV contents repeats. A segment is a repetition of another one when they

Every day since 1/1/2010, for 10 TV channels, 2dotr  belong to the samgroup of repeats. This is in line with the
half-resolution file are recorded. Audio and video fingerprint choice to include onlyresh contents’ fingerprints into thebig
fles are generated for each media file. A 240-hdaily = base. A number of other simplifications are made, e.g.
fingerprints database is generated. It is then searched againsgliscarding detections that are redundant with st
itself. Thedaily fingerprints database is then trimmed, keeping information, or mergingegments starting at the same timecode
only first occurrences of contents. Tinemmed daily database ~ With similar duration, and merging thejroups of repeats as
is then compared to theig base: the fingerprints database of Well. The knowledge resulting from the whole pracisstored
all past days. Theaily fingerprints database is then trimmed ~ Within two mySQL tables, one faegments (34 million), and
again, and the fingerprints representing dnégh contents are ~ one forgroups of repeats (10 million), linked through a-to-1
added to théig base. Thebig base is then z-curve indexed, to relation.
be ready for the next day. This process has beeratipg for
more than four yeatsince January 2010. E. User Interfaces
_ Searching through such an amount of data is not
C. Raw Results Processing immediate; we have therefore prepared a numberiefisy

All detected repeats in video and audio are kepteas using the phpMyEdit toolbox, to be able to accéssmySQL
results files. Before storing them into a database, database at different levels. The Yearly view, sbown to
simplification is necessary, as searching daidy fingerprints ~ save space, presents aggregate figures and alwwsser to
database for repeats returns redundant results: when ongavigate to a specific day. Figures 2-3 presenerothews
segment in a candidate file matches a segmentréfesence designed to help the user grasp the contents ofiatabase,
file, a very similar detection is usually also reied, with ~from the coarsest to the finest level of granwar®n finer
candidate and reference roles switched. More generally, Views, selectors are available to limit the search
segments that are repeatedimes on the same day tend to (audio/video/both, same/different/any day, same/zmnnel).
produce up tow*(n-1) lines of results. Merging such sets into aWWhen applicable, timelines are provided, showinyg ie. Fig. 2
singlegroup of repeats allows us to reduce the daily figures by the number of repeats (height), number of daysumnber of
more than 80% (from 100 million lines down to 19llimh ~ channels (colour). Clicking on any area on a timelieduces
over 4 years). When searching tiwice trimmed daily  the search to the specific section. Informatiorlectéd from
fingerprints base against théig base, results (5.2 million lines) theelectronic programme guides (EPG) is also available on the
are much less redundant, thanks to the choice nudde local timelines views. Thumbnail pictures for tiedegtion give
a visual cue, and link to a highly compressed vidédhe

2 Typically 360x288 or 448x256, 0.5 Mbps with souadk. repeated section.
% 4 years in video, starting 1/1/2010; 3.5 yearatidio. An 11' channel was
added after 11 months, and d'12 Sept. 2013.
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Fig. 3. A view on a 10-minute inter-programme: in that orde teaser €1
row); a set of commercials; a short 2-minutes réttg programme (not in
table, with its title sequence, starting 5 minutete with respect to the
electronic programme guide); a second set of comialer a teaser; next
programme title sequence. On the close-up are matie already labelled
sections, bright red for teasers, red for comméxcidue for creditsttitles, cf.
Table I.

colour codes and numbers of collected labels arengn Table
I. This effort only covers a small part of the detse, but it is
relatively easy to label a high number of recureargnts; these
can be retrieved and further explored for later use

VI. PERFORMANCES

A. Fingerprint Robustness Measurements

The robustness is measured on a 10-minute halfuteso
(448x256) h264 8bits colour video+audio sequenche T
sequence is distorted (Table 1), and re-encodddREG-1 at
200kbps. Distorted sequences are searched agaénetiginal
sequence. The temporal recall measures both thsedhis
detections and the underestimated duration; it sismated
dividing the summed detected durations by 600 s#xon
Results do not change (same temporal recall, 10@3igion)
when adding 10-khours fingerprints to tteference base.

For compactness, are only listed in table Il th&tadtion
parameters that give a temporal recall of 98%, 8884, 50%.
Due to some long shots with very low activity inethest
sequence, the most challenging test for the videgefprint is
splitting into random shots. The performances ajamore
complex distortions are not measured, but we haued that
the video fingerprint is generally robust to comifing, as in
Fig. 4, provided that the area covered by the waigpicture
area is active and large enough.

TABLE II. ROBUSTNESSCRITERIA TABLE

TABLE I. MANUALLY ENTEREDLABEL TYPES ANDNUMBERS Distortion to obtain a temporal recall of:

Distortion

Type Describing Numbers 98% 80% 50%

Pub Commercial 654 Blur (box) 3x3 6x6 8x8
Jingle Very short musical and visual punctuation v7 Uniform Noise [-18,+18] [-34,+34] [-49,+49]
Credits Credits & Title sequence 188 Gaussian Noise|  31dBPSNR  23dBPSNR 20 dBPSNR
Series Series episode & cartoon 15

i 0, 0, 0,
Long Other long programmes o8 Zoom in & crop 110% 125% 146%
Teaser Announcement for programme(s) to come 122 Zoom out 84% 50% 44%
Excerpt Excerpt of non-news contents 6 H stretch & crop 123% 133% 146%
Sponsor Sponsoring message(s) 42 V stretch & crop 109% 127% 148%
Newsbrief Full news brief 18 never (min 53%
Debate Studio conversation 11 Rotate & crop 53°, 137 837, 97 at 90° & 270°)
Story Edited news story 103 Resolution (XxY) 308x176 228x130 < 84x48
Shot News shot(s) 4 Contrast - 83% 65% 38%
Clip Musical clip, song... 9 ;
Contrast + & clip 133% 146% 172%
Interlude Interlude 4 - ]
- - Other Always better than 98%, on changes in hue, saturati
Mix Mix of several of the above ) H or V flip, negate, monochrome, audio gain...
Error Wrong detection 0 Split into random| 24 sec.(audio) | 8 sec. (audio) 6 sec. (audio)
shots (seconds)| 60 sec. (video) | 40 sec. (video) | 16 sec. (video)
F. Semi-supervised Labelling Low pass (audio)) ~ 1000Hz cut-off ~ 725Hz cutoff  375¢dt-off

Navigating the database enables one to discovey ver

different cases of repeats, but it becomes quickipbersome
to keep track of all the findings. Therefore we edida

possibility to label the discoveries: selectingepeaat, the user
verifies the start and end times, and adds a lapekifying the
type and a short free text description for the llal#dter

confirmation,
propagates the label to all the repeated segmamdsa visual
coloured cue that a label already exists, clickdbtefurther
inquiry, becomes visible on all affected timelindypes and

an extensive query through the databa

In our experiments, the audio fingerprint usuallyeg
results that have the same duration as the videgerprint
results, or up to 2% better. The main challenge tfo
lightweight audio fingerprints appears when two iautiacks
are mixed (voice-over, added soundtrack): the teaipecall
then quickly drops below 50%.

B. Fingerprinting Speed Measurements
All the fingerprints are computed on an 8-core Dell



PowerEdge R610 2x Xeon L5520, acquired
Computing the video or audio fingerprint of a hadfolution
(488x256) compressed video file is on average rd@difaster
than real-time, including de-compression, using/amle core.
At 80% load, the 8-core system currently downloadsyputes
audio + video fingerprints, and highly compresseglies of 24
1-hour files every day for 14 TV channels, i.e. 388urs per

Fig. 4. An example of a correct detection, even thoughupécts zoomed out,
re-framed, with a second video present.

C. Search Speed
For practical reasons, we run the searches thrahgh

fingerprints bases on a second, similar machine. Searching one

288h daily fingerprints base for repeats takes 7 minutes in
video on 1 core. Searching ttvdce trimmed daily fingerprints
base (~100 hours) against thig base (~180,000 hours) takes
2.2 hours on 3 cores. Assembling and indexinghallrequired
fingerprints bases, searching, and voting, usevenage 25%
of the available power on the second machine. \§e tsted
searching thebig base for segments of video of various
lengths. The results (all on 1 core, except for }O@re
summarised in Table Ill.

in  2009A. Fingerprints Database Sze

The big base has reached 13 GB after four years (18 GB in
audio), including onlyfresh contents fingerprints. It would
have exceeded 30 GB otherwise. Fig. 5 shows ttredse, in
hours per day, of thbig base size. After a sharp initial fall,
daily increase presents a slow downwards trendpitgethe
inclusion of two new channels: this is due to sdomg TV
programmes (movies and documentaries) being redbash
after several years. During the winter and summealts, daily
increase drops, due to a higher use of re-broadgast

B. Large Numbers

One 18-second title sequence for a daily game wasdf
repeated on 1 channel on 1363 different days. Aliegrto the
electronic programme guide, during the period 1366 such
games were run, but we verified that the 3 missings had
been cancelled due to political or sportive events.

Fig. 6. Snapshot of a title sequence found on 1363 diffataps

We found at least 8 sequences repeated acros$tie set
of channels: 6 were commercials, 2 were messages the
French TV regulating agency (CSA). The segment most
repeated within one day (a commercial) was broadtas
times on 9 channels on 7/02/2012, 115 times ona@ruéls on
10/10/2012, and less on 4 other days. A 29-secotatlude

TABLE IIl. SEARCH SPEED(VIDEO) was repeated (with slight changes) 181 times oh@R011 on
. . one channel during 1.5 hour.
Reference Candidate duration
duration | 2m 10m 1h 24 h 40 h 100 288 h TABLE IV. THE ANALYSED CHANNELS
1800000 6s | 19s| 174s  1h24 2h14(32:§ris - ha oo Average hours per day found
288h | 005s| 006s 0145 257s - - 0ho7 R.same day Repeated|  Fresh
TF1 Major private channel 40h 17.4 h 8.6 h
VII. FINDINGS FR2 Major public channel 2.8h 13.0h 14.2 h
Searching through this 1461-day database, we have R3 Major public channel 32h 174h 108h
discovered a number of interesting facts, and somest FR4 Public, for young peoplg  2.7h 22.8h 23h
unexpected behaviours. FRS Public cultural 34h 205h 7.0h
200 M6 Private music and series 55h 18.4 h 7.4h
w0 : Arte Cultural channel 2.0h 20.6 h 7.3h
? Canal+ Major private paying 2.1h 17.6 h 9.6 h
w Mh‘ el NRJ12 | Private music and series 75h 2211 3.8h
100 w! : France 24 Public continuous news 18.1 h 20.6h h7.4
:: : ! W’ 1 I-Télé Private continuous news 18.1 h 19.4 h 10.9
40 LCI Private continuous news| 14.8 h 15.6 h 9.4 h
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Fig. 5. Daily size increase, in hours per day, of the vidigpbase over the
period. Dashed lines mark the addition of new cleéim Nov. 2010 and
Sept. 2013. Low peak on 6/01/2012 is due to missngrded files.

C. Measurements and Trends

The collected TV channels are listed in Table IVhumber
of trends can be observed, e.g. on the multipleliita view in
Fig. 2, and in Table IV. The major channels broatiaan
average more than 8 hours of fresh contents pervdagreas
lower-budget channels broadcast only 2 to 7 freslrd The
continuous information channels re-use a considenaart of
their contents: not only news stories, but alsoharmerson



shots and debates; unlike the other channels, thaise is
concentrated on the same day, with very few repdtsvards
(mostly commercials); repeats are much shorteremxoff-
hours between 0:00 and 6:00, where 15-min recorde
newscasts are played in loop, as visible on theofioim
timelines of Fig. 2.

Inter-programmes are often very visible on the lines, as
typical sequences: teasers/commercials/other/coamatsr
lteasers, e.g. Fig. 3; the duration (3 to 15 msjuean be
measured on the timelines. Inter-programmes usuadiy't
appear on thelectronic programme guides;, the programmes
themselves start later than announced, and rura fehorter
duration. Commercials are, by far, the most repks¢égments,
followed by jingles, credits and title sequencesnder repeats
are fewer, but account for the largest durationhef repeated
contents on educational, music, and series channels

(1]
(2
(3]

(4]
VIII.

We hope to have shown that a global carefully desig
evenly distributed, lightweight fingerprint, apg@ide both to
audio and to video, could be sufficient to deteata relatively
affordable system, the repeated contents for mae 4 years
and 10 TV channels. Some challenges remain: inoyide
duration is still under-estimated, contents with awtivity are
not detected; stretching or reversing the directaintime
cannot be detected without changing the search \arte
strategy. Being purely based on measured actigtigh a
fingerprint may appear to be fragile, but we hawent in
practice no evidence of false detection over oul,(88 hours
experiment. The recall on shortest detections (kxigsuld
benefit from using both audio and video resultsdtive a
second more sensitivegarch & vote pass. Searching through [10]
the mySQL results database was made possible throug
customised phpMyEdit search forms and timeline gie8ome
of the findings however required searching throutte
database directly using SQL queries.

CONCLUSION AND FUTURE WORK
(3]

6l

[

(8]

19

[11]

We intend to keep this experimentation running, &md [12]

extend the number of channels. We have startediriothre
same experiment over a set of 25 regional TV cHanwith

similar contents. Beyond numbers, we intend to aaprthe
accessibility to the results. At the moment, thdiaand video
results are stored in two distinct databases, itile has been
done to exploit the very high similarity betweenre thwo

databases, or the differences that do exist.

[13]

[14]

Another track we wish to follow is to automate the[15]
generation of structured decomposition of the T\arotels
streams. Using the results of detections, and #t& filom the
TV electronic programme guides, we would like to generate an [16]
accurate timing of the starting and ending of pangmnes, and
of the - usually undocumented - inter-programmesthérs
such as Benezeth [15], Manson [16], Abduraman [V
[18], Gauch [19], have undertaken such work witbnpising
results, but we estimate that the reliability amdles of the
obtained data should substantially help this work.

[17]

(18]

[19]

The authors wish to thank Rakia Jaziri,
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