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ABSTRACT

We derive a denoising method based on an adaptive regular-

ization of the non-local means. The NL-means reduce noise

by using the redundancy in natural images. They compute

a weighted average of pixels whose surroundings are close.

This method performs well but it suffers from residual noise

on singular structures. We use the weights computed in the

NL-means as a measure of performance of the denoising

process. These weights balance the data-fidelity term in an

adapted ROF model, in order to locally perform adaptive TV

regularization. Besides, this model can be adapted to different

noise statistics and a fast resolution can be computed in the

general case of the exponential family. We adapt this model

to video denoising by using spatio-temporal patches. Com-

pared to spatial patches, they offer better temporal stability,

while the adaptive TV regularization corrects the residual

noise observed around moving structures.

Index Terms— Video denoising, NL-means, variational

methods, total variation

1. INTRODUCTION

Image and video processing is a wide domain that includes

reconstruction, segmentation, super-resolution, etc. Most of

these tasks require a high quality input signal, so denoising is

a fundamental issue. A wide range of image denoising tech-

niques have been studied, among which the variational meth-

ods and the non-local models.

The variational methods consist in minimizing an energy

in order to force certain properties on the unknown solution.

The ROF model [1] minimizes the total variation, forcing the

restored image to be smooth while preserving the edges. The

solution uTV is obtained by minimizing the following energy:

uTV = argmin
u

− log p(g|u) + λTV(u). (1)

The term − log p(g|u) is a data fidelity term based on the log-

likelihood, that adapts to the noise statistic.
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TV(u) =
∑

‖(∇u)i‖ is a regularization term and λ > 0 is

the parameter that sets the compromise between data fidelity

and smoothness. A regularization parameter that is set too

high will overly smooth textures, but if set too low it will not

allow a recovery of flat areas, creating a staircasing effect.

Another family of denoising techniques are the non-local

methods. Among them, the NL-means algorithm [2] ex-

ploits the spatial redundancy in natural scenes. It performs a

weighted average of pixels whose surroundings are similar,

by comparing patches, ie small windows extracted around

each pixel. For each pixel i in the image domain Ω, the

solution of the NL-means is the following :

(uNL)i =
1

Zi

∑

j∈Ω

wi,jgj where Zi =
∑

j∈Ω

wi,j . (2)

The weights wi,j ∈ [0, 1] reflect the likeliness of two noisy

pixels to belong to the same structure, ie to have the same

true gray level. They are defined to select the pixels j whose

surrounding patches are similar to the one extracted around

the interest pixel i:

wi,j = ϕ

(

−
d(g(Pi), g(Pj))

2|P |h2

)

(3)

where ϕ is a kernel decay function, h is a filtering parame-

ter and d a distance function that measures the similarity be-

tween the two patches Pi and Pj of size |P | extracted around

the pixels i and j. More explanations regarding the interpre-

tation of this kernel can be found in [2]. The distance d can

be adapted to the statistics of the noise, following [3], making

the NL-means algorithm robust to different noise statistics.

The non-local methods have been widely used and improved

[4, 5, 6, 7]. The NL-means perform well on flat areas and

repetitive structures such as textures, but they suffer from the

lack of similarity on small or singular structures, resulting in

insufficient denoising referred to as the rare patch effect. Be-

sides, the NL-means have been naturally adapted to video de-

noising [8]. Extending the non-local search for candidates to

the temporal dimension strengthens the similarity, hence al-

lowing better denoising without prior motion compensation.

Further improvements have been studied regarding the shape

of the patches. As suggested in [9] in an inpainting context,

using spatio-temporal patches enforces temporal consistency

between frames. This prevents a glittering effect that occurs

on static areas. However, the 3-dimensional patches make the



search for candidates more selective, resulting in an increased

residual noise around objects in movement.

Several approaches have combined the non-local means

with variational methods. They are often based on a non-

local regularization term. The model studied here is based on

a non-local data-fidelity term that results in a locally adaptive

TV regularization, allowing the NL-means and the TV regu-

larization to complete each other.

The goal of this paper is to reduce the rare patch effect ob-

served on images and videos as a result of the NL-means al-

gorithm. We perform a local regularization of the NL-means,

using a non-local data-fidelity term combined with total vari-

ation. We propose an intuitive model that is adapted to differ-

ent noise models and we derive a simple resolution scheme

in the general case of the exponential family, that includes

a large range of noises encountered in imaging devices. Be-

sides, our model offers a natural extension to video denoising.

We use the temporal NL-means with 3-dimensional patches,

that we regularize using our adaptive spatial TV regulariza-

tion. This allows us to guarantee temporal consistency with-

out suffering from residual noise. The main contributions of

our work are the simple model and its intuitive interpretation,

the ability to deal with different noise statistics thanks to a

general model, and the natural extension to video denoising

that provides thanks to the spatio-temporal patches efficient

denoising along with a better temporal consistency.

2. R-NL

2.1. Proposed model

We propose here to combine the NL-means with TV regu-

larization in order to reduce both the rare patch effect and

the staircasing effect. We perform a TV minimization with a

non-local data-fidelity term, using the following equation :

uR-NL = argmin
u

−
∑

i∈Ω

∑

j∈Ω

wi,j log p(gj |ui)+λTV(u) (4)

When the noise belongs to the exponential family, we can

show that this is equivalent to the following :

uR-NL = argmin
u

−
∑

i∈Ω

Zi log p((uNL)i|ui)+λTV(u) (5)

This is interpreted as a fidelity term based on the solution of

the NL-means, weighted by the sum of the weights computed

in the NL-means. This allows both the NL-means and the

TV regularization to complete each other: on areas where the

redundancy is high, the NL-means select many candidates so

the sum of the weights is high. In the energy to minimize, the

data fidelity term is then prominent over the regularization

term, so the solution is close to the NL-means. This provides

good smoothing and prevents the staircasing effect observed

on smooth areas when treated with TV minimization. In small

structures and edges where the redundancy is low, the NL-

means select fewer candidates so the sum of the weights is

low. The regularization term becomes prominent over the data

fidelity term, so it will cost less to minimize the total variation

of the image. The solution tends to a TV solution, preserving

edges while reducing the rare patch effect.

Other approaches have combined the NL-means with to-

tal variation. Gilboa and Osher have developed a non-local

regularization based on the non-local gradient that allows to

smooth the flat areas while preserving the textures. Another

non-local regularization based on the similarity of patches

has been introduced in [10]. Louchet and Moisan [11] also

combine the NL-means with total variation, by turning the

total variation into a local filter. Their TV-means algorithm

performs local TV regularization where the NL-means do not

manage to find enough candidates, and they reduce both the

staircasing effect and the rare patch effect with an iterative

scheme. We use a non-local data-fidelity term instead of

a non-local regularization. This type of approach has been

used in a super-resolution context by Protter et al. [12] and

d’Angelo and Vandergheynst [13]. They use the normalized

weights issued from the NL-means to define a non-local data-

fidelity term. In a denoising context, this results in computing

the solution of the NL-means, then applying TV regular-

ization. In the proposed model, the non-local weights are

not normalized so they weigh the data-fidelity term, which

makes the TV regularization adaptive. These non-normalized

weights act as a measure of performance of the NL-means:

on constant areas where the similarity is high the NL-means

are able to find many candidates, so the denoising is efficient

and free of the staircasing effect. On small structures and

edges where the similarity is insufficient, the adaptive TV

regularization locally reduces the rare patch effect.

2.2. Resolution for the exponential family

This model can be solved efficiently in the general case of

the exponential family. It includes additive white Gaussian

noise, Poisson noise and some multiplicative noises that are

encountered in image processing problems such as medical

imaging, astronomy, etc. A probability law belongs to the

exponential family if it can be written under the following

form :

p(g|u) = h(g) exp(η(u)T (g)−A(u)) (6)

where h, T , η and A are known functions. Based on equation

(5), the extended model is the following :

uR-NL = argmin
u

∑

i∈Ω ZiA(ui)− η(ui)µi + λTV(u)

with Zi =
∑

j∈Ω wi,j and µi =
∑

j∈Ω wi,jT (gj).
(7)

µ and Z can be calculated with a quick implementation of the

NL-means. We refer the interested reader to [14] for a more

complete description of a fast way to compute the weights.

Then the minimization step is achieved thanks to standard



minimization algorithms, depending on the type of noise in-

volved. In the Gaussian case or the Poisson case we can use

the primal-dual methods given in Chambolle and Pock’s al-

gorithm [15], and its adapted version to Poisson noise de-

scribed in [16]. In the gamma case, the functional is not con-

vex, so there is no guarantee as to the existence of a unique

minimizer, but we can show that a minimization algorithm

will converge towards a stationary point [17]. Besides, the

data fidelity term is differentiable so we can use the forward-

backward algorithm [18]. A general implementation of the

R-NL algorithm is given in algorithm 1. More details and

some results regarding the denoising process in the case of

non-Gaussian noise are given in [19].

Algorithm 1 R-NL

Require: g : noisy input image,

h : filtering parameter

|P | : patch size

N : size and shape of the search neighborhood

λ : regularization parameter

NL-means step - computation of the weights

for i ∈ Ω, j ∈ N (i) do

Compute wi,j = ϕ
(

−d(g(Pi),g(Pj))
2|P |h2

)

end for

return

Z =





∑

j∈N (i)

wi,j





i∈Ω

µ =





∑

j∈N (i)

wi,jT (gj)





i∈Ω

Minimization step

uR-NL = argmin
u

∑

i∈Ω

ZiA(ui)− η(ui)µi + λTV(u)

return uR-NL

Based on the NL-means for video denoising, we can adapt

the R-NL algorithm to image sequences: the NL-means step

benefits from the temporal information while the TV regular-

ization is applied spatially to reduce the residual noise.

3. ADAPTATION TO VIDEO DENOISING

Video denoising benefits from the temporal information

throughout the frames, provided that the frames can be put in

correspondence with each other. The NL-means have been

adapted to video denoising in [20] and they achieve spatio-

temporal filtering without prior motion compensation. In

fact, the authors have even shown that motion-compensation

is counter-productive, since it reduces the number of candi-

dates and it is often inaccurate. We follow the idea of the

NL-means and adapt our R-NL algorithm to video denoising.

We perform the NL-means using spatio-temporal search win-

dows, then we apply the adaptive TV regularization spatially

on each frame to reduce the residual noise.

However, Liu et al. advocate in [21] that motion compen-

sation is in fact essential, even in a non-local context. They

integrate optical flow estimation in the NL-means framework

in order to perform more efficient denoising while guarantee-

ing better temporal stability. In both NL-means and R-NL,

if a small number of frames are used for the search window

(which is often the case in order to lower the computational

costs), no temporal regularity is guaranteed. Indeed, here

contrary to motion-compensation problems no assumption is

made regarding the gray level of a pixel during its trajectory,

so it is allowed to vary with time. This results in a glittering

effect when looking at static objects on the video. To reduce

this effect, we use 3D patches instead of 2D patches, as sug-

gested in an inpainting context in [9]. We compute spatio-

temporal patches that compare neighborhoods using the tem-

poral information as well as the spatial one, in order to force

temporal consistency. In the 3D-NL-means alone, the use of

three-dimensional patches favors the rare patch effect, since

candidates are made harder to find. Using the adaptive TV

regularization afterward balances this drawback, resulting in

a more stable video without residual noise or glittering effect.

4. RESULTS AND DISCUSSIONS

We focus in this section on video denoising, where our regu-

larized model takes all its meaning. We demonstrate the re-

sults on three image sequences, target, tennis and bicycle, that

are available for download1. We compare the performance of

the standard NL-means algorithm adapted to video denoising

using 2D patches and 3D search window (NL-means-2D), the

R-NL algorithm based on the NL2D combined with spatial

adaptive TV regularization (R-NL-2D), the NL-means algo-

rithm using three-dimensional patches (NL-means-3D) the R-

NL based on the NL3D (R-NL-3D), and the video denoising

algorithms V-BM3D [22] and BM4D [23] that respectively

use 2D and 3D patches. Figure 1 shows a frame of the video

tennis denoised by the algorithms described above. Fig. 1-a

is the original frame, fig. 1-b is the noisy image degraded by

Gaussian noise with standard deviation σ = 20, and fig. 1-c to

h are the denoised versions using respectively NL-means-2D,

NL-means-3D, R-NL-2D, R-NL-3D, V-BM3D and BM4D.

Table 1 displays the mean PSNR of the denoised videos using

the above methods. Our results with the proposed R-NL-3D

method are quite competitive, and they offer a good compro-

mise between preservation of the small structures and efficient

denoising, without suffering from residual noise (on the NL-

means for example, fig. 1-d) or excessive smoothing (with

BM4D, fig. 1-h). We also measure the temporal consistency

ensured by the different algorithm, that we obviously cannot

illustrate on paper. We compute temporal variance on areas

that are static through time : on areas that do not move during

a part of the sequence, the pixel value should be unchanged

from one frame to another, so the temporal standard devia-

1http://image.math.u-bordeaux1.fr/RNL



a) Original b) Noisy (PSNR=20.75)

c) NL-means-2D d) NL-means-3D

e) R-NL-2D f) R-NL-3D

g) V-BM3D h) BM4D

Fig. 1. Denoising of image sequences with 2D-patches using NL-means-2D, R-NL-2D and V-BM3D, and with 3D-patches using NL-means-

3D,R-NL-3D and BM4D. We observe that the background of the image tends to be lost with NL-means-2D and R-NL-2D. NL-means-3D

preserves the background but suffers from residual noise around the moving arm, which is corrected on R-NL-3D thanks to the adaptive

TV regularization. R-NL-3D provides efficient denoising of textures and moving structures as opposed to traditional NL-means, without

over-smoothing the background as in BM4D. More results are available at http://image.math.u-bordeaux1.fr/RNL.

Target Tennis Bicycle

NL-means 2D [20] 29.91 29.31 30.77

R-NL-2D 30.00 29.65 31.72

V-BM3D [22] 30.21 29.79 32.92

NL-means 3D 32.02 29.06 29.30

R-NL-3D 32.12 29.93 31.06

BM4D [23] 34.53 31.06 33.37

Table 1. Mean PSNRs on denoised sequences with NL-means-2D,

R-NL-2D and V-BM3D (2D patches), and NL-means-3D R-NL-3D

and BM4D (3D patches).

tion should be close to zero. Table 2 displays the standard

deviation computed on such constant areas on the denoised

versions of the same three image sequences. R-NL3D offers

a good performance regarding the quality and temporal sta-

bility of the denoised image sequences.

Conclusion

The proposed model offers efficient regularization of the NL-

means thanks to the measure of confidence provided by the

non-local weights. The adaptive regularization provides a

good compromise between reduction of the residual noise and

Target Tennis Tennis Bicycle

(1-24) (90-148)

NL-means 2D [20] 5.46 4.27 4.69 2.02

R-NL-2D 4.94 3.65 4.11 1.89

V-BM3D [22] 5.25 3.66 4.60 1.76

NL-means 3D 4.50 5.13 4.82 1.39

R-NL-3D 3.98 3.56 3.91 1.29

BM4D [23] 3.67 2.78 3.14 0.94

Table 2. Temporal standard deviation on denoised sequences with

NL-means and R-NL using 2D patches, V-BM3D, NL-means and R-

NL using 3D patches, and BM4D. Thanks to the use of 3D patches,

R-NL-3D and BM4D provide the best temporal stability, and visual

comfort.

preservation of textures. We also show the superiority of 3-

dimensional patches that guarantee better temporal consis-

tency. The model has an intuitive interpretation and a fast im-

plementation with linear complexity for the exponential fam-

ily, and it could be adapted to different problems using other

regularization terms. We have presented this model as a regu-

larization of the NL-means but the philosophy of this method

could apply to any non-local functional such as the improved

versions of the NL-means or even BM3D.
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