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C*-ENVELOPES OF TENSOR ALGEBRAS
FOR MULTIVARIABLE DYNAMICS

KENNETH R. DAVIDSON AND JEAN ROYDOR

Abstract. We give a new very concrete description of the C*-
envelope of the tensor algebra associated to multivariable dynam-
ical system. In the surjective case, this C*-envelope is described
as a crossed product by an endomorphism, and as a groupoid C*-
algebra. In the non-surjective case, it is a full corner of a such an
algebra. We also show that when the space is compact, then the
C*-envelope is simple if and only if the system is minimal.

1. Introduction

A multivariable dynamical system (X, σ) is a locally compact Haus-
dorff space X together with a family σ = (σ1, . . . , σn) of proper con-
tinuous maps from X into itself. In [9], two natural universal operator
algebras associated to this system were introduced. The more tractable
one is the tensor algebra A(X, σ), which is the universal operator al-
gebra generated by C0(X) and n isometries s1, . . . , sn with pairwise
orthogonal ranges satisfying the covariance relations

fsi = si(f ◦ σi) for all f ∈ C0(X) and 1 ≤ i ≤ n.

In that paper, there is a description of the C*-envelope of A(X, σ)
as the Cuntz–Pimsner algebra of an associated C*-correspondence. It
also contains an explicit description of a norming family of boundary
representations. So in principle, a more explicit description of this C*-
envelope should be available. When n = 1, Peters [17] showed that
the C*-envelope is a crossed product of a related dynamical system
constructed from the original by a projective limit construction. In
this paper, we show that a similar description is possible for n ≥ 2.
The C*-envelope is no longer a crossed product by an automorphism,
but it is a crossed product by an endomorphism. It also is a groupoid
C*-algebra of an related dynamical system.
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The C*-envelope C∗
e(A) of an operator algebra A is the unique min-

imal C*-algebra (up to isomorphism fixing the image of A) gener-
ated j0(A), where j0 : A → B(H) is a completely isometric isomor-
phism. This is characterized by the fact that if j : A → B(H) is
another completely isometric isomorphism, then there is a surjective
∗-homomorphism q : C∗(j(A)) ։ C∗

e(A) such that qj = j0. The exis-
tence of the C*-envelope was conjectured by Arveson [3], and estab-
lished in many cases. It was eventually proven by Hamana [13]. More
recently, Dritschel and McCullough [12] provided a new proof. The
main ingredient was the notion of a maximal dilation. A dilation π of
a representation ρ is maximal if any further dilation of π can only be
accomplished by adding on a direct summand. They prove that every
maximal dilation factors through the C*-envelope. In particular, if one
starts with a completely isometric representation ρ and constructs a
maximal dilation π, then C∗(π(A)) is the C*-envelope.

Arveson’s definition of a boundary representation is equivalent to
being maximal (in the sense that it is a maximal dilation of itself) and
extends to an irreducible ∗-representation of the enveloping C*-algebra.
Dritschel and McCullough do not produce irreducible representations,
but this is not necessary to construct the C*-envelope. However these
irreducible representations are the analogue of the Choquet boundary,
and Arveson [4] shows that in the separable case, one can use a di-
rect integral decomposition to show that there are sufficiently many
boundary representations to construct the C*-envelope. While a suffi-
cient family of boundary representations for A(X, σ) were constructed
in [9], we find it convenient here to drop the irreducibility condition
in order to have a larger family of representations to work with to
construct the C*-envelope more explicitly.

In the last section, we provide a direct proof that in the compact
case, simplicity of the C*-envelope is equivalent to minimality of the
dynamical system. Our proof is based on the representation of the
C*-envelope as a crossed product B ×α N by an endomorphism. The
C*-algebra B is an inductive limit of homogeneous C*-algebras. We
provide an explicit description of the α-invariant and α-bi-invariant
ideals of B. Then applying a result of Paschke [16] will yield simplicity.
More general results of Schweizer [18] for Cuntz–Pimsner algebras of
C*-correspondences could be used instead.

2. Preliminaries

If (X, σ) is a multivariable dynamical system, we form the (non-
closed) covariance algebra A0(X, σ) as the space of polynomials in n
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indeterminates s1, . . . , sn with coefficients in C0(X) where multiplica-
tion is determined by the covariance relations fsi = si(f ◦ σi). Let
F

+
n be the free semigroup of all words in the alphabet {1, . . . , n}. If
w = i1i1 . . . ik, we write σw for the map σi1 ◦ σi2 ◦ · · · ◦ σik ; and we
write sw = si1 . . . sik . Then a typical element of A0(X, σ) is a finite
sum

∑

w∈F
+
n

swfw where fw are arbitrary elements of C0(X). The mul-
tiplication rule is just (svf)(swg) = svw(f ◦ σw)g.

A row contractive representation ρ of A0(X, σ) is a homomorphism
into B(H) such that the restriction to C0(X) is a ∗-homomorphism and
∥

∥

[

ρ(s1) . . . ρ(sn)
]
∥

∥ ≤ 1. The tensor algebra A(X, σ) is the universal
operator algebra with these as its completely contractive representa-
tions. One can define the norm by taking a supremum over all such
representations into a fixed infinite dimensional Hilbert space suffi-
ciently large to admit a faithful representation of C0(X). It is shown
in [9] that every row contractive representation dilates to a row iso-
metric representation. So it follows that si are isometries with pairwise
orthogonal ranges.

If ρ is a (completely contractive) representation of an operator alge-
bra A on a Hilbert space H, we say that a representation π of A on
a Hilbert space K containing H is a dilation of ρ if K decomposes as
K = H−⊕H⊕H+ so that π(A) is upper triangular with respect to this
decomposition, and ρ(A) = PHπ(A)|H for all A ∈ A. As mentioned in
the introduction, if the only dilations of ρ have the form π = ρ ⊕ π′,
then we say that ρ is maximal.

An easy way to obtain a representation of A(X, σ) is to pick a point
x ∈ X and define the orbit representation λx. This is defined on the
Fock space ℓ2(F+

n ), which has orthonormal basis {ξw : w ∈ F
+
n }. F

+
n

acts on this space by the left regular action Lvξw = ξvw. Define

λx(f) = diag(f(σw(x))) and λx(si) = Li for 1 ≤ i ≤ n.

In general this is not maximal. Indeed, this is maximal if and only if x
is not in the range of any map σi. The representation ΛX =

⊕

x∈X λx

is called the full Fock representation. In [9], it is shown that the full
Fock representation is completely isometric.

To obtain maximal representations, it is generally necessary to use
an inductive limit construction. An infinite tail representation is given
by an infinite sequence i = i0i1i2 . . . in the alphabet {1, . . . , n} and
a corresponding sequence of points x = {xs ∈ X : s ≥ 0} such that
σis(xs+1) = xs. We will call such a pair (i,x) an infinite tail for (X, σ).
For each s ≥ 0, let Hs denote a copy of Fock space with basis {ξs

w : w ∈
F

+
n }. Identify Hs with a subspace of Hs+1 via Ris , where Risξ

s
w = ξs+1

wis
.

Consider the orbit representations λxs
to be a representation on Hs.
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It is easy to see that λxs+1
|Hs

= λxs
for s ≥ 0. So we may define λi,x

to be the inductive limit of the representations λxs
on H =

⋃

s≥0 Hs.
This representation is always maximal.

In [9], one required that the maximal representations also be irre-
ducible. This was accomplished by insisting that the orbits consist
of distinct points. For our purposes, it is convenient to ignore that re-
quirement. One still obtains a family of maximal representations. Thus
we have found two types of maximal representations. From these, we
form two large representations of A(X, σ):

λX,1 :=
⊕

x∈U λx where U = X \ ∪n
i=1σi(X)

λX,2 :=
⊕

λi,x summing over all possible infinite tails

λX := λX,1 ⊕ λX,2.

We can state a result which follows from [9, Corollary 2.8]. This
is the case because ΛX is completely isometric, and λX is a maximal
dilation of ΛX .

Lemma 2.1. Let (X, σ) be a multivariable dynamical system. Then
λX is a completely isometric maximal representation of A(X, σ). Con-
sequently,

C∗
e
(A(X, σ)) = C∗(λX(A(X, σ))).

3. The surjective case

In this section, we suppose that (X, σ) is surjective in the sense that
X =

⋃n
i=1 σi(X). When n = 1, Peters [17] used a projective limit

construction on (X, σ) to obtain a new space X̃ and a homeomorphism

σ̃, together with a projection p : X̃ → X such that pσ̃ = σp. We first
define an analogue of this construction.

Let n = {1, . . . , n} with the discrete topology. Set Y = nN × XN

with the product topology. Let X̃ be the subset of Y consisting of all
infinite tails for (X, σ), namely

X̃ = {(i,x) ∈ Y : σik(xk+1) = xk for k ≥ 0}.

The continuity of the maps ensures that X̃ is closed in Y . If i =
(i0, i1, i2, . . . ), let ii = (i, i0, i1, . . . ). Likewise, if x = (x0, x1, x2, . . . ),

let (x,x) = (x, x0, x1, . . . ) For i = 1, . . . , n, we define σ̃i : X̃ → X̃ by

σ̃i(i,x) =
(

ii, (σi(x0),x)
)

=
(

(i, i0, i1, . . . ), (σi(x0), x0, x1, . . . )
)

.

It is easy to see that σ̃i is a homeomorphism of X̃ onto X̃i, where

X̃i = {(i,x) ∈ X̃ : i0 = i}.
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Observe that X̃ is the disjoint union of the sets X̃i for 1 ≤ i ≤ n.
Thus we have constructed a new multivariable dynamical system (X̃, σ̃)
which we call the covering system of (X, σ).

Also define a projection p : X̃ → X by p(i,x) = x0. Given any
x0 ∈ X, surjectivity ensures that there is at least one choice of i0 and
x1 ∈ X so that σi0(x1) = x0. Recursively, one can construct a point
(i,x) ∈ X̃ so that p((i,x)) = x0. So p is surjective. It is easy to see
that σip = pσ̃i for 1 ≤ i ≤ n.

Lemma 3.1. X̃ is (locally) compact when X is (locally) compact.
The projection p : X̃ → X is a proper map.
If (i,x) ∈ X̃, then there is a unique infinite tail in X̃ beginning at

this point. Thus ˜̃
X = X̃.

Proof. If X is compact, then X̃ is a closed subset of the compact space
Y = nN×XN, and thus it is compact by Tychonoff’s theorem. However,
if X is not compact, then Y will not be locally compact, and we need
to be more careful. Let X∞ denote the one point compactification of
X obtained by adding a point ∞. Since each σi is proper, it extends
by continuity to a map σi on X∞ by setting σi(∞) = ∞. Form the

compact space X̃∞. Then the only points (i,x) in X̃∞ for which any
coordinate xj = ∞ are the points (i,∞) where ∞ = (∞,∞, . . . ). This

is a compact set, and X̃ = X̃∞ \ nN × {∞}. Since compact Hausdorff

spaces are normal, it follows that X̃ is locally compact.
Let K be a compact subset of X. Since each σi is proper, the sets

Kk =
⋃

|w|=k| σ
−1
w (K) are compact for k ≥ 0. Therefore

p−1(K) ⊂ nN ×
∏

k≥0

Kk,

which is compact. Therefore p is proper.
If (i,x) ∈ X̃, then the choice of the infinite tail beginning with this

point is uniquely determined. This is because the maps σ̃i have disjoint
ranges. Indeed, the sequence of maps is just given by i itself, and the
points are

x̃k =
(

(ik, ik+1, . . . ), (xk, xk+1, . . . )).

Therefore the covering space of X̃ is canonically homeomorphic to X̃
itself via the projection map p̃.

The new system has a number of advantages over the original. In
particular, it is possible to define an inverse map τ by

τ |X̃i
= σ̃−1

i for 1 ≤ i ≤ n.
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Clearly τ is everywhere defined on X̃ and is a local homeomorphism.
For w ∈ F

+
n with |w| ≥ 1, let X̃w = σ̃w(X̃). Observe that X̃ is the

disjoint union of the clopen sets {X̃w : |w| = k} for each k ≥ 1. Let χw

denote the characteristic function of X̃w. This does not lie in C0(X̃)

is X̃ (and hence X) is not compact. But it does lie in the multiplier
algebra. Also let pk : X̃ → X be given by pk(i,x) = xk. Observe that
pk = p ◦ τk.

Lemma 3.2. Let the generators for A(X̃, σ̃) be t1, . . . , tn. For any
f ∈ C0(X̃) and w ∈ F

+
n , twf t∗w = χw(f ◦ τ |w|).

Proof. Let k = |w|.

χw(f ◦ τ |w|)tw = tw(χw ◦ σ̃w)(f ◦ τk ◦ σ̃w)

= tw(1)(f ◦ id) = twf.

Hence twf t∗w = χw(f ◦ τ |w|)twt∗w. In the compact case, we can set f = 1
and see that twt∗w = χwtwt∗w ≤ χw. In general, this makes sense in the
multiplier algebra. Thus we have

1 =
∑

|w|=k

twt
∗
w ≤

∑

|w|=k

χw = 1.

Hence twt∗w = χw. So the identity twf t∗w = χw(f ◦ τ |w|) follows.

When n = 1, this consists of a single homeomorphism of X̃, which
allows Peters to construct a C*-crossed product. When n ≥ 2, the
situation is still much improved. The first goal is to show that the
C*-envelope is determined by this new system.

Theorem 3.3. Let (X, σ) be a surjective multivariable dynamical sys-

tem, and let (X̃, σ̃) be the associated covering system. Let A(X, σ) and
A(X̃, σ̃) be the associated tensor algebras. Then

(i) A(X, σ) can be embedded into A(X̃, σ̃) via a completely isometric
homomorphism.

(ii) C∗
e
(A(X, σ)) = C∗

e
(A(X̃, σ̃)).

Proof. Let the generators of A(X̃, σ̃) be t1, . . . , tn. Embed C0(X) into
C0(X̃) via ρ(f) = f ◦p. This is a ∗-monomorphism because p is surjec-

tive. Then we can embed the covariance algebra A0(X, σ) into A(X̃, σ̃)
by defining ρ(sif) = tiρ(f) and extending to the homomorphism

ρ
(

∑

swfw

)

=
∑

tw(fw ◦ p).

The important observation is that ρ satisfies the covariance relations

ρ(f)ρ(si) = (f ◦ p)ti = ti(f ◦ p ◦ σ̃i) = ti(f ◦ σi ◦ p) = ρ(f)ρ(f ◦ σi).
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Therefore by the universal property of the tensor algebra, this extends
to a completely contractive representation of A(X, σ).

Let us verify that this map is a complete isometry. We will use
the fact that the full Fock representation is completely isometric. For
each x ∈ X, choose (i,x) ∈ X̃ so that p((i,x)) = x. Observe that
λ(i,x)ρ = λx. Indeed, both representations send si to the left shifts Li,
so it suffices to check what happens to C0(X). If w = jkjk−1 . . . j1, then

pσ̃w(i,x) = σwp(i,x) = σw(x0).

So for any f ∈ C0(X),

λ(i,x)ρ(f)ξw = (f ◦ p)(σ̃w(i,x))ξw = f(σw(x0))ξw = λx(f)ξw.

Whence it follows for all elements A ∈ Mm(A0(X, σ)) that

‖A‖ =
∥

∥(idMm
⊗ ΛX)(A)

∥

∥

=
∥

∥(idMm
⊗ ΛX̃)((idMm

⊗ ρ)(A))
∥

∥

= ‖(idMm
⊗ ρ)(A)‖.

So this embedding is a complete isometry.
To prove (ii), we use the representations λX and λX̃ . As these sys-

tems are surjective, we only need to consider infinite tail represen-
tations. If (i,x) ∈ X̃, then the choice of the infinite tail beginning
with this point is uniquely determined by Lemma 3.1. This represen-
tation λi,(x̃0,x̃1,... ) will be denoted by τ(i,x). Now if x ∈ X, the infi-

nite tails beginning at x are precisely the points (i,x) ∈ X̃ such that
p((i,x)) = x. Arguing exactly as in the previous paragraph, we see
that τ(i,x)ρ = λ(i,x).

By Lemma 2.1, we have C∗
e(A(X̃, σ̃)) = C∗(λX̃(A(X̃, σ̃))). Moreover

the previous paragraph shows that λX̃ρ ≃ λX yields a maximal com-
pletely isometric representation of A(X, σ) into this C*-algebra. So
C∗

e(A(X, σ)) is the C*-algebra generated by its image. So it suffices to
demonstrate that this is the whole algebra.

It is convenient to consider C∗
e(A(X̃, σ̃)) as generated by C0(X̃) and

{tif : 1 ≤ i ≤ n, f ∈ C0(X̃)}. Observe that t1, . . . , tn are Cuntz isome-
tries, meaning that they have orthogonal ranges with sum to the whole
space. This is evident in each infinite tail representation. Moreover,
one can see that tit

∗
i = χi. In the non-unital case, this makes sense

in the multiplier algebra of C∗
e(A(X̃, σ̃)) which contains t1, . . . , tn and

all bounded continuous functions on X̃. This follows from Lemma 3.2
because

tit
∗
i = ti1t

∗
i = χitit

∗
i
χi ≤ χi.

Since 1 =
∑

tit
∗
i ≤

∑

i
χi = 1, we have equality.
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The subalgebra ρ(C∗
e(A(X, σ)) is generated by the algebra of func-

tions {f ◦ p : f ∈ C0(X)} and {ti(f ◦ p) : 1 ≤ i ≤ n, f ∈ C0(X)}. It

suffices to show that all of C0(X̃) is in the smaller algebra. To this end,
it is enough to show that the algebra

⋃

w∈F
+
n

twρ(C0(X))t∗w is dense in

C0(X̃). Now by Lemma 3.2, for |w| = k ≥ 1,

tw(f ◦ p)t∗w = χw(f ◦ p ◦ τk)twt∗w = χw(f ◦ pk).

By the Stone–Weierstrass Theorem, it suffices to show that this sub-
algebra separates points and does not vanish anywhere. The latter is
clear. If (i,x) 6= (j,y), then either i 6= j or for some k ≥ 0, xk 6= yk.
In the former case, there is a k ≥ 1 so that the initial segment of i is a
word w which differs from the initial segment of j. So choose f ∈ C0(X)
so that f(xk) 6= 0, and if yk 6= xk, make f(yk) = 0. Then in either case,

tw(f ◦ p)tw(i,x) = χw(i,x)f(xk) 6= 0,

and

tw(f ◦ p)tw(j,y) = χw(j,y)f(yk) = 0.

It follows that C∗(ρ(A(X, σ))) = C∗
e(A(X̃, σ̃)).

Remark 3.4. This proof and the various algebraic relations imply that
C∗

e(A(X, σ)) is the closed span of

{tvf t∗w : v, w ∈ F
+
n , f ∈ C0(X̃)}.

For instance, suppose X̃ compact. When span{twt∗w : w ∈ F
+
n } is

dense in C(X̃) (or equivalently when the characteristic functions of the

sets X̃w for w ∈ F
+
n separate the points of X̃), then C∗

e(A(X, σ)) is
isomorphic to the Cuntz algebra On.

Example 3.5. Consider X = {1, . . . , n}N and for 1 ≤ i ≤ n, set

σi((x0, x1, x2, . . . )) = (i, x0, x1, x2, . . . ).

Obviously X = X̃ and the characteristic functions of the X̃w’s separate
the points of X̃. So C∗

e(A(X, σ)) = On.

As a consequence of this theorem, we are able to describe the C*-
algebra C∗

e(A(X, σ)) as a groupoid C*-algebra. Following [1] or [10],

we denote by C∗(X̃, τ) the groupoid C*-algebra associated to the lo-
cal homeomorphism τ . The route to the proof is via Cuntz–Pimsner
algebras of the associated C*-correspondences, which are shown to be
isomorphic.
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Corollary 3.6. Let (X, σ) be a surjective multivariable dynamical sys-
tem. Then,

C∗
e
(A(X, σ)) ≃ C∗(X̃, τ).

Proof. Deaconu, Kumjian and Muhly [11] prove that C∗(X̃, τ) is
the Cuntz-Pimsner C*-algebra associated to the C*-correspondence
E = C0(X̃) endowed with the C0(X̃)-valued inner product

〈ξ, η〉(x) =
∑

τ(y)=x

ξ(y)η(y) =
n

∑

i=1

ξ(σ̃i(x))η(σ̃i(x))

for η, ξ ∈ E and x ∈ X̃. The left and right actions of C0(X̃) are given
by

f · ξ(x) = f(x)ξ(x) and ξ · f(x) = ξ(x)f(τ(x))

for ξ ∈ E and f ∈ C0(X̃).
On the other hand, in [9] it is shown that C∗

e(A(X̃, σ̃)) is the Cuntz-

Pimsner algebra associated to the C*-correspondence F = C0(X̃ × n)
over C0(X̃) in the following way: The C0(X̃)-valued inner product is

〈ξ, η〉(x) =

n
∑

i=1

ξ(x, i)η(x, i)

and the left and right actions of C0(X̃) are

f · ξ(x, i) = f(σ̃i(x))ξ(x, i) and ξ · f(x, i) = ξ(x, i)f(x)

for η, ξ ∈ F , f ∈ C0(X̃) and x ∈ X̃.
To prove that these two Cuntz-Pimsner algebras are ∗-ismorphic, we

will show that the C*-correspondences E and F are unitarily equiva-
lent, i.e. there is a C0(X̃)-bimodule map from E onto F which preserves
the inner products.

Define h : X̃ × n → X̃ by h((x, i)) = σ̃i(x). Then consider the map
U from C0(X̃) to C0(X̃ × n) by Uξ = ξ ◦ h. It is easy to verify that

U is a C0(X̃)-bimodule map from E onto F which preserves the inner
products.

Example 3.7. To illustrate this corollary, let’s have another look at
Example 3.5. In this example, the local homeomorphism τ : X̃ → X̃

is just the left shift

τ((x0, x1, x2, . . . )) = (x1, x2, . . . ).

By [10, Example 1], the associated groupoid C*-algebra C∗(X̃, τ) is
On.
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The next step is to describe the C*-envelope of A(X, σ) as the crossed
product B ⋊α N of a C*-algebra B by a single endomorphism α. This
construction was introduced by Cuntz [7] when he described his alge-
bras On as crossed products of UHF algebras by endomorphisms. This
construction applies more generally (see [8] and [19] for the non-unital
case).

We recall how the crossed product by an endomorphism is defined.
Let B be a C*-algebra and let α be an injective ∗-homomorphism of B

into itself. In the unital case, there exists a unique C*-algebra B ⋊α N

generated by B and an isometry S such that

SbS∗ = α(b) for all b ∈ B

and satisfying the universal property: for any ∗-homomorphism π of B

into B(H) and any isometry T ∈ B(H) such that Tπ(b)T ∗ = π(α(b)),
there is a ∗-homomorphism π̃ : B ⋊α N → B(H) extending π such that
π̃(S) = T . In the non-unital case, the isometry lives in the multiplier
algebra. B ⋊α N is defined as the universal algebra generated by B

and {Sb : b ∈ B}; and the universal property is that the map π above
extends to π̃ satisfying π̃(Sb) = Tπ(b) for all b ∈ B.

As usual, this crossed product has a family of gauge automorphisms
γz for z ∈ T determined by

γz(b) = b for b ∈ B and γz(S) = zS.

A standard argument shows that integration over T yields a faithful
conditional expectation Γ(A) = 1

2π

∫ 2π

0
γeiθ(A) dθ from B ⋊α N onto B.

We turn to the definition of B in our setting. We know from The-
orem 3.3 and the Cuntz and covariance relations of A := C∗

e(A(X, σ))
that this algebra is the closed span of words of the form

{tvf t∗w : v, w ∈ F
+
n , f ∈ C0(X̃)}.

The universal property of the C*-envelope also guarantees that for each
z ∈ T, there are ∗-automorphisms ψz of A determined by ψz(f) = f for

f ∈ C0(X̃) and ψz(ti) = zti for 1 ≤ i ≤ n. We define an expectation of

Ψ of A into itself by integration: Ψ(A) = 1
2π

∫ 2π

0
ψeiθ(A) dθ. It is easy

to see that

Ψ(tuf t∗v) =

{

tuf t∗v if |u| = |v|

0 otherwise

Define

B = Ran(Ψ) = span{tuf t∗v : u, v ∈ F+
n , |u| = |v|, f ∈ C0(X̃)}.
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For k ≥ 0, define

Bk = span{tuf t∗v : u, v ∈ F+
n , |u| = |v| = k, f ∈ C0(X̃)}.

Since t∗vtu = δu,v when |u| = |v|, it is evident that Bk is a C*-subalgebra

of C∗
e(A(X, σ)) which is ∗-isomorphic to Mnk(C0(X̃)) via the map

which sends tuf t∗v to f ⊗ Eu,v, where {Eu,v : |u| = |v| = k} denote
the matrix units of Mnk .

Moreover, Bk is contained in Bk+1 because if |v| = |w| = k, then

tuf t∗v = tuf

n
∑

i=1

tit
∗
i t

∗
v =

n
∑

i=1

tui(f ◦ σ̃i)t
∗
vi

(Observe that this is not imbedded in the usual manner of UHF al-

gebras because of the fact that B0 = C0(X̃) is imbedded into Bk by
sending f to the diagonal operator diag(f ◦ σw). Since the maps σw,
for |w| = k, are homeomorphisms onto pairwise disjoint clopen subsets

of X̃, this carries B0 onto the full diagonal of Bk.) It follows that

B =
⋃

k≥0
Bk.

In particular, B is a C*-subalgebra of A which is the inductive limit of
homogeneous C*-algebras.

Define a proper isometry V = 1√
n

∑n
i=1 ti in A. Observe that

α(b) = V bV ∗ for b ∈ B

determines a ∗-endomorphism. Thus we can define the crossed product
B ×α N.

Theorem 3.8. Let (X, σ) be a multivariable dynamical system with
n ≥ 2. Then, with the above notation,

C∗
e
(A(X, σ)) ≃ B ×α N.

Proof. First we show that C∗
e(A(X, σ)) is generated by B and V . This

is straightforward. If tuf t∗v is given, with |v| ≤ |u|, let k = |u| − |v|.
Then

(nk/2tuf t∗vt
∗k
1 )V k = tuf t∗v.

So tuf t∗v belongs to C∗(B, V ). But these elements together with their
adjoints span C∗

e(A(X, σ)).
By the universal property of B ×α N, there is a ∗-homomorphism

π : B ⋊α N → C∗
e(A(X, σ))

such that π|B = id and π(S) = V . This is surjective, and it is easy
to see that Ψπ = πΓ. The gauge invariant uniqueness theorem shows
that π is an isomorphism.
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Remark 3.9. When n = 1, B is just C0(X̃) and the isometry V is ac-
tually a unitary. Thus this result recovers Peters result [17] describing
the C*-envelope as a C*-crossed product by Z.

4. The non-surjective case: adding a tail

The previous section only applies when the union of the ranges
⋃n

i=1 σi(X) is all of X. When the system is not surjective, there is
a technique called “adding a tail” which comes from the construction
of graphs without sources from ones that have them. This is now a
standard procedure.

Given a dynamical system (X, σ), let U = X \ ∪n
i=1σi(X). Define

T = {(u, k) : u ∈ U, k < 0} and XT = X ∪ T . For each 1 ≤ i ≤ n, we
extend σi to a map σT

i : XT → XT by

σT
i (u, k) = (u, k + 1) for k < −1, and σT

i (u,−1) = u.

We can consider the new multivariable dynamical system (XT , σT ).

Theorem 4.1. Let (X, σ) be a non-surjective multivariable dynamical
system, and let (XT , σT ) be the system with an added tail. Then,

(i) A(X, σ) can be embedded in A(XT , σT ) via a completely isomet-
ric homomorphism and its image is completely contractively com-
plemented in A(XT , σT ).

(ii) C∗
e
(A(X, σ)) is a full corner of C∗

e
(A(XT , σT )).

Proof. Let t1, . . . , tn denote the generators of A(XT , σT ). Extend each
f ∈ C0(X) to a function fT ∈ C0(X

T ) by setting it to be 0 on T . Then
we can embed A(X, σ) into A(XT , σT ) by

j(f) = fT and j(sif) = tif
T .

Clearly this is an algebra homomorphism. Note that if X is compact,
then j(si) = j(si1) = ti1

T = tiχX where χX is the characteristic func-
tion of X in C(XT ). Indeed, since X is invariant for σT , we have

j(swf) = twf
T = χXtwf

TχX .

To see that this embedding is completely isometric, it suffices to
consider the two full Fock representations which are the direct sum
of all orbit representations. As X is invariant under the maps σT

i , it
is evident that orbit representations πx and πT

x for the two systems
coincide for all x ∈ X.

If (u, k) belongs to the tail T , then consider the representation πT
(u,k)j,

the restriction of the orbit representation πT
(u,k) to A(X, σ). We claim
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that this is unitarily equivalent to 0(α) ⊕ π
(β)
u where 0 is the 1-dimens-

ional zero representation, α =
∑k−1

s=0 n
s and β = nk. Indeed, on the

basis vectors ξw for |w| < k, fT (σw(u, k)) = fT (u, k − |w|) = 0. Hence
πT

(u,k)(j(A))ξw = 0 for all A ∈ A(X, σ) and all |w| < k. Observe that for

each word w with |w| = k, the restriction of πT
(u,k) to span{ξvw : v ∈ F

+
n }

is unitarily equivalent to πT
u . Hence the claim follows.

Combining these two observations, one sees that ΠXT j is completely
isometric to ΠX , and indeed they are the direct sum of the same rep-
resentations with different non-zero multiplicities.

The last assertion of (i) will be established in (ii) below.
To prove (ii), we use Lemma 2.1 to note that the representations λX

and λXT are completely isometric maximal representations of A(X, σ)
and A(XT , σT ) respectively. Note that any infinite tail (i,x) of (X, σ)
is also an infinite tail of (XT , σT ). So the sum of all of these repre-
sentations, λX,2, is a direct summand of λXT |A(X,σ). The other sum-
mands of λX are the orbit representations λu for u ∈ U . In (XT , σT ),
these can be dilated to infinite tail representations by setting x =
(u, (u,−1), (u,−2), . . . ) and taking an arbitrary infinite sequence i. It
is easy to see that these two options exhaust all of the summands of
λXT . These latter infinite tail representations restrict to A(X, σ) to

yield the representation 0(∞) ⊕ λ
(∞)
u . The argument is essentially the

same as the analysis above of the representations πT
(u,k), except that the

multiplicities are now countably infinite. It follows that C∗
e(A(X, σ))

is isomorphic to the C*-subalgebra of C∗
e(A(XT , σT )) generated by the

image of A(X, σ).
We can summarize what we’ve proved so far in the following com-

mutative diagram:

A(XT , σT ) � �
λ

XT
// C∗

e(A(XT , σT ))

A(X, σ) � � λX
//

?�

j

OO

C∗
e(A(X, σ))

?�

j̃

OO�

�

�

More concretely,

C∗
e(A(XT , σT )) = span{tufu,vt

∗
u : fu,v ∈ C0(XT ), u, v ∈ F+

n }

and

C∗
e(A(X, σ)) = span{χXtufT

u,vt
∗
v
χX : fu,v ∈ C0(X), u, v ∈ F+

n }.

Thus it is evident that

C∗
e(A(X, σ)) = χXC∗

e(A(XT , σT ))χX .
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So this is a corner of C∗
e(A(XT , σT )).

To see that this is a full corner, observe that if |w| = k, then

(tuf t∗w)χX(twgtv) = tu(fgχτk(X))tv.

Since the sets τk(X) are an increasing sequence of clopen sets with
union XT , χτk(X) is an approximate unit for C0(X

T ). It follows that

tufgtv lies in C∗
e(A(XT , σT ))χXC∗

e(A(XT , σT )). Thus it is a full corner.
Moreover we see that the map taking A ∈ A(XT , σT ) to AχX is a

completely contractive idempotent projection onto A(X, σ) with com-
plementary map sending A to AχT , which is also a complete con-
traction. Thus A(X, σ) is completely contractively complemented in
A(XT , σT ).

5. Simplicity

In this last section, we consider when the C*-envelope of A(X, σ) is
simple. We will soon restrict our attention to the compact case.

Definition 5.1. A subset A ⊂ X is invariant for (X, σ) if σi(A) ⊂ A

for 1 ≤ i ≤ n. Say that A is bi-invariant if in addition, σ−1
i (A) ⊂ A

for 1 ≤ i ≤ n.
If (X, σ) is a dynamical system, let the orbit of a point x be O+(x) =

{σw(x) : x ∈ F
+
n } and let the full orbit of x be the smallest set O(x)

containing x which is bi-invariant.
If (X, σ) is a compact dynamical system, we say (X, σ) is minimal

if and only if every orbit is dense in X or equivalently, there are no
proper closed invariant sets.

Example 5.2. Consider the space X = {0, 1, 2}. For i = 1, 2, define a
map

σi(j) =

{

i if j = i

0 otherwise

Then {0} is a proper closed invariant set. However, one can easily
check that X has no proper bi-invariant sets.

Observe that X̃ consists of the points

(1, 1), (2, 2), (i, 0) for i ∈ nN and
(

(i1 . . . ik−121), 0k1)
)

,
(

(i1 . . . ik−112), 0k2)
)

for k ≥ 1,

where 0, 1 and 2 represent an infinite string of the digit 0,1 or 2
respectively, and 0k represents a string of k zeros. Now

p−1(0) = X̃ \ {(1, 1), (2, 2)}
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is invariant, but not bi-invariant. It contains the subset {(i, 0) : i ∈ nN}
which is a proper closed bi-invariant set.

The difference in the two situations results from the fact that the
inverse map τ on X̃ takes a point to its unique preimage under the
maps σ̃i. In X, the point 0 has multiple preimages.

Example 5.3. Consider the space X = N with the map σ(n) = n+ 1.
Then X contains many proper closed invariant sets, but has no proper
bi-invariant set. In this case, X = X̃. So no improvement is obtained.
This system is not surjective. Adding a tail yields the analogous system
on Z, which also has many invariant sets, but no proper bi-invariant
sets. The algebra C∗

e(A(X, σ)) is the compact operators, which is sim-
ple.

Proposition 5.4. Let (X, σ) be a compact dynamical system. Mini-
mality implies that (X, σ) is surjective; and the following are equivalent:

(1) (X, σ) is minimal.

(2) (X̃, σ̃) is minimal.
(3) (X̃, σ̃) has no proper closed bi-invariant subset.

Proof. If (X, σ) is not surjective, then A =
⋃n

i=1 σi(X) is a proper
closed invariant subset. So minimality implies surjectivity.

If A ⊂ X is a proper closed invariant set, then Ã = p−1(A) is a

proper closed invariant subset of (X̃, σ̃). So (2) implies (1).
Suppose that B ⊂ X̃ is closed and invariant. Define a sequence of

subsets

B0 = B and Bk+1 =

n
⋃

i=1

σ̃i(Bk) for k ≥ 0.

Then this is a decreasing sequence of non-empty compact invariant
sets. Hence B∞ =

⋂

k≥0Bk is a non-empty closed invariant set.
We claim that B∞ is bi-invariant. Indeed, if x ∈ B∞, then x = σ̃i(y)

for a unique choice of i and y, namely y = τ(x) and i is determined by

membership in X̃i, which are disjoint sets. Since x ∈ Bk+1, it follows
that y ∈ Bk. This holds for all k ≥ 0, and thus y ∈ B∞. So (3) implies
(2).

Clearly, (2) implies (3). Finally suppose that (X, σ) is minimal, and

fix a point (i,x) ∈ X̃. We will show that the orbit O+((i,x)) is dense
in X̃. To this end, suppose that (j,y) is an arbitrary point in X̃. A
basic open neighbourhood of (j,y) is given by an integer p and open
sets Uk of yk for 0 ≤ k ≤ p:

U = {(i, z) : ik = jk for 0 ≤ k < p and zk ∈ Uk for 0 ≤ k ≤ p}.
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Moreover, we may suppose that σjk
(Uk+1) ⊂ Uk by replacing U1 by a

smaller open neighbourhood of y1 which is mapped by σj0 into U0 by
using the continuity of σj0 . Then replace U2 by a smaller open set, etc.

Since X is minimal, O+(x0) is dense in X. Select a word w so that
σw(x0) = zp ∈ Up. Define zk = σjk

(zk+1) for k = p− 1, . . . , 0. Consider
the point

σ̃j0j1...jp−1w((i,x)) =
(

(j0j1 . . . jp−1wi), (z0, z1, . . . , zp, . . . )
)

.

This evidently belongs to U . Hence O+((i,x)) is dense in X̃. So (X̃, σ̃)
is minimal.

Recall that in the surjective case, we have expressed C∗
e(A(X, σ)) as

the crossed product of a C*-algebra B by an endomorphism, B ×α N,
where α(b) = 1

n

∑n
i,j=1 tibt

∗
j and B is the span of all elements tuf t∗v for

|u| = |v| and f ∈ C0(X̃). An ideal of B will intersect C0(X̃) in an
ideal, and so will have the form IF = {f ∈ C0(X̃) : f |F = 0}, where F

is a closed subset of X̃.

Definition 5.5. Call a subset F of (X̃, σ̃) robust if F contains σ̃wτ
|w|(x)

for every x ∈ F and w ∈ Fn.

The robust closed subsets are not necessarily bi-invariant, but they
they do have the property that if |v| = |w| and y ∈ X̃ such that
σ̃v(y) ∈ F , then σ̃w(y) ∈ F as well. This is the key concept in the
following result.

Lemma 5.6. Let (X, σ) be a surjective, multivariable dynamical sys-
tem. Then the α-invariant ideals of B are in bijective correspondence
with the closed robust τ -invariant subsets of X̃ via the map taking J to
F , where J ∩ C0(X̃) = IF .

Proof. Let J be an α-invariant ideal of B. Now B is the inductive
limit of subalgebras Bk ≃ Mnk(C0(X̃)). Hence J is the closed union
of the ideals Jk := J ∩ Bk for k ≥ 0. These ideals have the form
Jk ≃ Mnk(IFk

) for some closed subsets Fk of X̃.
The injection of Jk into Jk+1 sends tuf tv, where |u| = |v| = k, to

∑n
i=1 tui(f ◦ σ̃i)tvi. This shows that if f ∈ IFk

, then f ◦ σ̃i belong to
IFk+1

. This implies that

n
⋃

i=1

σ̃i(Fk+1) ⊂ Fk.

In particular, this implies that Fk+1 ⊂ τ(Fk).
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On the other hand, if f ∈ IFk+1
and |u| = |v| = k, then Jk+1 contains

tu(tif t∗i )t
∗
v = tuχi(f ◦ τ)t∗v by Lemma 3.2. Hence χi(f ◦ τ) belongs to

IFk
, and thus vanishes on Fk. This implies that

τ(Fk) =
n

⋃

i=1

σ−1
i (Fk) ⊂ Fk+1.

Together these relations show that

Fk+1 = τ(Fk) and Fk =

n
⋃

i=1

σ̃i(Fk+1).

Therefore Fk = τk(F0) and F0 =
⋃

|w|=k σ̃w(Fk). Hence F0 is robust.

Since α(J) ⊂ J, we see that if f ∈ IFk
and |u| = |v| = k, then

α(tuf t∗v) =
1

n

n
∑

i,j=1

tituf t∗vt
∗
j ∈ Jk+1.

Thus f ∈ IFk+1
. Therefore IFk

⊂ IFk+1
, whence Fk+1 ⊂ Fk. It follows

that τ(Fk) ⊂ Fk. So each Fk is τ invariant. In particular, F0 is robust
and τ -invariant.

Conversely, suppose that F0 is robust and τ -invariant. Define Fk =
τk(F0) for k ≥ 1. It follows from the robustness of F0 that each Fk is
also robust. In particular, Fk =

⋃n
i=1 σ̃i(Fk+1). Let

Jk = span{tuf t∗v : |u| = |v| = k and f ∈ IFk
} and J =

⋃

k≥0

Jk.

Reversing the arguments above shows that Jk ⊂ Jk+1 and α(Jk) ⊂ Jk+1

for all k ≥ 0. It follows that the union J is an α-invariant ideal of B.
An element f ∈ Jk∩C0(X̃) is represented in Bk as

∑

|u|=k tu(f◦σ̃u)t
∗
u.

This requires f ◦ σ̃u ∈ IFk
for all |u| = k. Arguing as above, this means

that f ∈ IF0
. Therefore Jk ∩ C0(X̃) = IF0

for all k ≥ 0, and thus
the same holds for J. This shows that the map taking J to F0 is a
surjection onto the collection of τ -invariant, closed robust sets. Also
the details of the structure show that F0 determines the sets Fk and
hence the ideals Jk. So this map is injective.

Remark 5.7. There are α-invariant ideals determined by non-constant
sequences of sets. An easy example starts with X = [0, 1] × 2N and
two maps σi(x, i) = (x2, ii). Since σ1 and σ2 are injective maps with

complementary ranges, one sees that X̃ = X. Consider F0 = [r, 1]×2N

for any 0 < r < 1. Then Fk = [r2−k

, 1] × 2N satisfy the relations, and
therefore determine a proper α-invariant ideal of B. The only proper
closed bi-invariant sets are {0} × 2N and {1} × 2N.
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We will be interested in α-invariant ideals of B which are obtained
from ideals of B×α N by intersection with B. This puts an additional
constraint on J, namely that t∗i Jtj ⊂ J. Reasoning as above, one sees
that if f ∈ IFk+1

, then f ∈ IFk
. So we deduce that Fk = F0 for all

k, and F is a bi-invariant set. So the ideals associated to bi-invariant
sets play a more important role for us. An apparently weaker but more
intrinsic condition leads to the same result.

Definition 5.8. An ideal J of B is α-bi-invariant if α(J) ⊂ J and
whenever α(b) ∈ J, then b ∈ J.

Corollary 5.9. Let (X, σ) be a surjective multivariable dynamical sys-
tem. Then the α-bi-invariant ideals of B are in bijective correspondence
with the closed σ̃-bi-invariant subsets of X̃ via the map sending J to
J ∩ C0(X̃) = IF .

Proof. In particular, J is τ -invariant. So we adopt the notation of
the previous proof to describe J. Suppose that f ∈ IFk

. Then τk(f) =
n−k

∑

|u|=|v|=k tuf t∗v belongs to Jk. By the bi-invariance, we have f ∈ J.
Therefore IF0

= IFk
. Thus

F0 = τ(F0) =

n
⋃

i=1

σ̃i(F0).

In other words, F0 is bi-invariant.
Conversely, if F0 is bi-invariant, then following the construction of

Lemma 5.6, we have Fk = F0 and and Fk =
⋃n

i=1 σ̃i(Fk+1) for all k ≥ 0.
It is easy to see that if b ∈ Jk+1, then t∗i btj belongs to Jk for all i, j. In
particular, if α(b) ∈ Jk+1, then b ∈ Jk. So J is α-bi-invariant.

These results are more transparent in the unital case. We have the
following variant on Proposition 5.4.

Corollary 5.10. Let (X, σ) be a surjective, compact, multivariable dy-
namical system with n ≥ 2. Then the following are equivalent:

(1) X is minimal.
(2) B has no proper α-invariant ideals.
(3) B has no proper α-bi-invariant ideals.

Proof. By Proposition 5.4, minimality of X is equivalent to having no
proper closed bi-invariant subsets in (X̃, σ̃). So by Corollary 5.9, this
is equivalent to having no proper α-bi-invariant ideals in B. So (1) and
(3) are equivalent.

Clearly, (3) implies (2). However, by Lemma 5.6, (2) implies the
existence of a proper robust τ -invariant subset F . It follows that
⋂

k≥0 τ
k(F ) is a proper closed bi-invariant set.
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We can now prove the main result of this section.

Theorem 5.11. Let (X, σ) be a compact multivariable dynamical sys-
tem (n ≥ 2). Then C∗

e
(A(X, σ)) is simple if and only if (X, σ) is

minimal.

Proof. First suppose that X is surjective and is not minimal. By
Proposition 5.4, this is equivalent to the existence of a proper closed
bi-invariant subset F of X̃. Corollary 5.10 provides an α-bi-invariant
ideal of B determined by F . Define

I = span{tuf t∗v : f ∈ IF and u, v ∈ F
+
n }.

Since F is σ̃-invariant, this is seen to be an ideal of C∗
e(A(X, σ)). We

use the τ -invariance of F to see that I∩C0(X̃) = IF . This follows from
Lemma 3.2 since this intersection will contain twf t∗w = χw(f ◦ τ |w|). It
follows that C∗

e(A(X, σ) is not simple.
When (X, σ) is not surjective, it is definitely not minimal. Moreover,

it is clear that the surjective system (XT , σT ) is not minimal either.
Thus C∗

e(A(XT , σT )) is not simple. Now C∗
e(A(X, σ)) is a full corner

of C∗
e(A(XT , σT )), so they are Morita equivalent. In particular, there

is a bijective correspondence between their ideals. So C∗
e(A(X, σ)) is

not simple either.
Now suppose that X is minimal. Then in particular (X, σ) is surjec-

tive. Lemma 5.6 shows that B has no proper α-invariant ideals. We
will apply a result of Paschke [16] to see that C∗

e(A(X, σ)) ≃ B ×α N

is simple. The C*-algebra B is the inductive limit of matrix algebras
over C(X̃). Since X is compact, these algebras are unital and the
imbeddings are unital. It follows from Johnson [14] that B is strongly
amenable. Since B has no proper α-invariant ideals, Paschke’s result
shows that B ×α N is simple.

Remark 5.12. When n = 1, the previous theorem is false. For ex-
ample, when X is just one point and σ is the identity mapping, then
A(X, σ) is the disc algebra. This system is obviously minimal, but
C∗

e(A(X, σ)) = C(T) is not simple. Since X̃ = X is a point, this
follows, for example, from Peters [17] identification

C∗
e(A(X, σ)) = C(X̃) ×α Z = C(T).

It is well-known that one must require X̃ to be infinite to apply the
previous simplicity criteria. But when n ≥ 2, X̃ is necessarily infinite.

The results of Schweizer [18] show that unital Cuntz–Pimsner alge-
bras are simple if and only if the analogue of the C*-subalgebra B has
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no invariant ideals. This result could be applied here, but is technically
more difficult.

Naturally one wants a nice condition that is equivalent to simplicity
in the non-compact case as well. We suspect that this should hold pre-
cisely when X̃ has no proper bi-invariant closed subsets. Example 5.3
shows that this is not equivalent to proper invariant sets in X. Exam-
ple 5.2 shows that this is not equivalent to proper bi-invariant sets in X
even when X is compact. So we have no good idea about a dynamical
condition on X which determines this property.
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