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Abstract

This present analysis deals with the regularity of the solutions of bilinear control systems of the
type x′ = (A + u(t)B)x where the state x belongs to some complex infinite dimensional Hilbert
space, the (possibly unbounded) linear operators A and B are skew-adjoint and the control u
is a real valued function. Such systems arise for instance in quantum control with the bilinear
Schrödinger equation.

Under some hypotheses on the commutator of the operators A and B, it is possible to define
the solution of the system for controls in the set of Radon measures and to obtain precise a
priori energy estimates of the solutions. This leads to a natural extension of a celebrated non-
controllability result of Ball, Marsden and Slemrod.

Moreover, upper bounds on the error made by replacing the original systems by its finite
dimensional Galerkin approximation are obtain from the energy estimates. This allows to use
geometric (finite dimensional) techniques to obtain approximate controllability results for the
original infinite dimensional problem.
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1 Introduction

1.1 Physical context

The state of a quantum system evolving on a finite dimensional Riemannian manifold Ω, with associ-
ated measure µ, is described by its wave function, modeled as a point in the unit sphere of L2(Ω,C).
A physical quantity or observable O (such as energy or position), is in turn modeled by a Hermitian
operator O : D(O) ⊂ L2(Ω,C) → L2(Ω,C) such that the expected value of quantity O for a system
with wave function ψ in D(O) is

∫

Ω ψ̄Oψdµ. For instance, a system with wave function ψ will be in

a subset ω of Ω with the probability
∫

ω
|ψ|2dµ.

In the absence of interaction with the environment and neglecting the relativistic effects, the time
evolution of the wave function is given by the Schrödinger equation

i
∂ψ

∂t
= −1

2
∆ψ + V (x)ψ(x, t),

where ∆ is the Laplace-Beltrami operator on Ω and V : Ω → R is a real function (usually called
potential) accounting for the physical properties of the system. When submitted to an excitation by
an external electric field (e.g. a laser), the Schrödinger equation reads

i
∂ψ

∂t
= −1

2
∆ψ + V (x)ψ(x, t) + u(t)W (x)ψ(x, t), (1.1)

where W : Ω → R is a real function accounting for the physical properties of the laser and u is a real
function of the time accounting for the intensity of the laser.

For skew-symmetry reasons, the unit sphere S of L2(Ω,C) is invariant by the dynamics of (1.1).
A natural question, with many practical implications, is whether it is possible or not to find a control
u that steers the quantum system from a given initial wave function in S to a given target wave
function in S.

1.2 State of the art

If Ω = (−1, 1), V = 0, and W : x 7→ x, with Dirichlet boundary conditions, then the system (1.1)
is exactly controllable (see [BL10]) in H3

(0)(Ω) ∩ S. The results extends to control potentials W

sufficiently irregular, i.e., such that the sequence
(

∫ 1
−1W (x) cos(kx) cos(x)dx

)

k∈N
converges toward

zero slowly enough (see also [NN12]).
Our point of view in the present analysis was somehow the opposite. Starting with smooth

potentials we tried to give upper bounds on the attainable set. To the best of our knowledge, no
description of the attainable set is currently available for systems that do not satisfy the hypotheses
of [BL10], for instance when Ω is a compact manifold, V = 0 and W is smooth (C∞) function. The
regularity of W is a no-go for the linear test (see [Cor07]) used in [BL10]. Smooth potentials are the
most relevant from the physical point of view, see [CTLD73, Figure 7a, page 35] and physicists pay
a a particular attention to potentials producing smooth wave function, see Cohen-Tannoudji et al.,
[CTLD73, Section II-A-1, page 94] :

“From a physical point of view, it is clear that the set L2(Ω,C) is too wide in scope:
given the meaning attributed to |ψ(x, t)|2, the wave functions which are actually used
possess certain properties of regularity. We can only retain the functions ψ(x, t) which
are everywhere defined, continuous, and infinitely differentiable”

3



As a consequence it seems that relevant models have to include smooth potentials.
Equation (1.1) belongs to a class called bilinear Schrödinger equation in the control community,

the term bilinear referring to the linear dependence with respect to ψ and the affine dependence with
respect to u. A (single input) bilinear control system in a vector space H is given by an evolution
equation

d

dt
x = Ax+ u(t)Bx (1.2)

where A and B are two (possibly unbounded) linear operators on H and u is a real-valued function
usually called control. Well-posedness of bilinear evolution equations of type (1.2) for a given control
u is usually a difficult question. If K is a subset of R such that for every u in K, A+ uB generates
a contraction semi-group t 7→ et(A+uB), then for every piecewise constant function of the form u =
∑p

j=1 uj1[τj ,τj+1) where u1, . . . , up ∈ K and τ1 < τ2 < . . . < τp+1 one defines the associated propagator
of (1.2) by

Υu
t,τ1 = e(t−τj )(A+ujB) ◦ e(τj−τj−1)(A+uj−1B) ◦ · · · ◦ e(τ2−τ1)(A+u1B)

for every t in (τj , τj+1). The solution of (1.2) with initial value x0 at time τ1 is t 7→ Υu
t,τ1ψ0. When

τ1 = 0, we will denote Υu
t,0 = Υu

t .
Since their precise description seems out of reach, one could try to use the regularity of the

solutions of (1.1) to bound the attainable sets of bilinear systems.
Ball, Marsden, and Slemrod proved the general result

Theorem 1 (Theorem 3.6 in [BMS82]). Let X be an infinite dimensional Banach space, A generates
a C0 semi-group of bounded linear operators on X and B be a bounded linear operator on X . Then
for any T ≥ 0, the input-output mapping u 7→ Υu

T,0 admits a unique continuous extension to the set

of integrable functions on [0, T ] endowed with the L1 topology, and the attainable set

⋃

r>1

⋃

T≥0

⋃

u∈Lr([0,T ],R)

{Υu
t,0ψ0, t ∈ [0, T ]} (1.3)

is a meager set in X and hence has dense complement.

Theorem 1 implies (see [Tur00]) that equation (1.1) is not controllable in (the Hilbert unit sphere
of) L2(Ω) when ψ 7→Wψ is bounded in L2(Ω). Moreover, in the case in which Ω is a domain of Rn

and W : Ω → R is C2, if the control u is restrained to Lp([0,+∞),R) with p > 1, then equation (1.1)
is neither controllable in the Hilbert sphere S of L2(Ω) nor in the natural functional space where the
problem is formulated, namely the intersection of S with the Sobolev spaces H2(Ω) and H1

0 (Ω).
The main argument of [BMS82] is as follows. If a sequence (un)n∈N converges weakly in Lp

toward some function u in Lp, then for every ψ0 in X , for every t ≥ 0,
(

Υun
t,0ψ0

)

n∈N
converges toward

Υu
t,0ψ0 in X . By Alaoglu-Bourbaki theorem, one can extract from any bounded sequence in Lp a

subsequence that weakly converges in the (topological) dual of the (topological) dual of Lp, that is
Lp provided p > 1. Hence the attainable set (1.3) of (1.1) from ψ0 with Lp, p > 1, controls can be
written as a countable union of relatively compact subsets of X . This union is a meager set, hence
has empty interior in X by Baire theorem.

Remark 1. The above argument does not hold anymore if one considers controls in L1, since L1 is
not a reflexive space. This is the content of [BMS82, Remark 3.8], where the question of the possible
extension of the above result to r = 1 is qualified as open except in the so called ([Sle84]) diagonal
case, see [BMS82, Theorem 5.5].
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1.3 Main results

1.3.1 Upper bound for attainable set of bilinear control systems

Our aim is to give upper bounds for attainable set of bilinear control systems. Our main result is the
following

Theorem 2 (Proved in Section 3.2). Let H be an infinite dimensional separable Hilbert space, A be a
maximal dissipative operator on H with domain D(A) and B an operator on H such that B − c
and −B − c′ generate contraction semi-groups leaving D(A) invariant for some real constants c
and c′. If A + uB is maximal dissipative with domain D(A) for every u in R and if the map
t ∈ R 7→ etBAe−tB ∈ L(D(A),H) is locally Lipschitz, then, (i) for every T > 0, there exists a unique
continuous extension to L1([0, T ],R) of the input-output mapping of (1.2) u 7→ Υu

T,0 ∈ L(H,H), and
(ii) for every ψ0 in H, the set

⋃

α≥0

⋃

T≥0

⋃

u∈L1([0,T ],R)

{αΥu
t,0ψ0, t ∈ [0, T ]}

is a meager set in H and hence has dense complement.

In the special case where the control operator B is bounded, we obtain a simplified statement
similar to the one of [BMS82] and dealing with L1 controls:

Proposition 3 (Proved in Section 3.4). Let H be an infinite dimensional separable Hilbert space, A
generate a C0 semi-group of bounded linear operators on H and B be a bounded linear operator on H.
Then for every T > 0, there exists a unique continuous extension to L1([0, T ],R) of the input-output
mapping of (1.2) u 7→ Υu

T,0 ∈ L(H,H) and, for every ψ0 in H,

⋃

α≥0

⋃

T≥0

⋃

u∈L1([0,T ],R)

{αΥu
t,0ψ0, t ∈ [0, T ]}

is a meager set in H and hence has dense complement.

These results settle the open question by Ball, Marsden and Slemrod mentioned in Remark 1.
The Lipschitz hypothesis in Theorem 2 is crucial for our analysis when B is unbounded but may

be difficult to check in practice. For bilinear systems encountered in quantum physics, one can take
advantage of the skew-adjointness of the operators to make the analysis simpler. For instance, it is
possible to replace the Lipschitz assumption of Theorem 2 by a hypothesis of boundedness of the
commutator of operators A and B:

Theorem 4 (Proved in Section 4.2). Let H be an infinite dimensional separable Hilbert space, k
a positive number, A and B be two skew-adjoint operators such that (i) A is invertible, (ii) B
is A-bounded with ‖B‖A = 0, see (2.2), (iii) for every u in R, |A + uB|k/2 is self-adjoint with
domain D(|A|k/2) and (iv) there exists a constant ck(A,B) such that, for every ψ in D(|A|k),
|ℜ〈|A|kψ,Bψ〉| ≤ ck(A,B)|〈|A|kψ,ψ〉|. Then, for every T > 0, there exists a unique continuous
extension to BV ([0, T ],R) of the input-output mapping u 7→ Υu

T . Moreover, for every s < 1 + k/2
and every ψ0 in D(|A|s), the set

⋃

α≥0

⋃

T≥0

⋃

u∈BV ([0,T ],R)

{αΥu
t,0ψ0, t ∈ [0, T ]}

has dense complement in D(|A|s).
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The key of our analysis is a set of estimates of the energy of the solution of (1.1) in terms of the
L1 norm of the control u. From these estimates, one can deduce an upper bound of the distance
between the solutions of the infinite dimensional system (1.1) and the solutions of finite dimensional
approximations of this PDE. To this end, we use the notion of weak-coupling (see Definition 6).
This notion has already been introduced in [BCC13], with a slightly narrower sense and proved
its effectiveness both for theoretical analysis ([BCC12b], [BCC12c]) and for numerical simulations
([BCC12a]). Here, we apply results of geometric control theory on the (finite-dimensional) Galerkin
approximations of the system to prove:

Theorem 5 (Proved in Section 5.5). Let Ω be a Riemannian compact manifold, r in N, r ≥ 2,
V,W : Ω → R be two functions of class Cr, a 6= b two real numbers, and ψ0 be an eigenvector of
−∆+ V . Then the closure for the Hr(Ω,C) topology of the attainable set of (1.1)

⋃

T≥0

⋃

u∈U

{Υu
t,0ψ0|t ∈ [0, T ]}

is the same if the set of admissible controls U is equal to L1 controls or to the set of piecewise constant
controls taking value in {a, b}.

1.3.2 Higher regularity

Under some regularity assumptions on the control potential with respect to the scale of the uncon-
trolled operator, we are able to extend the results of the previous section. For instance we can replace
the ambient Hilbert space by any iterated domain of the uncontrolled part up to the maximal reg-
ularity allowed by the control potential. The immediate outcome of this extension is that the exact
controllability is linked to the lack of regularity of the uncontrolled potential.

Let us recall the main result of [BL10]. Below Hs
(0)((0, 1),C) will denote the domain of |A|s/2

where A is the Laplace-Dirichlet operator on (0, 1), and φ1 its first eigenvector normalized.

Theorem. Let T > 0 and µ ∈ H3((0, 1),R) be such that exists c > 0 such that c
k3

6 |〈µϕ1, ϕk〉|, for
all k ∈ N

∗. There exists δ > 0 and a C1 map Γ : VT → L2((0, T ),R) where

VT := {ψf ∈ H3
(0)((0, 1), ‖ψf ‖ = 1,C); ‖ψf − ψ1(T )‖H3 < δ},

such that, Γ(ψ1(T )) = 0 and for every ψf ∈ VT , the solution of
{

i∂ψ∂t (t, x) = −∂2ψ
∂x2 (t, x)− u(t)µ(x)ψ(t, x), x ∈ (0, 1), t ∈ (0, T ),

ψ(t, 0) = ψ(t, 1) = 0,
(1.4)

with initial condition φ(0) = φ1 and control u = Γ(ψf ) satisfies ψ(T ) = ψf .

The above result applies for instance when µ : x 7→ x is the identity function. The techniques
introduced in this paper provide estimates from above and from below for the attainable set when
using different classes of admissible controls:

Proposition 6 (Proved in Section 6.2). Let µ : x 7→ x be the identity function on (0, 1). Then, for
every T > 0, the input-output mapping u 7→ Υu

T associated with (1.4) admits a unique continuous
extension to the set R((0, T ]) of the Radon measures.

The attainable set from φ1 with Radon controls, AttR(φ1) =
⋃

T≥0

⋃

u∈R((0,T ])

{Υu
t,0φ1|0 ≤ t ≤ T}, sat-

isfies AttR(φ1) ⊂
⋂

s<5/2

Hs
(0)((0, 1),C) and AttR(φ1) 6⊂ H

5/2
(0) ((0, 1),C).
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The attainable set from φ1 with BV controls, AttBV (φ1) =
⋃

T≥0

⋃

u∈BV (0,T ]

{Υu
t,0φ1|0 ≤ t ≤ T}, is a

Hs-dense subset of the intersection of the L2 unit sphere and Hs
(0)((0, 1),C) for every s < 9/2.

1.4 Organization of our analysis

The scheme of the proofs of Theorem 2 and Proposition 3 follows the structure of the proof of Theorem
3.6 in [BMS82]. The lack of reflectiveness of L1 leads us to consider controls as Radon measures, the
weak-compactness of bounded sequences is ensured by Helly selection theorem. The main difficulty
is to define a continuous input-output mapping associated with (1.2) in such a way to guarantee
compactness properties of the attainable sets.

In Section 2 we consider bilinear evolution equations (that are not necessarily conservative) from
an abstract point of view and we define the solution for controls with bounded variations. We also
prove the well-posedness within this framework and prove the continuity of the propagators with
respect to the control parameters.

In Section 3, we use a reparametrization, inspired by physics, which we call the interacting frame-
work, to extend the results of Section 2 to the case where the control is a Radon measure. This
provides a proof of Theorem 2. A special paragraph (Section 3.4) is dedicated to the case where B is
bounded and to the proof of Proposition 3.

When considering closed quantum systems, the operators A and B appearing in (1.2) are skew-
adjoint. Section 4 is devoted to the regularity analysis of the solution obtained so far when further
assumption are made on the control potential. The energy estimates we obtain are then used in
Section 5 which is dedicated to finite dimensional approximation of our solutions. Some consequences
for control are expanded in Section 5.5 which contains a proof of Theorem 5. These results are applied
in Section 6 to various examples.

1.5 Notations

All along this analysis, T is a positive real.

Bounded operators space Let X and Y be two Banach spaces, L(X ,Y) is the space of linear
bounded operator acting on X with values in Y. If X = Y we write L(X ).

Maximal dissipative operators An operator A on H is dissipative if for any φ ∈ D(A), ℜ〈φ,Aφ〉 ≤
0. It is maximal dissipative if it has no proper dissipative extension.

Weak and strong topology Let (An)n∈N a sequence in L(X ,Y), let A in L(X ,Y). Then An
converges to A in the strong sense if for any ψ in X , (Anψ)n∈N converges to Aψ in Y and An converges
to A in the weak sense if for any ψ in X and φ in Y∗, the topological dual of Y, (φ(Anψ))n∈N converges
to φ(Aψ) in C.

Graph topology Consider a self-adjoint operator A acting on a Hilbert space H with domainD(A),
the graph topology on D(A) is the topology associated to the norm ψ ∈ D(A) 7→ ‖ψ‖H + ‖Aψ‖H ∈
R

+.
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Bounded variation function Let I ⊂ R be an interval. A family t ∈ I 7→ u(t) ∈ E, E a subset
of a Banach space X , is in BV (I,E) if there exists N ≥ 0 such that

n
∑

j=1

‖u(tj)− u(tj−1)‖X ≤ N

for any partition a = t0 < t1 < . . . < tn = b of the interval (a, b). The mapping

u ∈ BV (I,E) 7→ sup
a=t0<t1<...<tn=b

n
∑

j=1

‖u(tj)− u(tj−1)‖X

is a semi-norm on BV (I,E) that we denote with ‖ · ‖BV (I,E). The semi-norm in BV (I,E) is also
called total variation.
We say that (un)n∈N ∈ BV (I,E) converges to u ∈ BV (I,E) if (un)n∈N is a bounded sequence in
BV (I,E) pointwise convergent to u ∈ BV (I,E).
The Jordan decomposition theorem provides that any bounded variation function is the difference of
two nondecreasing bounded functions. This coupled to Helly’s theorem provides the famous Helly’s
selection theorem :

Theorem. Let (fn)n∈N be a sequence in BV (I,R), where I is a compact interval. If

1. there exists M > 0 such that for all n ∈ N, ‖fn‖BV (I,R) < M ,

2. there exists x0 ∈ I such that (fn(x0))n∈N is bounded.

Then (fn)n∈N has a pointwise convergent subsequence.

Radon measure For a real interval I, we consider the space R(I) of (signed) Radon measures on
an real interval I. Recall that a positive Radon measure is a measure on borelians which is locally
finite and inner regular. A signed Radon measure µ is (by means of Hahn-Jordan decomposition)
the difference µ = µ+ − µ− of two positive Radon measures µ+ and µ− with disjoint support. We
denote |µ| = µ+ + µ−. The total variation of µ is |µ|(I).

We say that (un)n∈N ∈ R(I) converges to u ∈ R(I) if supn |un|(I) < +∞ (uniformly bounded
total variations) and un((0, t]) → u((0, t]) for every t ∈ I as n tends to ∞. Note that any cumulative
function of a Radon measure is locally of bounded variation and the associated total variation (which
do not depend on the choice of the cumulative function) coincides with the total variation of the
Radon measure.
Every function in L1

loc(I) can be considered as Radon measure as the density of an absolutely contin-
uous measure. When it does not create ambiguity we will identify the function with the associated
Radon measure.

Lemma. Let (un)n∈N be a sequence of integrable function over I converging in L1(I) to some u.
Let (µn)n∈N defined by

µn(J) =

∫

J
undλ,∀J ⊂ I borelian ∀n ∈ N.

Then (µn)n∈N converges to µ in R(I) where

µ(J) =

∫

J
udλ,∀J ⊂ I borelian.

8



We remark that for u in L1(I) the total variation of the associated Radon measure is the L1-norm
of u.
The total variation is a norm on the subspace of R(I) formed by measures with finite total variation.
Note that the notion of convergence we use is not the same as the topology induced by the norm of
total variation, see also Remark 8.

Remark 2. For properties of bounded variation functions and signed Radon measures, we refer to
Ambrosio, Fusco and Pallara [AFP00].

Other notations : For any real interval I, we define

∆I := {(s, t) ∈ I2 | s ≤ t }.

In a metric space E, the notation BE(v0, r) stands for the open ball of radius r and center v0 in E.
For a densely defined operator B on a Hilbert space, B∗ stands for its adjoint. Recall that B∗ is
densely defined if and only if B is closable, in which case B∗ is closed.

2 Well-posedness and continuity for BV controls

In this section, we present some global well-posedness results for a class of non autonomous per-
turbations of skew-adjoint linear Cauchy problem and as well as a continuity criteria for converging
problem.

2.1 Abstract framework: definitions and notations

In the sequel we will consider a general framework, the classical definitions and tools we use can
be found in [RS75, Section X.8], as well as the associated notes and problems. The only difference
is that we consider the Hilbert framework and we have an opposite sign for the generators and
thus following [Phi59] we use the word dissipative instead of accretive, see also [RS75, Notes of
Section X.8]. We also restrict our analysis to the Hilbert space framework. In this case generators
of contraction semi-groups and maximal dissipative operators coincide, see [Phi59, Theorem 1.1.3].
These framework is imposed for convenience as the existence of an hermitian product simplifies many
parts of the analysis.

Let H be a separable Hilbert space (possibly infinite dimensional) with scalar product 〈·, ·〉 and
‖ · ‖ the corresponding norm, A,B be two (possibly unbounded) dissipative operators on H. We
consider the formal bilinear control system

d

dt
ψ(t) = Aψ(t) + u(t)Bψ(t), (2.1)

where the scalar control u is to be chosen in a set of real functions.
Given an initial data ψ(0) = ψ0 ∈ H, there is no reason for the system (2.1) to be well-posed.

Indeed even the definition of A+B is not obvious when A and B are unbounded. To this effect it is
usually assumed that the operators A and B satisfy the following condition.

Definition 1. B is said relatively bounded with respect to A, or A-bounded, if D(A) ⊂ D(B) and
there exist a, b > 0 such that for every ψ in D(A), ‖Bψ‖ ≤ a‖Aψ‖ + b‖ψ‖.

It is well-known that if A is skew-adjoint and B skew-symmetric, from Kato–Rellich theorem, (see
for example [RS75, Theorem X.12]), if B is relatively bounded with respect to A, then for every real
constant u such that |u| < 1/a, A + uB is skew-adjoint with domain D(A) and generates a group
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of unitary operators. The system (2.1) is then well-posed for every initial condition1. From [RS75,
Corollary of theorem X.50], these can be extended to the dissipative case when A is maximal dissi-
pative, B dissipative and u non-negative.

In most of the examples considered in Section 6, we consider the skew-adjoint case and a is
arbitrary small, so that we can define the solutions of (2.1) for every piecewise constant control u
with real values.

In the general cases, we will refer to the following assumptions.

Assumption 1. (A,B,K) is a triple with A is a maximal dissipative operator on H, B an operator
on H with D(A) ⊂ D(B), and K a real interval containing 0 is such that for any u ∈ K, A+ uB is
a maximal dissipative operator on H with domain D(A).

Assumption 1 implies that the operator B is a bounded from D(A) to H and allows to define

‖B‖A := inf
λ>0

‖B(λ−A)−1‖. (2.2)

The possibly zero number ‖B‖A is the lower bound of all possible constant a in Definition 1. Notice
that actually

‖B‖A := lim inf
λ→+∞

‖B(λ−A)−1‖. (2.3)

Indeed, it is clear that infλ>0 ‖B(λ−A)−1‖ ≤ lim infλ→+∞ ‖B(λ−A)−1‖. Conversely, for any ǫ > 0
there exists bǫ > 0 such that, for every ψ in D(A),

‖Bψ‖ ≤ (‖B‖A + ǫ)‖Aψ‖ + bǫ‖ψ‖.

Hence, for every λ such that A− λ is invertible, for every φ in H,

‖B(A− λ)−1φ‖ ≤ (‖B‖A + ǫ)‖A(A − λ)−1φ‖+ bǫ‖(A− λ)−1φ‖

and thus for λ > 0, since A is dissipative,

‖B(A− λ)−1ψ‖ ≤ (‖B‖A + ǫ)‖ψ‖ + bǫ
λ
‖ψ‖

so that
lim

λ→+∞
‖B(A− λ)−1‖ ≤ (‖B‖A + ǫ).

The conclusion limλ→+∞ ‖B(A− λ)−1‖ ≤ ‖B‖A = infλ>0 ‖B(λ−A)−1‖ follows as ǫ tends to zero.
In the next section, we will consider the following assumption.

Assumption 2. (A,B,K), with A a maximal dissipative operator on H and K a real interval
containing 0, is such that

(2.1) there exists c ≥ 0 and c′ ≥ 0 such that B − c and −B − c′ generate contraction semigroups on
H leaving D(A) invariant,

(2.2) for every u ∈ R((0, T ]), with u((0, t]) ∈ K for any t ∈ [0, T ],

t ∈ [0, T ] 7→ A(t) := eu((0,t])BAe−u((0,t])B

is a family of maximal dissipative operators with common domain D(A) such that :

1In the skew-adjoint case the norm of the solutions of (2.1) is conserved.
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• supt∈[0,T ]
∥

∥(1−A(t))−1
∥

∥

L(H,D(A))
< +∞,

• A has bounded variation from [0, T ] to L(D(A),H).

Notice that if u ∈ R((0, T ]), u((0, 0]) = 0 and t ∈ [0, T ] 7→ u((0, t]) is left continuous due to the
inner regularity of Radon measures.

The triple (A,B,K) satisfies Assumption 2 for any interval K containing 0 if (A,B) satisfies the
following one.

Assumption 3. (A,B) is such that

(3.1) A is a maximal dissipative operator on H with domain D(A),

(3.2) there exists c ≥ 0 and c′ ≥ 0 such that B − c and −B − c′ generate contraction semigroups on
H leaving D(A) invariant,

(3.3) the map t ∈ R 7→ etBAe−tB ∈ L(D(A),H) is locally Lipschitz.

Assumption (3.3) is a strong assumption on the regularity of B with respect to the scale of A.
Indeed it implies that B is the generator of a strongly continuous semigroup on D(A). In Section 4,
we consider higher regularity assumption.

2.2 Propagators

Definition 2 (Propagator on a Hilbert space). Let I be a real interval. A family (s, t) ∈ ∆I 7→ X(s, t)
of linear contractions, that is Lipschitz maps with Lipschitz constant less than one, on a Hilbert space
H, strongly continuous in t and s and such that

(i) for any s < r < t, X(t, s) = X(t, r)X(r, s),

(ii) X(t, t) = IH,

is called a contraction propagator on H.

Assumption 4. Let I be a real interval and D dense subset of H
(4.1) A(t) is a maximal dissipative operator on H with domain D ,

(4.2) t 7→ A(t) has bounded variation from I to L(D,H), where D is endowed with the graph topology
associated with A(a) for a = inf I,

(4.3) M := supt∈I
∥

∥(1−A(t))−1
∥

∥

L(H,D)
<∞,

Remark 3. In Assumption (4.2), the bounded variation of t 7→ A(t) ensures that any choice of a ∈ I
will be equivalent.

Remark 4. As A(t) is a maximal dissipative operator, that is the generator of a contraction semi-
group, its resolvent set contains the positive half line and from Hille-Yosida theorem, see Proposi-
tion 24, any generator of a contraction semi-group satisfies

sup
t∈I

∥

∥(1−A(t))−1
∥

∥

L(H)
<∞.

Note that ‖(1−A(t))−1‖L(H,D) < +∞, the essence of Assumption (4.3) is that
∥

∥(1−A(t))−1
∥

∥

L(H,D)

is bounded uniformly with respect to t ∈ I.
We do not assume t 7→ A(t) to be continuous. However as a consequence of Assumption (4.2)

(see [Edw57, Theorem 3]) it admits right and left limit in L(D,H), A(t − 0) = limε→0+ A(t− ε),
A(t + 0) = limε→0+ A(t + ε), for all t ∈ I, and A(t − 0) = A(t + 0) for all t ∈ I except an at most
countable set.
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The core of our analysis is the following result due to Kato (see [Kat53, Theorem 2 and Theorem
3]). It gives sufficient conditions for the well-posedness of the system (2.1).

Theorem 7. If t ∈ I 7→ A(t) satisfies Assumption 4, then there exists a unique contraction propagator
X : ∆I → L(H) such that if ψ0 ∈ D then X(t, s)ψ0 ∈ D and for (t, s) ∈ ∆I

‖A(t)X(t, s)ψ0‖ ≤MeM‖A‖BV (I,L(D,H))‖A(s)ψ0‖.

and in this case X(t, s)ψ0 is strongly left differentiable in t and right differentiable in s with derivative
(when t = s) A(t+ 0)ψ0 and −A(t− 0)ψ0 respectively.

In the case in which t 7→ A(t) is continuous and skew-adjoint, if ψ0 ∈ D then t ∈ (s,+∞) 7→
X(t, s)ψ0 is strongly continuously differentiable in H with derivative A(t)X(t, s)ψ0.

Proof. The statement of this theorem is obtained by gathering statements of [Kat53]. The point
which may not be stated clearly is the existence of C > 0 such that for (t, s) ∈ ∆I

‖A(t)X(t, s)ψ0‖ ≤ C‖A(s)ψ0‖,

for any ψ0 ∈ D. This is in [Kat53, §3.10] and C =M exp(MN) with

M = sup
t∈I

∥

∥(1−A(t))−1
∥

∥

L(H,D)
and N = ‖A‖BV (I,L(D,H)).

We will consider t 7→ X(t, s)φ0 as a “mild” solution in H of
{

d
dtφ(t) = A(t)φ(t)

φ(s) = φ0
(2.4)

even if it is not differentiable. However in the case in which t 7→ A(t) is continuous and skew-adjoint,
if φ0 ∈ D then t 7→ X(t, s)φ0 is a strong solution as it is continuously differentiable in H and satisfies
(2.4), see [Kat53].

We write that X : ∆I → L(H) is the propagator with generator t ∈ I 7→ A(t). The second
argument s of X(t, s) will be called the initial time.

Remark 5. If (A,B,K) satisfies Assumption 2, the operator t ∈ [0, T ] 7→ A(t) := eu((0,t])BAe−u((0,t])B

defined in Assumption (2.2) satisfies Assumption 4 for any Radon measure u on (0, T ) with u((0, t]) ∈
K for any t ∈ (0, T ]. If (A,B) satisfies Assumption 3 then (A,B,R) satisfies Assumption 2)

The fact that Assumption 1 is stronger than Assumption 4 is the content of the following lemma.

Lemma 8. If (A,B,K) satisfies Assumption 1 and u : [0, T ] 7→ K has bounded variation then
A(t) := A+ u(t)B satisfies Assumption 4 with I = [0, T ].

Proof. The non obvious point to verify is Assumption (4.3). The map

u ∈ K 7→ (1−A)(1 −A− uB)−1

is continuous. Indeed

(1−A)(1 −A− uB)−1 − (1−A)(1 −A− vB)−1

= (1−A)
(

(1−A− uB)−1 − (1−A− vB)−1
)

= (v − u)(1 −A)
(

(1−A− uB)−1B(1−A− vB)−1
)

= (v − u)(1 −A)
(

(1−A− uB)−1B(1−A)−1(1−A)(1−A− vB)−1
)
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so that

(1−A)(1−A− uB)−1 − (1−A)(1−A− vB)−1

− (v − u)(1−A)(1 −A− uB)−1B(1−A)−1
(

(1−A)(1 −A− vB)−1 − (1−A)(1 −A− uB)−1
)

= (v − u)(1−A)
(

(1−A− uB)−1B(1−A)−1(1−A)(1 −A− uB)−1
)

Define
C(u) = ‖(1 −A)(1−A− uB)−1‖L(H) and b = ‖B(1−A)−1‖

so that

(1− |v − u|bC(u))‖(1 −A)(1 −A− uB)−1 − (1 −A)(1 −A− vB)−1‖ ≤ |v − u|C(u)2b(1−A)

which provides the desired continuity. Then as |u(t) − u(0)| ≤ ‖u‖BV (I) for any t ∈ I, u(t) is in a
bounded subset of K for all t ∈ I thus the closure of its image is compact and by Heine theorem

t ∈ I 7→ ‖(1 −A− u(t)B)−1‖L(H,D)

is bounded.

2.3 Continuity

Our main concern on this analysis is the continuity of the solution in the control u. This is indeed a
consequence of work [Kat53] by Kato as shown below.

Definition 3. A family (An)n of generators of contraction semi-groups tends to A, a generator of
a contraction semi-group, in the strong resolvent sense if

(

(λ−An)
−1φ

)

n
tends to (λ − A)−1φ as n

goes to infinity, for every φ in H and some (and hence all, see [RS75]) λ in R
+.

Proposition 9. Let (An)n∈N and A satisfy Assumption 4 on a bounded real interval I. Let (Dn)n∈N
and D be their respective domains (for any t ∈ I). Let Xn (respectively X) be the contraction
propagator associated with An (respectively A).

Assume

(i) supn∈N supt∈I ‖(1−An(t))
−1‖L(H,Dn) < +∞,

(ii) An(τ) converges to A(τ) in the strong resolvent sense for almost every τ ∈ I as n tends to
infinity,

(iii) supn∈N ‖An‖BV (I,L(Dn,H)) < +∞,

(iv) supn∈N ‖An(a)‖L(Dn,H)) < +∞ for for a = inf I.

Then Xn(t, s) tends strongly to X(t, s) locally uniformly in s, t ∈ I.
Proof. From [Kat53, §3.8], we deduce that one can replace both Xn and X by any of their Riemann
products that is the propagator associated with a piece-wise constant approximation, namely :

‖ (Xn(t, s;∆)−Xn(t, s))φ‖ ≤MeMNN |∆|‖A(a)φ‖,∀φ ∈ E
where ∆ := {s = t0 < t1 < . . . < tn = t} is a partition of the interval (t, s), Xn(∆) is the propagator

associated with
n
∑

j=1

An,j−1χ[tj−1,tj) where An,j−1 = An(tj−1),

M = sup
n∈N

sup
t∈I

{
∥

∥(1−An(t))
−1
∥

∥

L(H,Dn)
,
∥

∥(1−A(t))−1
∥

∥

L(H,D)
},

N = max{sup
n∈N

‖An‖BV (I,L(Dn,H)), ‖A‖BV (I,L(D,H))},
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and |∆| = sup1≤j≤n |tj − tj−1|. We define similarly X(∆) and the following holds

‖X(t, s;∆) −X(t, s)‖L(D,H) ≤MeMNN |∆|.

Following the proof of [RS75, Theorem X.47a (Hille-Yosida)] (see also Proposition 24), we have
that

∥

∥

∥
etAn(τ)φ− etA

λ
n(τ)φ

∥

∥

∥
≤ t

∥

∥

∥
An(τ)φ−Aλn(τ)φ

∥

∥

∥
, ∀φ ∈ Dn

with Aλn(τ) := λ(λ−An(τ))
−1An(τ), with λ > 0, and

∥

∥

∥etA(τ)φ− etA
λ(τ)φ

∥

∥

∥ ≤ t
∥

∥

∥A(τ)φ −Aλ(τ)φ
∥

∥

∥ , ∀φ ∈ D

with Aλ(τ) := λ(λ−A(τ))−1A(τ).
As An and A are generator of contraction semi-groups, then {λ(λ − An(τ))

−1} is uniformly
bounded in n and τ . Notice that λ(λ − An(τ))

−1φ tends to φ as λ goes to infinity for any φ ∈ Dn

uniformly in τ and n since from the assumptions we deduce supn∈N supt∈I ‖An(t)‖L(Dn,H)) < +∞.
We deduce that λ(λ − An(τ))

−1 tends strongly to the identity as λ goes to infinity uniformly in τ
and n. Similarly Aλ(τ) tends stronlgy to A(τ) uniformly in τ and n as λ goes to infinity.

For φ ∈ H and δ > 0 there exists ψ ∈ D and ψn ∈ Dn such that

‖φ− ψ‖ ≤ δ and ‖φ− ψn‖ ≤ δ

so that we can write
∥

∥

∥etA(τ)φ− etAn(τ)φ
∥

∥

∥ ≤ 4δ +
∥

∥

∥etA(τ)ψ − etA
λ(τ)ψ

∥

∥

∥+
∥

∥

∥etA
λ(τ)φ− etA

λ
n(τ)φ

∥

∥

∥+
∥

∥

∥etA
λ
n(τ)ψn − etAn(τ)ψn

∥

∥

∥

≤ 4δ + t
∥

∥

∥A(τ)ψ −Aλ(τ)ψ
∥

∥

∥ + t
∥

∥

∥An(τ)ψ
n −Aλn(τ)ψ

n
∥

∥

∥+
∥

∥

∥etA
λ(τ)φ− etA

λ
n(τ)φ

∥

∥

∥ .

As etA
λ
n(τ) = e−λtetλ

2(λ−An(τ))−1
and etA

λ(τ) = e−λtetλ
2(λ−A(τ))−1

(see [RS75, Theorem X.47a (Hille-
Yosida)]),

∥

∥

∥etA
λ(τ)φ− etA

λ
n(τ)φ

∥

∥

∥ ≤
∥

∥

∥e−λtetλ
2(λ−An(τ))−1

φ− e−λtetλ
2(λ−A(τ))−1

φ
∥

∥

∥

≤ e−λt
∥

∥

∥etλ
2(λ−An(τ))−1

φ− etλ
2(λ−A(τ))−1

φ
∥

∥

∥

Recall that ‖(λ−An(τ))
−1‖ ≤ 1

λ (see Proposition 24 with ω = 0) and hence ‖etλ2(λ−An(τ))−1‖ ≤ eλt.
Duhamel’s identity writes, for 0 ≤ t ≤ T ,

∥

∥

∥
etλ

2(λ−An(τ))−1
φ− etλ

2(λ−A(τ))−1
φ
∥

∥

∥

=

∥

∥

∥

∥

∫ t

0
λ2e(t−s)λ

2(λ−An(τ))−1 {

(λ−An(τ))
−1 − (λ−A(τ))−1

}

esλ
2(λ−A(τ))−1

φ ds

∥

∥

∥

∥

(2.5)

≤ λ2eTλ
∫ T

0

∥

∥

∥

{

(λ−An(τ))
−1 − (λ−A(τ))−1

}

esλ
2(λ−A(τ))−1

φ
∥

∥

∥
ds

The result follows from Lebesgue dominated convergence theorem, using the convergence of An(τ) to
A(τ) in the strong resolvent sense for almost every τ ∈ I as n tends to infinity.

Remark 6. Assuming that Dn = D, for all n ∈ N, following [RS78, Theorem VIII.25] and using
Banach-Steinhaus Theorem the assumptions of Proposition 9 are verified if

(i) supn∈N supt∈I ‖(1 −An(t))
−1‖L(H,D) < +∞,
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(ii) An(τ) converges to A(τ) in the strong sense in D for almost every τ ∈ I as n tends to infinity,

(iii) supn∈N ‖An‖BV (I,L(D,H)) < +∞.

Recall that I is bounded, we have the following corollary.

Corollary 10. Let (A,B,K) satisfy Assumption 2. Let (vn)n∈N be a uniformly bounded sequence
in R(I) which is almost everywhere convergent to v ∈ R(I) with vn((0, t]) ∈ K and v((0, t]) ∈
K for any t ∈ (0, T ] and vn({0}) = v({0}) = 0. Set An(t) = e−vn((0,t])BAevn(0,t])B and A(t) =
e−v((0,t])BAev((0,t])B and let Xn (respectively X) be the contraction propagators associated with An

(respectively A).
If supn∈N ‖An‖BV (I,L(D(A),H)) < +∞, then Xn(t, s) tends to X(t, s) locally uniformly s, t ∈ I

(and hence, uniformly in I2).

Proof. Referring to the proof of Proposition 9, as Xn(t, s;∆) is a product of contractions so is Xn(t, s).
The proof consist of checking that the assumptions of Proposition 9 are fulfilled:

(i) We have supn∈N supt∈I ‖(1−An(t))
−1‖L(H,D) <∞. Indeed as

‖(1 −A)(1−An(t))
−1‖L(H)

= ‖(1−A)evn((0,t])B(1−A)−1e−vn((0,t])B‖L(H)

≤ ‖evn((0,t])B‖L(H)‖e−vn((0,t])B(1−A)evn((0,t])B(1−A)−1‖L(H)‖e−vn((0,t])B‖L(H)

≤ ‖evn((0,t])B‖L(H)‖(1−An(t))(1 −A)−1‖L(H)‖e−vn((0,t])B‖L(H)

≤ ‖evn((0,t])B‖L(H)

(

‖An(t)−An(0)‖L(D(A),H) + ‖1−A‖L(D(A),H)

)

‖e−vn((0,t])B‖L(H)

≤ ‖evn((0,t])B‖L(H)

(

‖An‖BV (I,L(D(A),H)) + 1
)

‖e−vn((0,t])B‖L(H).

We used vn({0}) = 0 to set An(0) = A. Then from Assumption (2.1), there exists ω ∈ R such
that

‖evB‖L(H) ≤ eω|v|, ∀v ∈ R (2.6)

which provides the boundedness.

(ii) The sequence An(t) tends to A(t) in the strong resolvent sense. Indeed from

(1−An(t))
−1 − (1−A(t))−1 = e−vn((0,t])B(1−A)−1evn((0,t])B − e−v((0,t])B(1−A)−1e−v((0,t])B

we have

(1−An(t))
−1 − (1−A(t))−1 = (e−vn((0,t])B − e−v((0,t])B)(1−A)−1(evn((0,t])B − ev((0,t])B)

+ (e−vn((0,t])B − e−v((0,t])B)(1−A)−1ev((0,t])B

+ e−v((0,t])B(1−A)−1(evn((0,t])B − ev((0,t])B)

then using (2.6) the boundedness of the sequence (vn) and the strong continuity of t ∈ R 7→ etB ,
we conclude on the strong resolvent convergence.

(iii) From the assumptions, we have supn∈N ‖An‖BV (I,L(D(A),H)) < +∞.

(iv) As An(0) = A, we have supn∈N ‖An(0)‖L(D(A),H)) < +∞.

Remark 7. To prove that supn∈N ‖An‖BV (I,L(D,H)) < +∞ for An(t) = e−un((0,t])BAeun((0,t])B , we
use Assumption (3.3) as this provides LI(A,B) such that for every s, t ∈ I,

‖e−tBAetB − e−sBAesB‖LI (D,H) ≤ |t− s|LI(A,B). (2.7)
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3 Interaction framework

In this section we consider the framework of Assumption 2 or 3. We show that they indeed lead to weak
solutions of (2.1) and consider an extension of a negative result of Ball, Marsden and Slemrod [BMS82]
on the attainable set.

In a subsequent paragraph we analyze the source problem in order to obtain a Duhamel formula
and use it in the last paragraph to analyze perturbation by bounded control potentials.

3.1 Generalized propagators

In the following, we aim at explaining the link between Assumptions 1 and 2 and thus emphasize the
fact that (2.1) has also solution for u being a Radon measure.

We will use approximation of Radon measures by piecewise constant functions.

Lemma 11. For every u ∈ R((0, T ]) there exists a sequence (un)n of piece-wise constant functions
such that

∫ t
0 un tends to u((0, t)) and

∫ t
0 |un| tends to |u|((0, t]) point-wise with respect to t in [0, T ]

as n tends to infinity with
∫ T
0 |un| ≤ |u|((0, T )).

Moreover, if the cumulative function t 7→ u((0, t)) is M -Lipschitz continuous absolutely continuous
and bounded on [0, T ] then (un)n can be chosen such that |un| ≤M .

Proof. Using Hahn decomposition [Dos80] (see also [Fis12] for the Hahn-Jordan decomposition), any
Radon measure u is the difference of two non negative Radon measures u+ and u− with disjoint
supports. Hence its is equivalent to prove the statement for positive Radon measures.

Let us assume u is positive. Then U : t ∈ (0, T ] 7→ u((0, t)) is a decreasing function (with
bounded variation). Except on a at most countable set, U is continuous. So U is the sum of an
increasing step function, possibly with infinite steps, and an increasing continuous function. Both
can be approximated by an increasing sequences of increasing continuous piecewise affine functions.

The last statement follows by considering approximation of Lipschitz continuous functions by
continuous piecewise affine ones.

Remark 8. This lemma explains our choice of topology over the Radon measures while the total
variation topology may seem more natural at first sight. Note that in this lemma, we consider the
left-continuous cumulative function of u. Indeed below, we need convergence of the measures for
intervals of the form [a, b)∩ (0, T ] thus which corresponds to characteristic functions right-continuous
on [0, T ].

For instance, for a positive u ∈ R((0, T ]) the sequence (un)n of piece-wise constant functions such
that

∫ T
t un tends to u((0, t]) point-wise is, in our construction, an increasing sequence.

As each t 7→
∫ t
0 un is continuous, if t 7→ u((0, t)) is not, we see that the same result for the

total variation topology is excluded. In this case, we notice that t 7→ u((0, t)) −
∫ t
0 un cannot be, by

any other construction, both positive and increasing in t as otherwise for any t |u((0, t)) −
∫ t
0 un| ≤

|u((0, T ]) −
∫ T
0 un| which will implies the convergence for the total variation topology.

Definition 4. Let (A,B,K) satisfy Assumptions 1 and 2. Let u ∈ R([0, T ]). For any v ∈
BV ([0, T ],K) with distributional derivative u let t 7→ Y ut be the contraction propagator with initial
time s = 0 associated with Av(t) := e−v(t)BAev(t)B . We define the generalized propagator associ-
ated with A + u(t)B with initial time zero, to be Υdv

t,0 = ev(t)BY u
t and t in [0, T ] and for every v in

BV ([0, T ],K) such that v′ = u in the distributional sense.

Remark 9. Let u ∈ R([0, T ]) and define v0(t) = u((0, t]) the associated right-continuous cumulative
function and v ∈ BV ([0, T ],R) such that v′ = u. Then v − v0 is in BV ([0, T ],R) and is almost
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everywhere 0 as it is supported on the at most countable set where v is not right-continuous. A
somehow pathological example could be u = 0 and v any characteristic function of a finite set.

The propagator Y u
t will not depend on the choice of v being right-continuous, or not, at its

discontinuities. Indeed the later is a negligible set and a Duhamel formula provides the equality of
the propagators. In the other hand, the factor evB depends crucially on this choice. This explains
the the notation Υdv instead of Υu.

We introduced this generalized propagator as imposing any extra requirement on the choice of v
will lead to a loss in the compactness provided by Helly’s selection theorem when we consider the
bounded case, Section 3.4. Nonetheless, except on this particular case we will only consider right-
continuous v0 keeping in mind that the generalized propagator Υdv will be deduce multiplying with
e(v−v0)B .

Compared to Definition 2, X(t, s) = ev(t)BY u
t,se

−v(s)B defines a propagator when v is continuous,
that is when u has no atoms. Otherwise, we no longer require any continuity keeping in mind that v0
the right-continuous cumulative function of u will lead to a right-continuous propagator which seems
more compatible with the initial condition requirement.

Proposition 12. Let (A,B,K) satisfies Assumptions 1 and 2. Let t 7→ Y u
t be the contraction

propagator with initial time s = 0 associated with A(t) := e−u((0,t])BAeu((0,t])B for u ∈ R((0, T ]) and
Υu
t the one associated with A+ u(t)B with initial time s = 0 for u ∈ BV ([0, T ],R). Then for every

ψ0 ∈ H, t ∈ [0, T ] the map Υt(ψ0) : u 7→ Υu
t (ψ0) ∈ H admits a unique continuous extension on

R((0, T ]) denoted Υt(ψ0) which satisfies, for every u in R(I),

Υu
t (ψ0) = eu((0,t])BY u

t (ψ0),∀u ∈ R((0, T ]),∀t ∈ [0, T ]. (3.1)

Proof. Let u ∈ L∞([0, T ],R) and consider the propagator Y u
t with generator

t ∈ [0, T ] 7→ e−
∫ t
0 u(τ)dτBAe

∫ t
0 u(τ)dτB

and initial time s = 0 given by Theorem 7. If, in particular, u is left-continuous piecewise con-
stant and ψ0 ∈ D(A) then the continuous function Ψ : t 7→ e−

∫ t
0
u(τ)dτBΥu

t (ψ0) is piecewise C1

propagator with derivative e−
∫ t
0
u(τ)dτBAe

∫ t
0
u(τ)dτBΨ(t) and hence by uniqueness in Theorem 7,

Y u
t (ψ0) = e−

∫ t
0
u(τ)dτBΥu

t (ψ0).
For every u ∈ R((0, T ]) let (un)n∈N be a sequence of (left-continuous) piecewise constant functions

on [0, T ] that converges to u for the topology of R((0, T ]).
From Remark 7 and Corollary 10, for every ψ0 ∈ H, Y un

t (ψ0) tends to Y u
t (ψ0) as n tends to ∞.

We set Υu
t (ψ0) = eu((0,t])BY u

t (ψ0). Then Υun
t (ψ0) tends to Υu

t (ψ0) as n tends to ∞.

In the rest of this analysis, the definition of Υu
t will be given by (3.1). This means that in the

case where v = u((0, t]), we write Υu instead of Υdv.

Proposition 13. Let T ≥ 0. If (A,B) satisfies Assumption 3 and D(A) ⊂ D(B). Then for every
ψ0 in D(A), for every u ∈ R((0, T ]), the map t 7→ Υu

t (ψ0) is a weak solution of (2.1) in the sense
that it satisfies

∫

[0,T ]
〈f ′(t),Υu

t (ψ0)〉dt =
∫

[0,T ]
〈f(t), AΥu

t (ψ0)〉dt+
∫

(0,T ]
〈f(t), BΥu

t (ψ0)〉du(t) ,

for every f ∈ C1
0 ([0, T ],H).

Proof. For every u ∈ R((0, T ]) let (un)n∈N be a sequence of piecewise constant functions on [0, T ]
that converges to u for the topology of R((0, T ]).
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For every f ∈ C1
0 ([0, T ],H),

−
∫

[0,T ]
〈f ′(t),Υun

t (ψ0)〉dt =
∫

[0,T ]
〈f(t), AΥun

t (ψ0)〉dt+
∫

[0,T ]
〈f(t), BΥun

t (ψ0)〉dun(t)

since from Theorem 7, Y un
t (ψ0) ∈ D(A) for any t ∈ [0, T ].

The left hand side converges to

−
∫

[0,T ]
〈f ′(t),Υu

t (ψ0)〉dt,
∫

[0,T ]
〈f(t), AΥun

t (ψ0)〉dt →
∫

[0,T ]
〈f(t), AΥu

t (ψ0)〉dt,

and
∫

[0,T ]
〈f(t), BΥun

t (ψ0)〉dun(t) →
∫

(0,T ]
〈f(t), BΥu

t (ψ0)〉du(t)

as n tends to ∞. Indeed, the integrand is a bounded pointwise converging sequence of right-
continuous regulated functions which makes each of them the uniform limit of a sequence of piecewise
constant functions which can be chosen to be right-continuous. Since

∫

[0,T ]
v(t)dun(t) →

∫

(0,T ]
v(t)du(t)

for v a piecewise constant right-continuous function, see Lemma 11 and (|µn|((0, T ]))n∈N is a bounded
sequence, the desired convergence holds.

Eventually
∣

∣

∣

∣

∣

∫

(0,T ]
〈Bf(t),Υu

t (ψ0)〉d(u − un)(t)

∣

∣

∣

∣

∣

≤ sup
t∈[0,T ]

‖Bf‖‖ψ0‖|u− un|(suppf) →n→∞ 0.

Remark 10. The assumption D(A) ⊂ D(B) is made for convenience to avoid the introduction of
auxiliary spaces such as D(B∗)∗, the topological dual of the domain of the adjoint of B.

An interesting question would be to understand the relation between the assumptions associated
to the two constructions of propagators we have considered in this section. For example, on what
extent does Assumption 3 ensure that A+ uB has a maximal dissipative closure for u ∈ R ?

This seems to be a difficult question. However in the skew-adjoint case, the following considera-
tions are in place. Let A and B be skew-adjoint (symmetric maximal dissipative) with D(A)∩D(B)
dense. For any v ∈ H, any u ∈ D(A) the map

t ∈ K 7→ 〈(1− ε(B2 +A2))−1v, etBAe−tB(1− ε(B2 +A2))−1u〉
is Lipschitz, its distributional derivative is bounded uniformly in ε by the Banach-Steinhaus theorem.
So that [A,B] ∈ L(D(A) ∩D(B), (D(A) ∩D(B))∗) extends to an operator such that

[A,B] ∈ L(D(A),H).

with a slight abuse of notation and hence for any u ∈ R

[A,A+ uB] ∈ L(D(A),H).

The Nelson commutator theorem, see Appendix C, gives that A+ uB is essentially skew-adjoint for
any u ∈ R.

Proposition 12 extends the notion of solution to a very low regular case, namely Radon mea-
sure controls. To do so we made some regularity assumptions on the control potential B by using
Assumption 3.
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Corollary 14. Let T ≥ 0. Assume that (A,B) satisfies Assumption 3 and D(A) ⊂ D(B). Then for
every ψ0 ∈ D(A), for every u ∈ R((0, T ]), for every t ∈ [0, T ], Υu

t (ψ0) ∈ D(A) and satisfies

Υu
t (ψ0) = ψ0 +

∫

[0,t]
AΥu

s (ψ0) ds +

∫

(0,t]
BΥu

s (ψ0) du(s) . (3.2)

Proof. From Theorem 7, Υu
t (ψ0) ∈ D(A). From Proposition 13, the following holds

∫

[0,T ]
〈f ′(t),Υu

t (ψ0)〉dt =
∫

[0,T ]
〈Af(t),Υu

t (ψ0)〉dt+
∫

(0,T ]
〈Bf(t),Υu

t (ψ0)〉du(t) ,

for f ∈ C1
0([0, T ],H). Then plugging

f(t) =

∫

[0,t]
f ′(s) ds

and using Fubini’s theorem for Bochner integral [DS88, Theorem III.11.9], we have
∫

[0,T ]
〈f ′(t),Υu

t (ψ0)〉dt = −
∫

[0,T ]
〈f ′(s),

∫

[s,T ]
AΥu

t (ψ0) dt〉 ds −
∫

(0,T ]
〈f ′(s),

∫

[s,T )
BΥu

t (ψ0) du(t)〉 ds ,

for f ′ ∈ C0([0, T ],H) orthogonal to 1. Hence

t ∈ [0, T ] 7→ Υu
t (ψ0) +

∫

[s,T ]
AΥu

t (ψ0) dt+

∫

[s,T )
BΥu

t (ψ0) du(t)

is almost everywhere equal to a fixed constant, so that (3.2) follows for almost every t ∈ [0, T ].
Recalling that both sides of (3.2) are right-continuous we obtain the corollary.

3.2 The attainable set

Proposition 15. Let T > 0. Let ψ0 ∈ H. Let (A,B) satisfy Assumption 3. Then, for every L > 0,
the set {αΥu

t (ψ0) : u ∈ R((0, T ]), |u|((0, T ]) ≤ L, t ∈ [0, T ], |α| ≤ 1} is relatively compact in H.

Proof. For every u ∈ R((0, T ]) consider v(t) = u((0, t]). Then v ∈ BV ([0, T ]) and ‖v‖BV ([0,T ]) ≤ L.
Note that ‖v‖L∞(J) = supt∈[0,T ] |v(t) − v(0)| ≤ ‖v‖BV ([0,T ]) ≤ L since v(0) = u(∅) = 0. Consider
a sequence (un)n∈N ⊂ R((0, T ]) such that |un|((0, T ]) ≤ L for every n. The sequence vn : t 7→
un((0, t]), from Helly’s selection theorem (see for example [Hel12, Nat55]) has a subsequence pointwise
converging to some v ∈ BV ([0, T ]), ‖v‖ ≤ L. Let u the Radon measure associated to v. Thus
the sequence (un)n∈N has a subsequence converging to u ∈ R((0, T ]). We relabel this convergent
subsequence by (un)n∈N.

From (2.7) we have that An(t) = e−un((0,t])BAeun((0,t])B is uniformly bounded inBV ([0, T ], L(D,H))
by L‖[A,B]‖L(D,H). By Corollary 10, t 7→ Y un

t (ψ0) converges uniformly for t ∈ [0, T ] to t 7→ Y u
t (ψ0).

A special attention has to be paid to the sequence of factors (t 7→ evn((0,t])B), no uniform convergence
can be ensured, and t 7→ Υun

t (ψ0) converges pointwise in t ∈ [0, T ] to t 7→ Υdv
t (ψ0).

To conclude the lemma, we notice that for any sequence (tn)n, (vn((0, tn])n is a bounded sequence
and thus (evn((0,tn])B) is bounded and has a strongly convergent subsequence.

Remark 11. Note that the set {Υu(ψ0) : u ∈ L1([0, T ],R), ‖u‖L1 ≤ L} is relatively compact in
L∞([0, T ],H). However, despite the compactness of [0, T ], the set {Υu(ψ0) : u ∈ R(J), |u|((0, T ) ≤
L} may be not relatively compact in L∞([0, T ],H). Indeed, if this set were relatively compact, the
trajectories of (2.1) would be continuous, due to the density of continuous trajectories, which is not
the case in general. The obstructions comes from the factor eu((0,t])B in (3.1).
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From the above corollary the attainable set is contained in a countable union of precompact sets.

Corollary 16. If H is infinite dimensional and ψ0 ∈ H. If (A,B) satisfies Assumption 3 then

⋃

L,T,a>0

{αΥu
t (ψ0), u ∈ R((0, T ]), |u|((0, T ]) ≤ L, t ∈ [0, T ], |α| ≤ a}

is a meagre set (in the sense of Baire).

Proof. The union can be actually restricted to L, T, a in a countable set, for instance N
3. Then

Proposition 15 tells that each set of the union is relatively compact in H and thus with empty
interior.

Proof of Theorem 2. The well-posedness result for L1 controls is a consequence of Proposition 13
proved for Radon controls. Emptyness of the attainable set for L1 controls is a consequence of
Corollary 16 proved for Radon controls.

Remark 12. This result represents an extension of [BMS82, Theorem 3.6], see also [Tur00], in the
Hilbert case.

Similar results holds for bounded variation function in the framework of Theorem 7 with A(t) =
A+ u(t)B where (A,B) satisfies Assumptions 1, see Section 4.

3.3 The source problem

In this section we want to consider the formal “source problem”

d

dt
ψ(t) = Aψ(t) + u(t)Bψ(t) + v(t)F (t), (3.3)

where F : [0, T ] 7→ H is integrable and v ∈ R((0, T ]).
Our aim is to establish a Duhamel formula in the Radon measure framework.

Corollary 17. Let T ≥ 0. Let u ∈ R((0, T ]). If (A,B) satisfy Assumption 3 and D(A) ⊂ D(B).
Let Xu(t, s) = eu((0,t])BY u(t, s)eu((0,s])B where Y u(t, s) is the contraction propagator associated with
A(t)=e−u((0,t])BAeu((0,t])B.

For every ψ0 ∈ D(A), for every t ∈ [0, T ] for every u ∈ R((0, T ]), F ∈ L1
dv([0, T ],D(A)) and

v ∈ R((0, T ]) such that

∀t ∈ (0, T ],

∫

(0,t]
BF (r)v({r})du(r) = 0

define

ψ(t) = Xu(t, 0)ψ0 +

∫

(0,t]
Xu(t, s)F (s)dv(s).

Then

ψ(t) = ψ0 +

∫

[0,t]
Aψ(s) ds +

∫

(0,t]
Bψ(s) du(s) +

∫

(0,t]
F (s)dv(s).

Proof. From Corollary 14, for t ∈ [0, T ] and t0 ∈ [0, t] after a translation by t0 we deduce

Xu(t, t0)ψ0 = ψ0 +

∫

[t0,t]
AXu(s, t0)ψ0 ds+

∫

(t0,t]
BXu(s, t0)ψ0 du(s).
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Then

ψ(t) = ψ0 +

∫

[0,t]
AXu(s, 0)ψ0 ds+

∫

(0,t]
BXu(s, 0)ψ0 du(s)

+

∫

(0,t]
F (s)dv(s) +

∫

(0,t]

∫

[s,t]
AXu(r, s)F (s)drdv(s) +

∫

(0,t]

∫

(s,t]
BXu(r, s)F (r)du(r)dv(s)

= ψ0 +

∫

(0,t]
F (s)dv(s) +

∫

[0,t]
AXu(s, 0)ψ0 ds+

∫

(0,t]

∫

[s,t]
AXu(r, s)F (s)drdv(s)

+

∫

(0,t]
BXu(s, 0)ψ0 du(s) +

∫

(0,t]

∫

(s,t]
BXu(r, s)F (s)du(r)dv(s).

So that we obtain

ψ(t) = ψ0 +

∫

(0,t]
F (s)dv(s) +

∫

[0,t]
AXu(r, 0)ψ0 dr +

∫

(0,t]

∫

(0,r]
AXu(r, s)F (s)dv(s)dr

+

∫

(0,t]
BXu(r, 0)ψ0 du(r) +

∫

(0,t]

∫

(0,r)
BXu(r, s)F (s)dv(s)du(r)

= ψ0 +

∫

(0,t]
F (s)dv(s) +

∫

[0,t]
A

(

Xu(r, 0)ψ0 +

∫

(0,r]
Xu(r, s)F (s)dv(s)

)

dr

+

∫

(0,t]
B

(

Xu(r, 0)ψ0 +

∫

(0,r)
Xu(r, s)F (s)dv(s)

)

du(r)

which provides the conclusion as
∫

(0,t]
BF (r)v({r})du(r) = 0.

Remark 13. We can now consider that for ψ0 ∈ H, for u ∈ R((0, T ]), v ∈ R((0, T ]) with no atoms
and F ∈ L1

dv([0, T ],H)

t ∈ [0, T ] 7→ ψ(t) = Xu(t, 0)ψ0 +

∫

(0,t]
Xu(t, s)F (s)dv(s)

is a mild solution of (3.3).

3.4 Bounded control potentials

In this section only, we assume that A is the generator of a strongly continuous semigroup with
domain D(A) and B is bounded. For every u in R, A + uB is also a generator of a strongly
continuous semigroup with domain D(A).

Since A generates a strongly continuous semi-group there exist CA > 0 and ω ∈ R such that

‖etA‖ ≤ CAe
ωt, ∀t > 0. (3.4)

For the equivalent norm
N(ψ) = sup

t>0
‖et(A−ω)ψ‖

A − ω is the generator of a contraction semigroup. Let B in L(H) then B is also bounded for the
norm N and if ‖B‖N is its norm, A − ω + u(t)B − R‖B‖N for any u with bounded variation and
value in BR(0, R) satisfies the assumptions of [Kat53] in the Banach space structure associated with
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N . So that in this case the results of § 2.2 are still valid. Below we show that it is actually as simple
to consider Radon measures controls.

It is classical (see [BMS82]) that the input-output mapping Υ admits a unique continuous contin-
uation to L1(R,R). We consider below the extension to Radon measures. Recall that CA is defined
in (3.4).

Theorem 18. Let A be with domain D(A) be the generator of a strongly continuous semigroup and
let B be bounded. Then, the input-output mapping Υ admits a unique continuous extension to the
set of Radon measures. Precisely, for any u ∈ R((0, T ]) there exists a unique family of operators
Υu : ∆[0,T ] → L(H) strongly continuous in t and s such that

(i) for any s < r < t, Υu
t,s = Υu(t, r)Υu(r, s),

(ii) Υu(t, t) = IH,

(iii) if u has bounded variation on [0, T ], for any ψ0 ∈ H, (s, t) ∈ ∆[0,T ] 7→ Υu
t,sψ0 is strongly left

differentiable in t and right differentiable in s with derivative (when t = s) (A + u(t + 0)B)ψ0

and −(A+ u(t− 0)B)ψ0 respectively,

(iv) the map u 7→ Υu is continuous in R((0, T ]) in the sense that if (ul)l∈N is a sequence of Radon
measures (0, T ] and u a Radon measure on (0, T ] such that ul((0, T ]) tends to u((0, T ]) and for
every t in [0, T ], ul((0, t)) tends to u((0, t)) as l tends to infinity with supl∈N |ul|((0, T ]) < +∞
then

Υul
t,sψ0 → Υu

t,sψ0

for any ψ0 ∈ H.

The family Υu is called propagator associated with A + uB. Moreover Υu satisfies the following
estimate:

‖Υu
t,s‖B(H) ≤ CAe

ω|t−s|+|u|([s,t])CA‖B‖

for any Radon measure u.

Proof. Let u : [0, T ] → R be a piecewise constant function. For every ψ0 in D(A), the map t 7→ Υu
t,sψ0

is absolutely continuous and satisfies, for almost every t in [s, T ],

d

dt
Υu
t,sψ0 = (A+ u(t)B)Υu

t,sψ0.

Following [RS75, Theorem X.69], we write, thanks to the Duhamel’s formula,

Υu
t,sψ0 = e(t−s)Aψ0 +

∫

(s,t]
e(t−s1)Au(s1)BΥu

s1,sψ0ds1

and replacing iteratively Υu
t,sψ0 by its expression p times, we get

Υu
t,sψ0 =e

(t−s)Aψ0 +
∞
∑

n=1

∫

s<s1≤s2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1)A ◦ · · ·

· · · ◦Be(s2−s1)ABe(s1−s)Aψ0u(s1)u(s2) . . . u(sn)ds1 . . . dsn.

This allows us to extend the propagator to Radon measures. Namely let u ∈ R((0, T ]), we define
the linear operator

Y u
(n)(t, s)ψ0 :=

∫

s<s1≤s2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1)A . . . Be(s2−s1)ABe(s1−s)Aψ0du(s1)du(s2) . . . du(sn).
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As B is bounded,

‖Y u
(n)(t, s)ψ0‖ ≤ eωtCn+1

A ‖B‖n‖ψ0‖
∫

s<s1≤s2≤...≤sn≤t
d|u|(s1)d|u|(s2) . . . d|u|(sn)

and since [s, t)n contains the disjoint union of {s < sσ(1) < sσ(2) < . . . < sσ(n) ≤ t} over all
permutations σ of {1, 2, . . . , n}

‖Y u
(n)(t, s)ψ0‖ ≤ eωtCn+1

A ‖B‖n‖ψ0‖
|u|((s, t])n

n!

and the infinite expansion

Υu
t,s =

∞
∑

n=0

Y u
(n)(t, s) (3.5)

converges in norm in the set L(H) of the bounded operators of H.
Let (ul)l∈N be a sequence of piecewise constant functions on (0, T ] that converges to u a Radon

measure on (0, T ] in the sense that: (ul)l∈N is a sequence of Radon measures (0, T ] and u a Radon
measure on (0, T ] such that ul((0, T ]) tends to u((0, T ]) and for every t in [0, T ], ul((0, t)) tends to
u((0, t)) as l tends to infinity with supl∈N |ul|((0, T ]) < +∞.

Before proving the convergence of (Y ul
(n)(t, s)ψ0)l in l, we remark that as in the proof of Proposi-

tion 13 for any right-continuous regulated function F : [0, T ] → H
∫

(s,t]
e(t−s1)AF (s1)dul(s1) →

∫

(s,t]
e(t−s1)AF (s1)du(s1).

For every (s, t) in ∆[0,T ], we have

Y ul
(n)(t, s)ψ0 − Y u

(n)(t, s)ψ0 =

n
∑

k=1

∫

s<s1≤s2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1)A . . . Be(s2−s1)Aψ0×

× dul(s1) . . . dul(sk)du(sk+1) . . . du(sn)

−
∫

s<s1≤s2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1)A . . . Be(s2−s1)Aψ0×

× dul(s1) . . . dul(sk−1)du(sk) . . . du(sn)

so that for

F (t) = B

∫

s<s1≤s2≤...≤sk−1≤t
e(t−sk−1)ABe(sk−1−sk−2)A . . . Be(s2−s1)Aψ0du(s1) . . . du(sk−1),

the s dependence being implicit, we write

‖Y ul
(n)(t, s)ψ0 − Y u

(n)(t, s)ψ0‖

≤
n
∑

k=1

∥

∥

∥

∫

s<sk+1≤sk+2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1A . . . . . . Be(sk+2−sk+1)A×

(

∫

s<sk≤sk+1

e(sk+1−sk)AF (sk)dul(sk)−
∫

s<sk≤sk+1

e(sk+1−sk)AF (sk)du(sk)

)

×

× dul(sk+1) . . . dul(sn)
∥

∥

∥.
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As F is regulated and right-continuous, we conclude on the convergence using the previous consider-
ation and the Lebesgues theorem.

The differentiability properties in the bounded variation case are due to [Kat53, Theorem 1] as
A− ω is the generator of a contraction semigroup and as B in L(H) then B is also bounded for the
norm N . So that A − ω + u(t)B − R‖B‖N for any R > |u|∞ satisfies the assumptions of [Kat53,
theorem 1] in the Banach space structure associated with N .

The properties
Υu
t,s = Υu

t,rΥ
u
r,s for s < r < t, Υu

t,t = IH

can be obtained by density and continuity from [Kat53, Theorem 1] for A− ω + u(t)B −R‖B‖N as
well.

Somehow t 7→ Υu
t,sφ0 can be considered as a “mild” solution in H of (2.4) with A(t) = A+ u(t)B.

Corollary 19. Let A be with domain D(A) be the generator of a strongly continuous semigroup and
let B be bounded. Then for any u ∈ BV ([0, T ],R) Υu

T,0D(A) ⊂ D(A) and there exists m (depending
only on A, B and ‖u‖L∞([0,T ])) such that

‖Υu
T,0(ψ0)‖2 ≤ mem‖u‖BV ([0,T ],R)e|

∫ t
0
u|‖ψ0‖2

Proof. The proof is a consequence of estimates [Kat53, §3.8] applied to A − ω + u(t)B − R‖B‖N
which is the generator of a contraction semigroup for the norm N .

Proposition 20. Let A be the generator of a strongly continuous semi-group and let B be bounded.
Let (ul)l∈N be a sequence of Radon measures (0, T ] such that for every t in [0, T ], supl∈N |ul|((0, T ]) <
+∞. Let (tl)l∈N ∈ [0, T ]. Then (Υul

tl
)l∈N has a strongly convergent subsequence.

Proof. Let us first notice that (t 7→ |ul|((0, t]))l defines a sequence of increasing bounded functions.
So that we can assume up to extracting a subsequence it is a pointwise convergent by Helly’s selection
theorem. Using Hahn decomposition, we have that (t 7→ |ul|((0, t]) − ul((0, t]))l is also a sequence of
increasing functions so that one can extract a converging subsequence as well. For the rest the proof
we assume that both sequences are pointwise convergent.

Let ǫ > 0. We make several reductions to the formula (3.5). First for S = supl∈N |ul|((0, T ]), we
have

∥

∥

∥

∥

∥

Υul
t,s −

N
∑

n=0

Y ul
(n)(t, s)

∥

∥

∥

∥

∥

≤ CAe
ωT

(

∑

k>N

(CA‖B‖S)n
n!

)

‖ψ0‖.

Therefore for some integer N0, this is smaller than ǫ whenever N ≥ N0.
Then recall that

Y ul
(n)(t, s)ψ0 :=

∫

s<s1≤s2≤...≤sn≤t
e(t−sn)ABe(sn−sn−1)A . . . Be(s2−s1)ABe(s1−s)Aψ0dul(s1)dul(s2) . . . dul(sn).

For n < N0, the integrand is a continuous of all its variables in [0, T ]n+2, this can be replaced up
to an error of size 1

N0
ǫT−N0 by a piecewise constant function which is a finite linear combination of

products of left-continuous characteristic functions. So the proof reduces to the convergence of

∫

0<sl≤s1≤s2≤...≤sn≤tl

n+1
∏

ℓ=0

1(aℓ,bℓ](sℓ)dul(s1)dul(s2) . . . dul(sn).

where sn+1 = tl also depends on l. Since these N0 sequences are all bounded we can extract convergent
subsequences.
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Corollary 21. Let A be the generator of a strongly continuous semi-group and let B be bounded.
Then for every ψ0 in H, the set

⋃

T≥0

⋃

α>0

⋃

u∈R((0,T ])

{αΥu
t,0ψ0|t ∈ [0, T ]}

is a meager set in H.

Proof. Due to Proposition 20, the proof is similar to the one of Corollary 16.

Proof of Proposition 3. As already mentioned, the well-posedness result is classical (see [BMS82] for
instance), while the emptiness of the attainable set with L1 controls follows from Corollary 21 proved
for Radon controls.

Theorem 18 can be generalized to include a time dependent principal term as follows.

Definition 5. Let (A,B1) be a couple of operators and u1 : [0, T ] → R be piecewise constant such
that A+u1(t)B1 defined on D(A)∩D(B1) has maximal dissipative closure on H for any t ∈ [0, T ]. Let
B2 be a bounded operator and u2 : [0, T ] → R be piecewise constant. Let Υu1,u2 : [0, T ] → L(H,H)
be the operator that associates, with every t in [0, T ] and every u piecewise constant, the unitary
linear transformation

Υu
t = e(t−tj−1)(A+u1,j−1B1+u2,j−1B2)e(tj−1−tj−2)(A+u1,j−2B1+u2,j−2B2) · · · et1(A+u1,1B1+u2,1B2),

where tj−1 ≤ t < tj, u1 :=
∑

j∈N u1,j−1χ[tj−1,tj) and u2 :=
∑

j∈N u2,j−1χ[tj−1,tj).

We consider the map ψ(t) = Υu1,u2
t (ψ0) as a “mild” solution of (2.4) with A(t) = A+ u1(t)B1 +

u2(t)B2 with initial condition ψ0 ∈ H.

Proposition 22. Let T > 0. Let (A,B1) satisfy Assumption 3 and B2 be a bounded operator. Then
for every ψ0 ∈ H, t ∈ I the map Υt(ψ0) admits a unique continuous extension on R((0, T ])×R((0, T ]).

Moreover, if ψ0 is in D(A), for every u1 ∈ R((0, T ]) and u2 ∈ R((0, T ]), the map t 7→ Υu1,u2
t (ψ0)

is a weak solution of (2.4) with A(t) := A+ u1(t)B1 + u2(t)B2 in the sense that it satisfies

∫

I
〈f ′(t),Υu1,u2

t (ψ0)〉dt =

∫

I
〈Af(t),Υu1,u2

t (ψ0)〉dt+
∫

I
〈B1f(t),Υ

u1,u2
t (ψ0)〉du1(t)

+

∫

I
〈B2f(t),Υ

u1,u2
t (ψ0)〉du2(t) ,

for every f ∈ C1
c (I,H).

Proof. First notice that from Proposition 12 there is a map Υu1
t,s such t 7→ Υu1(t, 0)ψ0 is a weak

solution of (2.1) with B1 replacing B and u1 replacing u. Then the proof mimics the proof of
Theorem 18 using Duhamel’s expansion, Corollary 17, with respect to Υu1

t ψ0 and the fact that Υu1
t,s

is a contraction.

Remark 14. In the cases considered later u1 and u2 will be the same control u.
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A comment on the case of bounded operators We take advantage of this part of our analysis
devoted to bounded control potential to make some general remarks on propagators associated with
bounded operators.

Proposition 23. Let t ∈ [0, T ] 7→ B ∈ L(H) be in L1
s,loc([0, T ], L(H)), that is strongly measurable

and strongly locally integrable. Then there exists a unique family of operators ΥB : ∆[0,T ] → L(H)
strongly continuous in t and s such that

(i) for any s < r < t, ΥB(t, s) = ΥB(t, r)ΥB(r, s),

(ii) ΥB(t, t) = IH,

and for any ψ0 ∈ H, (s, t) ∈ ∆[0,T ] 7→ ΥB(t, s)ψ0 is almost everywhere strongly left differentiable in t
and right differentiable in s with derivative (when t = s) B(t)ψ0 and −B(t)ψ0 respectively.

The map
B ∈ L1

s,loc([0, T ], L(H)) 7→ ΥB ∈ L∞(∆[0,T ], L(H))

is continuous.
The family ΥB is called propagator associated with B.

Proof. The family ΥB is built in the strong sense by generalizing the Dyson expansion as in Theo-
rem 18 :

ΥB(t, s) =

∞
∑

n=0

Y B
(n)(t, s)

with

Y B
(n)(t, s)ψ0 :=

∫

s≤s1<s2<...<sn<t
B(sn)B(sn−1) . . . B(s2)B(s1)ψ0ds1ds2 . . . dusn.

The convergence follows exactly from similar arguments and provides the continuity. The differentia-
bility properties are a consequence of Lebesgue’s differentiation Theorem. Notice that the uniqueness
of absolutely continuous function t ∈ [0, T ] 7→ U(t) ∈ H with Lebesgue derivative t 7→ B(t)U(t) and
such that U(0) = ψ0 follows from Lebesgue’s differentiation Theorem and Gronwall’s Lemma.

The fact that ΥB(t, t) is the identity can be checked immediately while

ΥB(t, s)ψ0 = ΥB(t, r)ΥB(r, s)ψ0,

for any s < r < t, is a consequence of the uniqueness statement just mentioned.

4 Higher order norm estimates for weakly coupled systems

In the following we will restrict our analysis to the skew-adjoint case. This are the objects that appear
in quantum mechanics. Moreover the restriction to self-adjoint operators makes the analysis simpler.

Our aim in this section is to analyze under which conditions the solution built previously are
smoother in the scale of A. This is indeed the case if the assumptions of Assumptions 1, 2 or 3 are
stated in D(|A|k/2) instead of H. Our aim is to provide a somewhat simpler criteria, we show that
the extension of assumptions on B will be sufficient. In this respect, the A-boundedness of B as
operators acting on D(|A|k/2) is crucial and is stated in Lemma 28 which is the cornerstone of the
analysis of this section. This is especially important if we want to obtain the regularity of propagators
in the scale of A up to the order k/2. For lower orders, a simple interpolation provides the results.
The criteria will be used in a perturbative framework (Kato-Rellich type argument) and we will not
consider the whole of K for the values of u, unless we assume that the domain of powers of A+ uB
are the same for any u ∈ K. We recall that in the dissipative framework in order to use Kato-Relich
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criterion u has to be non negative when B is dissipative, below we assume that both B and −B
have dissipativity properties (up to a shift by a constant) so that the sign of u does not have to be
considered.

4.1 The weak coupling

Definition 6 (Weakly coupled). Let k be a non negative real. A couple of skew-adjoint operators
(A,B) is k-weakly coupled if

(i) A is invertible with bounded inverse from D(A) to H,

(ii) for any real t, etBD(|A|k/2) ⊂ D(|A|k/2),

(iii) there exists c ≥ 0 and c′ ≥ 0 such that B − c and −B − c′ generate contraction semigroups on
D(|A|k/2) for the norm ψ 7→ ‖|A|k/2u‖.

We set, for every positive real k,

‖ψ‖k/2 =
√

〈|A|kψ,ψ〉.

The optimal exponential growth is defined by

ck(A,B) := sup
t∈R

log ‖etB‖L(D(|A|k/2),D(|A|k/2)

|t| .

Remark 15. As in Section 3.4, if
t 7→ etB

is a strongly continuous semigroup on D(|A|k/2) then there exists ω > 0 and C > 0 such that

‖etB‖L(D(|A|k/2),D(|A|k/2) ≤ Ceωt,∀t > 0.

Up to a change of norm, namely consider the equivalent norm

sup
t>0

‖et(B−ω)ψ‖k/2

then one can assume C = 1 but may loose the hilbertian structure and the skew adjoint character of
A.

Remark 16. Notice that the content of Definition 6.(iii) is that the restriction to D(|A|k/2) of the
group generated by B− c originally defined on H defines a contraction semigroup. We thus have two
generators and due to Definition 6.(i)-(ii) the domain of the second is included in the first. Hence
again Definition 6.(i) gives that the smallest domain is dense in H. The same comment can be made
for −B − c′. Forgeting about c and c′ and minus sign, we identify these three operators (which are
closed in H and D(|A|k/2) respectively) and with an abuse of notation we denote them by the same
B as they are restrictions of B. The domains of B − c and −B − c′ acting on D(|A|k/2) are actually
both equal to {φ ∈ D(|A|k/2) ∩D(B), Bφ ∈ D(|A|k/2)}. They both contain this set as if φ is in this
set then

e±tBφ− φ∓ tBφ =

∫ t

0
(e±tB − 1)Bφds

is a o(|t|) in H or D(|A|k/2). They are obviously contained in this set as if t 7→ e±tBφ is differentiable
in D(|A|k/2) it is also differentiable in H.
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The invertibility of A is needed to ensure that ‖ · ‖k/2 is a norm equivalent to the graph norm of
D(|A|k/2). The use of the associated norm is due to the interpolation criterion we use below.

For the systems encountered in the physics literature, the operator A is skew-adjoint with at least
two isolated eigenvalues. Hence the invertibility of A can be obtained by replacing A by A− λi for a
suitable λ in R. Notice that this translation on A only induces a global phase shift on the propagator
that is physically irrelevant (i.e., undetectable by observations).

The following proposition gives another characterization of the weak-coupling using Hille-Yosida
Theorem.

Proposition 24. Let k be a non negative real. A couple of skew-adjoint operators (A,B) with A
invertible is k-weakly coupled if and only if B is closed in D(|A|k/2), and there exists ω such that for
every real λ, |λ| > ω belongs to the resolvent set of B and for such λ

‖(λI −B)−1‖L(D(|A|k/2),D(|A|k/2) ≤
1

|λ| − ω
.

The smallest ω satisfying the above property is ck(A,B).

Proof. If (A,B) be k-weakly coupled then B − ck(A,B) is the generator of a contraction semigroup
in D(|A|k/2). From Hille-Yosida Theorem, we deduce the stated equivalence.

The following proposition gives an equivalent defintion which may be easier to check in practice.

Proposition 25. Let k be a non negative real. A couple of skew-adjoint operators (A,B) with A
invertible is k-weakly coupled if and only if for some ω > 0,

(ω ∓B)−1D(|A|k/2) ⊂ D(|A|k/2)

and for any ψ ∈ (ω −B)−1D(|A|k/2) = (ω +B)−1D(|A|k/2)

|ℜ〈|A|kψ,Bψ〉| ≤ ω‖ψ‖2
D(|A|k/2)

.

The smallest ω satisfying this property is ck(A,B).

Proof. We first notice that from the resolvent identity, the assumptions imply

(ω −B)−1D(|A|k/2) ⊂ (ω +B)−1D(|A|k/2)

for any ω in the resolvent sets of B and −B.
Assume (A,B) is k-weakly coupled then as B − ck(A,B) and −B − ck(A,B) are generator of

contraction semigroups on D(|A|k/2), they are closed and maximal dissipative on D(|A|k/2), their
respective resolvent sets contains positive half lines (by means of Hille-Yosida theorem) and their
domain is, by definition of the resolvent, (ω ± B)−1D(|A|k/2) for any ω > ck(A,B). Since they are
maximal dissipative, we have

±ℜ〈|A|kψ,Bψ〉 ≤ ck(A,B)‖ψ‖2
D(|A|k/2)

.

for any ψ ∈ (ω −B)−1D(|A|k/2) = (ω +B)−1D(|A|k/2).
Reciprocally, ±B + ω are closed as operators on H so they are closed on D(|A|k/2). As ±B + ω

are dissipative on D(|A|k/2), they are generators of a contractions semigroups if they are surjective.
As for any f ∈ D(|A|k/2), (±B + ω)−1f ∈ D(|A|k/2), they are indeed surjective.
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The notion of weak coupling was introduced in [BCC13] but in a somewhat simpler form the
relation between these two definitions can be obtained by means of the following lemma.

Lemma 26. Let A be an invertible skew-adjoint operator and let B be a skew-symmetric operators
such that for every u in R, A + uB is essentially skew-adjoint on the domain D(A) of A and for
some k ≥ 1, for any real u, D(|A+ uB|k/2) = D(|A|k/2) and there exists a constant C such that for
every ψ in D(|A|k),

|ℜ〈|A|kψ,Bψ〉| ≤ C|〈|A|kψ,ψ〉|.
Then (A,B) is k-weakly coupled .

Proof. Since for every u in R, A+uB is essentially skew-adjoint on the domain D(A), this implicitly
imply that D(A) ⊂ D(B).

The assumption that there exist k ≥ 1 and a constant C such that for every ψ in D(|A|k),

|ℜ〈|A|kψ,Bψ〉| ≤ C|〈|A|kψ,ψ〉|

and the Nelson commutator theorem, see Section C, imply that B with domain D(|A|k/2) is essentially
skew-adjoint so B is essentially skew-adjoint on D(A). Then Trotter product formula, see [RS78,
Theorem VIII.31], implies that :

(

e
t
n
(A+uB)e−

t
n
A
)n

tends to etuB in the strong sense as n goes to infinity. As each of the term of the above sequence
is bounded on D(|A|k/2) with a bound eC|t||u|, see [BCC13, proposition 2], we conclude that etB is
bounded on D(|A|k/2) with the same bound : eC|t||u|. This provides (A,B) is k-weakly coupled .

Let us state state an interpolation result.

Lemma 27. Let k be a positive real. If (A,B) is k-weakly coupled then (A,B) is s-weakly coupled
for any s ∈ [0, k] and

cs(A,B) ≤ s

k
ck(A,B).

Proof. We will consider s ∈ (0, k) as there is noting to prove for s = k and s = 0 is immediate since
B is skew adjoint.

Notice that as B is skew-adjoint

‖etBu‖D(|A|k/2) = ‖|A|k/2etBu‖ = ‖|A(t)|k/2u‖.

where A(t) = e−tBAetB .
As (A,B) is k-weakly coupled we deduce

1

‖A−1‖k ≤ |A(t)|k ≤ e2c|t||A|k.

which from Proposition 58 yields
|A(t)|s ≤ e2cs|t|/k|A|s

which concludes the proof.

A corollary of this interpolation result is the following result which is crucial in our analysis. It
shows that if (A,B) is k-weakly coupled the A-boundedness of B extends naturally to H = D(|A|k/2).
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Lemma 28. Let k be a non-negative real. Let (A,B) be k-weakly coupled and such that B is A-
bounded. Then

inf
λ>0

‖B(A− λ)−1‖
L(D(|A|

k
2 ),D(|A|

k
2 ))

≤ ‖B‖A

Proof. Let λ be a real. As (A,B) is k-weakly coupled, for any s in [0, k] due to Lemma 27, and
Proposition 25

|〈ψ, [|A|s, B]ψ〉| ≤ s

k
ck(A,B)〈ψ, |A|sψ〉

for any ψ ∈ D(|A|s/2) ∩D(B) with Bψ ∈ D(|A|s/2) so that that

|A|−s/2[|A|s, B]|A|−s/2

extends to a bounded operator in H with bound lower than s
kck(A,B). Then for φ ∈ D(|A|k/2)∩D(B)

with Bφ ∈ D(|A|k/2), we notice

‖|A|k/2Bφ‖2 = 〈Bφ, |A|kBφ〉
= 〈Bφ, [|A|k, B]φ〉+ 〈Bφ,B|A|kφ〉
= 〈|A|k/2Bφ, |A|−k/2[|A|k, B]|A|−k/2|A|k/2φ〉+ 〈Bφ,B|A|kφ〉
≤ ck(A,B)‖|A|k/2Bφ‖‖|A|k/2φ‖+ |〈Bφ,B|A|kφ〉|

and for s ≥ 0

〈Bφ,B|A|kφ〉 = 〈|A|k/2Bφ, |A|s−k/2B|A|k−sφ〉+ 〈|A|s/2Bφ, |A|−s/2[|A|s, B]|A|−s/2|A|k−s/2φ〉

so that if we impose

0 ≤ s− k/2 < k/2, s/2 < k/2, k − s/2 < k/2 + 1

or
k/2 ≤ s < k, k ≤ s+ 2

or if k ∈ (s,min{s+ 2, 2s}) for s ≥ 0 this leads to

|〈Bφ,B|A|kφ〉| ≤ ‖|A|k/2Bφ‖‖|A|s−k/2B|A|k−sφ‖+ s

k
ck(A,B)‖|A|s/2Bφ‖‖|A|k−s/2φ‖

and as s < k to

‖|A|k/2Bφ‖ ≤ ck(A,B)‖|A|k/2φ‖+ ‖|A|s−k/2B|A|k−sφ‖+ s

k
ck(A,B)‖|A| s−k

2 ‖‖|A|k−s/2φ‖.

Since s − k/2 ∈ [0, k/2) a recurrence2 emerges. First the value s = k/2 is allowed when 0 < k <
k/2 + 2 that is k < 4 and thus from the above inequality, we deduce, for every λ > 0,

‖|A|k/2B(A− λ)−1φ‖

≤ ck(A,B)‖|A|k/2(A− λ)−1φ‖+ ‖B|A|k/2(A− λ)−1φ‖+ 1

2
ck(A,B)‖|A|−k

4 ‖‖|A|3k/4(A− λ)−1φ‖

and since 3/4k < k/2 + 1 here, we deduce

lim
λ→∞

‖|A|k/2B(A− λ)−1φ‖ ≤ ‖B‖A‖|A|k/2φ‖.

2This can be replaced by a connectedness argument on the set of k′
∈ [0, k/2] for which the result holds
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This initialize the recurrence. Then as k − s/2 < k/2 + 1

lim
λ→∞

‖|A|k/2B(A− λ)−1φ‖ ≤ lim
λ→∞

‖|A|s−k/2B(A− λ)−1|A|−s+k/2‖‖|A|k/2φ‖

As the recurrence provides

lim
λ→∞

‖|A|s−k/2B(A− λ)−1|A|−s+k/2‖ ≤ ‖B‖A

this concludes the proof due to the density of the set

{φ ∈ D(|A|k/2) ∩D(B), Bφ ∈ D(|A|k/2)}

in D(|A|k/2).

The following corollary shows thatD(|A+uB|k/2) = D(|A|k/2). It seems a difficult issue otherwise.
Recall that as D(A) ⊂ D(B) and A + uB denotes a self-addjoint extension of A + uB, we have
D(A) = D(A+ uB) by Kato-Rellich theorem.

Lemma 29. Let k be a positive real, (A,B) be k-weakly coupled and u be a real number such that
|u| < ‖B‖A. Then D(|A|s) = D(|A+ uB|s) for every s ∈ [0, k/2 + 1].

Proof. We proceed by induction on j to prove D(|A|k/2−⌊k/2⌋+j) = D(|A + uB|k/2−⌊k/2⌋+j) for j ≤
⌊k/2⌋. By Kato-Rellich theorem, D(A) = D(A + uB) for every u in R. By interpolation, see
Lemma 62, D(|A|s) = D(|A+ uB|s) for 0 ≤ s ≤ 1, in particular for s = k

2 − ⌊k2⌋. This initializes the
induction for j = 0.

Let us assume that D(Aℓ) = D((A+ uB)ℓ) for some ℓ ≤ k/2. By definition,

D(Aℓ+1) = {f ∈ D(Aℓ)|Af ∈ D(Aℓ)},

and, using the induction hypothesis,

D(|A+uB|ℓ+1) = {f ∈D(|A+uB|ℓ)||A+uB|f ∈ D(|A+uB|ℓ)} = {f ∈ D(Aj)|A+uB)f ∈ D(|A|ℓ)}.

So that D(|A+ uB|ℓ+1) is the domain of A+ uB as an operator acting on D(|A|ℓ). The domain
of A as an operator acting on D(|A|ℓ) is D(|A|ℓ+1), as A is skew adjoint on D(|A|ℓ) and B − c or
−B − c′ is dissipative in D(|A|ℓ) due to Proposition 25, using Lemma 28 and Kato-Rellich theorem
we conclude that A+ uB with domain D(|A|ℓ+1) is maximal dissipative in D(|A|ℓ).

Notice that if D(|A + uB|s) = D(|A|s) for some positive real s then the associated norms are
equivalent as the operators are closed.

4.2 Higher regularity

From Remark 8 and Proposition 9, we deduce the following statement.

Proposition 30. Let k be a non negative real. Let (A,B) be k-weakly coupled and B be A-bounded.
For any u ∈ BV ([0, T ],R)∩BL∞([0,T ])(0, 1/‖B‖A), there exists a family of contraction propagators

in H that extends uniquely as contraction propagators to D(|A|k/2) : Υu : ∆[0,T ] → L(D(|A|k/2)) such
that

(i) for any t ∈ [0, T ], for any ψ0 ∈ D(|A|k/2)

‖Υt(ψ0)‖k/2 ≤ eck(A,B)
∫ t
0
|u|‖ψ0‖k/2
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(ii) for any t ∈ [0, T ], for any ψ0 ∈ D(|A|1+k/2) for any u ∈ BV ([0, T ],R)∩BL∞([0,T ])(0, 1/‖B‖A)),
there exists m (depending only on A, B and ‖u‖L∞([0,T ]))

‖Υt(ψ0)‖1+k/2 ≤ mem‖u‖BV ([0,T ],R)eck(A,B)
∫ t
0
|u|‖ψ0‖1+k/2

Moreover, for every ψ0 in D(|A|k/2), the end-point mapping

Υ(ψ0) : BV ([0, T ],K) → D(|A|k/2)
u 7→ Υu(0, T )(ψ0)

is continuous.

Proof. The first part of the statement is a corollary of Theorem 7 after replacing B by B − ck(A,B)

to ensure the dissipativity. Indeed consider D(|A|k2 ) in place of H. Notice first that from Lemma 28,
if a > 1/‖B‖A such that a‖u‖∞ < 1 then there exists ba such that for any ψ ∈ D(|A|1+k/2)

‖(1 −A− uB)ψ‖k/2 ≥ ‖(1 −A)ψ‖k/2 − |u|‖Bψ‖k/2 ≥ (1− a|u|)‖(1 −A)ψ‖k/2 − ba‖ψ‖k/2

or
‖(1 −A− uB)ψ‖k/2 + ba‖ψ‖ ≥ (1− a|u|)‖(1 −A)ψ‖k/2

leading to

‖Bψ‖k/2 ≤ a‖(1 −A)ψ‖k/2 ≤ a

1− a|u|‖(1 −A− uB)ψ‖k/2 +
ba

1− a|u|‖ψ‖k/2.

This gives

‖(1 −A(t))−1‖L(D(|A|k/2),D(|A|1+k/2)) = ‖A(1−A− u(t)B)−1‖L(D(|A|k/2))

≤ ‖(A+ u(t)B)(1−A− u(t)B)−1‖L(D(|A|k/2))

+ |u(t)|‖B(1 −A− u(t)B)−1‖L(D(|A|k/2))

≤ 2 + |u(t)| a

1 − a|u(t)| +
ba

1− a|u(t)| .

Taking the supremum leads to

sup
t∈[0,T ]

‖(1−A(t))−1‖L(D(|A|k/2),D(|A|1+k/2)) ≤ 2 +
1

‖B‖A
a

1− a
‖B‖A

+
ba

1− a
‖B‖A

.

Then Remark 8 gives the result using (A,B) to be k-weakly coupled using Lemma 28 and Kato-
Rellich theorem for dissipative operators (see [RS78, Corollary of Theorem X.50]).

As moreover for An(t) = A + un(t)B and A(t) = A + u(t)B and a a sufficiently large real
‖An‖BV (I,L(D(A),H)) ≤ ‖un‖BV (I,R)‖B‖L(D(A),H), ‖An(0)‖L(D(A),H)) ≤ 1 + |un(0)|‖B‖L(D(A),H). and

(An(t)− a)−1 − (A(t) − a)−1 = (un(t)− u(t))(An(t)− a)−1B(A(t)− a)−1

so that the strong resolvent convergence of An to A turns to be a consequence of the convergence of
un to u in BV (I,R). Proposition 9 applies as well.

We now state another version of Corollary 16.
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Corollary 31. Let k be a non negative real. Let (A,B) be k-weakly coupled B A-bounded and
ψ0 ∈ D(|A|k/2). Then

⋃

L,T,a>0

{

αΥu(ψ0), ‖u‖BV ([0,T ],(−1/‖B‖A,1/‖B‖A)) ≤ L, t ∈ [0, T ], |α| ≤ a
}

is a meagre set (in the sense of Baire) in D(|A|k/2) as a union of relatively compact subsets.

Proof. This is similar to the one of Corollary 16.

A comment on the exact controllability of time reversible system. Some comments on the
exact controllability of time reversible system are in place.

Let (A,B,K) satisfy Assumption 1 (or Assumptions 2). Let C be a bounded antilinear operator
on H such that CD(A) ⊂ D(A), CA = −AC, and CB = −BC. Let u be piecewise constant with
value in K and let ψ(t) be a strong solution of (2.1) associated with the control t 7→ u(t), then
ϕ(t) = Cψ(T − t) satisfies

d

dt
ϕ(t) = −C(ψ′(T − t))

= −C(A+ u(T − t)B)(ψ(T − t))

= Aϕ(t) + u(T − t)Bϕ(t).

and therefore is a strong solution of (2.1) associated with the control t 7→ u(T − t).
This well-known fact for the Schrödinger equation (see for example [Ner09]) has been remarked

for our abstract framework in [BCCS12, Section 6.1]. Using Proposition 12, it can be extended for
the case in which u is a Radon measure as stated in the following proposition.

Proposition 32. Let (A,B,K) satisfy Assumption 1 (or Assumption 2) with A skew-adjoint and B
skew-symmetric. Let C be a conjugation, that is a bounded antilinear operator on H with CC = IdH,
such that CD(A) ⊂ D(A), CA = −AC, and CB = −BC. Let u be a bounded variation function (or a
Radon measure) on (0, T ) with value in K and let Υu be the associated contraction propagator. For
any (t, s) ∈ ∆[0,T ], Υ

u
t,s is unitary and its inverse coincides with CΥu(T−·)(T−t, T−s)C where u(T−·)

denotes t ∈ [0, T ] 7→ u(T − t) in the framework of Assumption 1 (or t ∈ [0, T ] 7→ u((0, T ])−u((0, t]) =
u([t, T )) in the one of Assumption 2).

Proof. The fact that the propagator is unitary is a consequence of the skew-adjointness. The invert-
ibility follows and to identify the inverse it is enough to differentiate

s 7→ Υu
t,sCΥ

u(T−·)
T−t,T−sC

in s when u is continuous. The derivative is 0 while

Υu(t, t)CΥu(T−·)(T − t, T − t)C = IdH.

Based on the continuity property, the identity

Υu
t,sCΥu(T−·)(T − t, T − s)C = IdH

extends to all u in the framework of Assumption 1 (or Assumption 2).

Remark 17. Proposition 30 shows that for time reversible systems, the input-output mapping does
not change the regularity with respect to A. As eigenvectors belong to any D(|A|k) this shows that
exact controllability clearly relies on the regularity of B in the scale of A.
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4.3 Extension to Radon measures

The conclusion of Proposition 15 can be extended to D(|A|k/2) if Assumption (3.3) is true in D(|A|k2 )
instead of H. This is indeed the only missing assumption to apply Corollary 10 with D(|A|k2 ) instead
of H. Without this assumption the following result together with the interpolation result of Lemma 57
gives an interesting extension.

Proposition 33. Let k be a positive real. Let (A,B,K) satisfy Assumption 2 such that (A,B) be
k-weakly coupled. Then, Υ admits a unique continuous extension to the set of Radon measures and,
for every s ∈ [0, k], ψ0 ∈ D(|A|s/2), for every T ≥ 0, one has Υu

T (ψ0) ∈ D(|A|s/2) and

‖Υu
T (ψ0)‖s/2 ≤ e

s
k
ck(A,B)|u|([0,T ])‖ψ0‖s/2

if u ∈ R((0, T ]) with u((0, t]) ∈ K when t ∈ [0, T ].

Proof. We will make the proof for s = k, as from Lemma 27 the proof will be the same.
Consider a sequence vn of piecewise constant functions converging to t ∈ [0, T ] 7→ u((0, t]) point-

wise with ‖vn‖BV ([0,T ]) ≤ K. Then vn is the cumulative function of v′n, a discrete sum of Dirac delta

functions and, from (3.1), Υv′n
t is a product of unitary operators of the form

evBe−vBetAevB = etAevB .

So that
‖evBe−vBetAevBψ‖k/2 = ‖evBψ‖k/2 ≤M(v)‖ψ‖k/2

where M(v) := ‖evB‖L(D(|A|k/2),D(|A|k/2)). Noticing that Definition 6 and M(v1 + v2) ≤M(v1)M(v2)

for any pair (v1, v2) in [0, δ]2 imply

M(v) ≤ eck(A,B)|v|,∀v ∈ R.

Hence, for every n,
‖Υv′n

t (ψ0)‖k/2 < eck(A,B)K .

For every f in D(|A|k),
|〈|A|kf,Υv′n

t ψ0〉| ≤ ‖f‖‖ψ0‖k/2eck(A,B)K .

Because of the continuity result (Proposition 9), the left hand side tends to |〈|A|kf,Υu
t ψ0〉| as n tends

to infinity. The right hand side is bounded by ‖u‖‖ψ0‖k/2eck(A,B)K . Hence, for every f in D(|A|k)

|〈|A|kf,Υu
t ψ0〉| ≤ ‖f‖‖ψ0‖k/2eck(A,B)K .

As a consequence, Υu
t ψ0 belongs to D((|A|k)∗) = D(|A|k) and

‖|A|kΥu
t ψ0‖ ≤ ‖ψ0‖k/2eck(A,B)K .

Remark 18. Assumption (3.3) is a regularity assumption to make on top of (A,B) k-weakly coupled
if one wants to extend the previous lemma to the limit case s = k. It is also interesting to notice
that this Assumption (3.3) implies that (A,B) is 2-weakly coupled . Indeed, if (A,B) is a couple
of skew-adjoint operators operators satisfying Assumption 3, then Assumption (3.3) implies for small
|t| that, for every ψ in D(A),

‖|A|e−tBψ‖ = ‖Ae−tBψ‖ = ‖etBAe−tBψ‖ ≤ ‖etBAe−tBψ −Aψ‖+ ‖Aψ‖
≤ (1 + L|t|)‖Aψ‖ ≤ eL|t|‖Aψ‖ = eL|t|‖|A|ψ‖

as the map t ∈ R 7→ etBAe−tB ∈ L(D(A),H) is locally Lipschitz with some constant L. Thus (A,B)
is 2-weakly coupled .
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As a consequence of Corollary 10 and Lemma 57 we have the following proposition.

Proposition 34. Let k be a positive real. Let (A,B,K) satisfy Assumption 2 such that (A,B) is
k-weakly coupled . Let

R((0, T ],K) := {u ∈ R((0, T ]), u((0, t]) ∈ K, ∀t ∈ [0, T ]}
Then for any s ∈ [0, k), for every ψ0 in D(|A|s/2), and the end-point mapping

Υ(ψ0) : R((0, T ],K) → D(|A|s/2)
u 7→ Υu

T (ψ0)

is continuous.

Proof. Let (un) be a converging sequence in R((0, T ]) to some u. Then

Υun
T (ψ0)−Υu

T (ψ0)

is uniformly bounded in D(|A|k/2) and converging to 0 in H. By Lemma 57 it converges to 0 in
D(|A|s/2) for s < k.

Remark 19. One can notice that under the assumptions of Proposition 34 both Proposition 15 and
Corollary 16 extend to D(|A|s/2) for s ∈ [0, k).

A remark on bounded control potentials If B is bounded in D(|A|k/2), the latter can be
considered in place of H in all the analysis of § 3.4. These leads to a simpler version of the weak
coupling theory.

5 Galerkin approximations

In this section, again A is skew-adjoint and B skew-symmetric. This assumption is introduced for
convenience.

For every Hilbert basis Φ = (φk)k∈N of H, we define, for every N in N,

πΦN : H → H
ψ 7→ ∑

j≤N〈φj , ψ〉φj .

Definition 7. Let (A,B) be a couple of (possibly unbounded) linear operators and Φ = (φn)n∈N be
an Hilbert basis of H. Let N ∈ N and denote LΦ

N = span(φ1, . . . , φN ). The Galerkin approximation
of order N of system (2.1), when it makes sense, is the system

ẋ = (A(Φ,N) + uB(Φ,N))x (ΣΦ
N )

where A(Φ,N) and B(Φ,N), defined by

A(Φ,N) = πΦNA↾LN
and B(Φ,N) = πΦNB↾LN

,

are the compressions of A and B (respectively) associated with LN .

Since LN is a finite dimensional space by definition, for every integer N , every A skew-adjoint
and every Hilbert basis Φ made of eigenvectors of A then (A(Φ,N), B(Φ,N),R) satisfies Assumptions 1.
We can therefore define the contraction propagator Xu

(Φ,N)(t, 0) of (ΣΦ
N ) associated with bounded

variation control u. We can also write that (A(Φ,N), B(Φ,N)) is k-weakly coupled for any positive real
k.

The weak coupling is actually invariant or at least does not deteriorate by compression with
respect to a basis of eigenvectors of A.
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Lemma 35. Let k be a non-negative real. Let (A,B) is k-weakly coupled and let Φ be an Hilbert basis
made of eigenvectors of A, (A,B) be k-weakly coupled . Then, for every N in N, (A(Φ,N), B(Φ,N)) is
k-weakly coupleḋ. Moreover,

‖evB(Φ,N)
ψ‖D(|A(Φ,N)|k/2) ≤ eck(A,B)|v|‖ψ‖D(|A(Φ,N) |k/2)

for every N in N and ψ in LΦ
N .

Proof. From Proposition 25, one has

|ℜ〈|A|kψ,Bψ〉| ≤ ck(A,B)‖ψ‖D(|A|k/2) ∀ψ ∈ D(|A|k/2).

Hence restricted to LΦ
N , we obtain (A(Φ,N), B(Φ,N)) be k-weakly coupled .

In the sequel, we we will use some compactness properties for B in the scale of A. We make the
following remark.

Lemma 36. Let A be a skew-adjoint operator acting on H such that there exists an Hilbert basis of
H made of eigenvectors of A. Let B be a bounded operator on H. Then B is compact from D(|A|k/2)
to H for some positive real k if and only it is compact for any positive real k.

Proof. We only have to prove the first implication in the following form : B is compact from D(|A|k/2)
to H for some positive real k if and only it is compact from D(|A|s/2) to H for any s in (0, k).

Let Φ be an Hilbert basis made of eigenvectors of A. The associated orthogonal projector πΦN
tends strongly to the identity in H and in D(|A|k/2) as it commutes with |A|k/2.

Hence if B is compact from D(|A|k/2) to H, BπΦN tends to B in L(D(|A|k/2),H) as (B −BπΦN)N
is bounded in L(H), Lemma 57 shows that (B − BπΦN )N tends to 0 in L(D(|A|s/2),H) for any s in
(0, k). So that B is compact from D(|A|s/2) to H for any s in (0, k).

Remark 20. If A has a discrete spectrum, which is equivalent to the compactness of the resolvent
of A, if B is A-bounded, B(|A| + 1)−1−ε is compact for ε > 0. If moreover B is bounded, then
B(|A|+ 1)−ε is compact for ε > 0 that is B is A-compact.

5.1 For bounded variation controls

In this section is we consider the question of the Galerkin approximation in the framework of As-
sumption 1.

Proposition 37. Let (A,B,K) satisfy Assumption 1 with B(1−A)−1 compact. Let s be non-negative
numbers with 0 ≤ s < 1. Then for every ε > 0, L ≥ 0, n ∈ N, and (ψj)1≤j≤n in D(A)n there exists
N ∈ N such that for any u ∈ BV ([0, T ],K),

‖u‖BV ([0,T ]) < L⇒ ‖Υu
t (ψj)−Xu

(N)(t, 0)πNψj‖s/2 < ε,

for every t ≥ 0 and j = 1, . . . , n.

Proof. As the propagators are contractions in H, the proof for can be restricted to (ψj)1≤j≤n in a
the dense subset D(A).

For every u in BV ([0,+∞)) such that u(t) ∈ K, for all t ≥ 0, consider yu : t 7→ πΦNΥ
u
t (ψ) that is

absolutely continuous and, for almost every t ≥ 0 satisfies for almost every t ≥ 0,

ẏu(t) = (A(Φ,N) + uB(Φ,N))yu(t) + u(t)πΦNB(IdH − πΦN )Υ
u
t (ψ).
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Then, for every t ≥ 0,

yu(t) = Xu
(Φ,N)(t, 0)ψ +

∫ t

0
Xu

(Φ,N)(s, t)π
Φ
NB(IdH − πΦN )Υ

u
s (ψ)du(s)

Since IdH − πΦN tends strongly to 0, as N goes to infinity, and B(1 − A)−1 is compact, B(1 −
A)−1(IdH − πΦN ) tends to 0 in norm, as Xu

(Φ,N)(t, 0) is unitary and from Theorem 7,

‖Υu
s (ψ)‖1/2 ≤M2eM‖B(1−A)−1‖‖u‖BV ([0,+∞))‖ψ‖2

with

M = sup
t∈[0,T ]

‖(1 −A(t))−1‖L(D(|A|k/2),D(|A|1+k/2)) ≤ 2 +
1

‖B‖A
a

1− a
‖B‖A

+
ba

1− a
‖B‖A

.

where a > 1/‖B‖A is such that a‖u‖∞ ≤ aK < 1 and ba some real which only depend on a and thus
K. We have for any ε > 0 the existence of N such that for n ≥ N

‖yj(t)−Xu
(Φ,N)(t, 0)(ψ)‖ ≤ εeck(A,B)M‖u‖L1([0,+∞)M

2eM‖B(1−A)−1‖‖u‖BV ([0,+∞))‖ψ‖2.

This achieves the proof for s = 0.

Consider now the general case s ∈ (0, 1). The sequence
(

πΦNΥ
u
t (ψ)−Xu

(Φ,N)(t, 0)(ψ)
)

N∈N
con-

verges to zero in H asN tends to infinity, uniformly with respect to t ≥ 0 and u with total variation less

than L (this is the case treated previously). The same sequence
(

πΦNΥ
u
t (ψ) −Xu

(Φ,N)(t, 0)(ψ)
)

N∈N
is bounded in D(A) uniformly with respect to t ≥ 0 and u with total variation less than L, since

‖πΦNΥu
t (ψ)−Xu

(Φ,N)(t, 0)(ψ)‖1 ≤ ‖πΦNΥu
t (ψ)‖1 + ‖Xu

(Φ,N)(t, 0)(ψ)‖1
and each of this therm is bounded, uniformly with respect to N , u and t by Theorem 7 and since the
projections πΦN are bounded in D(A) as they commute to A.

The conclusion follows from interpolation see Lemma 57.

Remark 21. The compactness of the operator B(1−A)−1 was crucial to control uniformly the norm
of

{‖(IdH − πΦN )Bπ
Φ
Nψ(s)‖; s ≥ 0, |u|([0,+∞)) ≤ L}.

One can notice that the compactness in Corollary 31 allows a weaker result where the N will depend
on u or t.

One can also emphasize that this compactness was used only for the uniform smallness of the
above set.

In case we have more regularity, we have the following result.

Proposition 38. Let k be a positive real. Let (A,B) be k-weakly coupled with B(1−A)−1 is compact.
Let s be non-negative numbers with 0 ≤ s < k+2. Then for every ε > 0, L ≥ 0, n ∈ N, and (ψj)1≤j≤n
in D(|A|1+k/2)n there exists N ∈ N such that for any u ∈ BV ([0, T ],R) ∩BL∞([0,T ])(0, 1/‖B‖A),

‖u‖BV ([0,T ]) < L⇒ ‖Υu
t (ψj)−Xu

(N)(t, 0)πNψj‖s/2 < ε,

for every t ≥ 0 and j = 1, . . . , n.

Proof. The proof is exactly the same as this of Proposition 37 using the results of Section 4. Actually
one only need to reconsider the step prior to the interpolation in the proof of Proposition 37, namely

the boundedness of
(

πΦNΥ
u
t (ψ) −Xu

(Φ,N)(t, 0)(ψ)
)

N∈N
is bounded in D(|A|1+k/2) which follows from

Proposition 30.
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5.2 For Radon measures

In the case of Radon measure, for the interacting framework we already exploited some regularity of
B in the scale of A. In order to have a Galerkin approximation we need to assume further regularity.

Proposition 39 (Good Galerkin Approximation). Let k be a positive real. Let (A,B) satisfy As-
sumptions 3 and be k-weakly coupled with B A-compact. Let Φ be an Hilbert basis made of eigenvectors
of A.

Then, for every ε > 0, L ≥ 0, l ∈ [0, k) there exists N ∈ N such that for every u ∈ R((0,+∞))
and ψ in LΦ

N , t ≥ 0 and n ≥ N

|u|([0,+∞)) ≤ L =⇒ ‖Υu
t (ψ)−Xu

(Φ,n)(t, 0)ψ‖l/2 ≤ 2
l
kL1− l

k eck(A,B)Mε‖ψ‖k/2

Proof. First consider the case l = 0. For every u in R((0,+∞)) consider a sequence (un)n of piecewise
constant functions that converges, as Radon measures, to u and the sequence yun : t 7→ πΦNΥ

un
t (ψ) of

absolutely continuous mappings, that satisfies for almost every t ≥ 0,

ẏun(t) = (A(Φ,N) + un(t)B
(Φ,N))yun(t) + un(t)π

Φ
NB(IdH − πΦN )Υ

un
t (ψ).

Then, for every t ≥ 0, and α ∈ (0, k/2)

yun(t) = Xun
(Φ,N)(t, 0)ψ +

∫ t

0
Xun

(Φ,N)(s, t)π
Φ
NB(IdH + |A|)−α(IdH − πΦN )(IdH + |A|)αΥun

s (ψ)du(s)

Since IdH − πΦN tends strongly to 0, as N goes to infinity, and B(IdH + |A|)−α is compact, B(IdH +
|A|)−α(IdH − πΦN ) tends to 0 in norm, as Xun

(Φ,N)(t, 0) is unitary it gives as (IdH + |A|)αΥun
s (ψ) is

bounded in H by ‖ψ‖α

‖yj(t)−Xun
(Φ,N)(t, 0)(ψ)‖ ≤ εeck(A,B)M |un|([0,+∞))‖ψ‖α ≤ Leck(A,B)Mε‖ψ‖α.

Letting n tend to infinity achieves the proof for l = 0.
The rest of the proof is similar to the one of Proposition 37.

5.3 For bounded control potential

In the case of bounded potentials we can state the following proposition. As we need uniform in
time estimates we cannot consider generators of continuous semigroup as in Theorem 18. Below we
consider B be bounded in D(|A|k/2) which implies that (A,B) is k-weakly coupled .

Proposition 40. Let k be a positive real. Let A with domain D(A) be the generator of a contraction
semigroup and let B be bounded in H and D(|A|k/2) with B(1−A)−1 compact. Let s be non-negative
numbers with 0 ≤ s < k. Then for every ε > 0, L ≥ 0, n ∈ N, and (ψj)1≤j≤n in D(|A|k/2)n there
exists N ∈ N such that for any u ∈ R((0, T ]),

|u|([0, T ]) < L⇒ ‖Υu
t (ψj)−Xu

(Φ,N)(t, 0)π
Φ
Nψj‖s/2 < ε,

for every t ≥ 0 and j = 1, . . . , n.

The proof is an adaptation of the previous ones and is omitted.
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5.4 The general case of operator with continuous spectrum

A general extension of Propositions 37 or 39, with a bound of the error ‖Υu
t ψ − Xu

(Φ,n)(t, 0)ψ‖
uniform in t ≥ 0 is not possible in the case where there is no Hilbert basis of the ambient space made
of eigenvectors of A. Indeed, the RAGE theorem (due to Ruelle [Rue69], Armein and Georgescu
[AG74] and Enss [Ens78]) states that if A is a skew-adjoint operator on the Hilbert space H and Hc

is the continuity subspace of H relatively to A, that is the space {v|v eigenvector of A}⊥, then for
every ψ in Hc, for every compact mapping C : H → H (such as the projection on a finite dimensional
subspace), lim inft→∞ ‖CetAπcψ‖ = 0. In other words: the part of the state which enters Hc cannot
be recovered by any finite dimensional approximation.

In order to consider the extension of our result to the case where there is no Hilbert basis made
of eigenvectors for the free dynamics operator A, we recall a famous theorem by Weyl and Von
Neumann, see [Kat66, Theorem X.2.1].

First we need the Schmidt class.

Definition 8. Let Φ = (φn)n∈N be a complete orthonormal family of H. Let T ∈ L(H). If the series
∑

k∈N

‖Tφk‖2 converges, then T is in the Schmidt class, denoted L2(H) and the Schmidt norm is given

by ‖T‖2 :=
√

∑

n∈N

‖Tφn‖2.

The previous definitions are independent of the choice of the basis Φ = (φn)n∈N The Schmidt
norm endows the Schmidt class with an Hilbert structure. We have that

‖T‖ ≤ ‖T‖2

so that the Schmidt class is formed by compact operators.

Theorem 41 (Weyl-Von Neumann). Let A be a skew-adjoint operator on H. For any ε > 0, there
exists Cε ∈ L2(H) skew-adjoint with ‖Cε‖2 ≤ ε and such that A+ Cε has pure point spectrum.

Proposition 42. Let A be skew-adjoint, B be bounded with B(1 − A)−1 compact and s be in [0, 1).
Then for every ε > 0, L ≥ 0, T > 0, n ∈ N, and (ψj)1≤j≤n in D(|A|k/2)n there exists a Hilbert basis
Φ of H and N ∈ N such that for any u ∈ BV (0, T ],

|u|([0, T ]) < L⇒ ‖Υu
t (ψj)−Xu

(Φ,N)(t, 0)π
Φ
Nψj‖s/2 < ε,

for every t in [0, T ] and j = 1, . . . , n.

Proof. We do the proof for s = 0, the rest of the proof is similar to the one of Proposition 37
using Corollary 19. By Weyl-Von Neumann theorem, there exists Cε ∈ L2(H) skew-adjoint with
‖Cε‖2 ≤ ε/T and such that Aε = A + Cε has pure point spectrum. Let Φ be a Hilbert basis
made of eigenvectors of Aε. For u in R([0, T ]), we denote with Υε,u the propagator associated with
d
dtx = Aεx+ u(t)Bx.

By Proposition 40 , there exists N ∈ N such that for any u ∈ R((0, T ]),

|u|([0, T ]) < L ⇒ ‖Υε,u
t (ψj)−Xu

(Φ,N)(t, 0)π
Φ
Nψj‖ <

ε

2
,

for every t in [0, T ] and j = 1, . . . , n. It is enough to notice that, for every t ≤ T and every u in
R((0, T ]),

‖Υε,u
t (ψj)−Υu

t (ψj)‖ ≤ tε‖Cε‖
to achieve the proof.
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5.5 Application: the equivalence theorem

The notion of Good Galerkin Approximations has already been used in various contexts in order to
obtain error bounds for numerical simulations ([BCC12a]) or quantitative estimates for approximate
controllability (see an example with the controllability time in [BCC12b]). We mention in this
paragraph another application based on a finite dimensional tracking result/.

Lemma 43. Let k be a positive real. Let (A,B) satisfy Assumption 3 such that (A,B) is k-weakly
coupled . Let Φ be an Hilbert basis made of eigenvectors of A, a, b be two real numbers such that
a < 0 < b, u∗ be a Radon measure on (0, T ) and ψ0 be in H. Then for every ε > 0 and every l < k,
there exists a piecewise constant control uε : [0, Tε] → {a, 0, b} such that

‖Υuε
Tε
(ψ0)−Υu∗

T (ψ0)‖l < ε and ‖uε‖L1([0,Tǫ]) = |u∗|([0, T ]) .

If u∗ is a positive Radon measure, then the conclusion holds true with piecewise constant controls
uε taking value in {0, b}.

Proof. For locally integrable controls u, this is [BCC14] [Lemma 12], based on the finite dimensional
result [BCC14][Lemma 7] and an extension to infinite dimensional spaces thanks to the existence of
Good Galerkin Approximations.

The result for general Radon measures controls follows by continuity.

Lemma 44. Let k be a positive real. If (A,B) is k-weakly coupled with A have purely discrete
spectrum and B(1 − A)−1 is a compact operator, then for any a, b be two real numbers such that
a < b, for any u∗ be a Radon measure on (0, T ) for any ψ0 in H, for every ε > 0 and for every l < k,
there exists a piecewise constant control uε : [0, Tε] → {a, b} such that

‖Υuε
Tε
(ψ0)−Υu∗

T (ψ0)‖l < ε.

Proof. First recall that D(|A+ uB|k) = D(|A|k) for all |u| < ‖B‖A from Lemma 29.
The proof goes in four steps:

1. First notice that it is enough to prove the result for a < 0 < b. In the case where a > 0 or
b < 0, we translate A by a+b

2 B and write

A+ uB = (A+
a+ b

2
B) + (u− a+ b

2
)B.

The hypotheses of discrete spectrum on A and compactness of B from D(A) to H imply that
A+ a+b

2 B still have discrete spectrum and fulfills the other hypotheses of Lemma 44.

2. From Lemma 43, we can replace u by any control with values in {a, 0, b}. Again up to translating
A by aB

A+ uB = (A+ aB) + (u− a)B

we can assume that u has value in {0,−a, b− a}.

3. From the positive case in Lemma 43, we can replace u by any control with values in {0, b− a}.

4. Now we translate the system back to restore the original operators and the desired values for
the control.
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Definition 9. Let K be a set of Radon measures defined on R, (A,B) satisfy Assumption 3 and φ
be a vector of H. For T > 0, we note KT the set of the restrictions of the measures of K to [0, T ].
The attainable set from φ by means of controls in K is the set

AttKφ =
⋃

T≥0

⋃

u∈KT

{Υu
t,0φ|0 ≤ t ≤ T}

Proposition 45. Let k be a positive real. Assume that (A,B) satisfies Assumption 3, is k-weakly
coupled and A has purely discrete spectrum, B(1−A)−1 is a compact operator and D(|A+ uB|k) =
D(|A|k) for all |u| < ‖B‖A. Let φ be an eigenvector of A.

Then, for every s < k, for every a < b in (−1/‖B‖A, 1/‖B‖A), the closures in D(|A|s) of the
three following sets are the same:

1. the attainable set X1 from φ by means of controls piecewise constant taking value in {a, b}.

2. the attainable set X2 from φ by means of controls piecewise constant taking value in (a, b).

3. the attainable set X3 from φ by means of Radon measures.

Proof. Clearly, X1 ⊂ X2 ⊂ X3 hence the closures in D(|A|s) norm are the same. It is enough to show
that X3 is a subset of the closure of X1 in D(|A|s) norm, which is exactly the content of Lemma
44.

Definition 10. Let (X, ‖ · ‖X) be a Banach subspace included in H and let K be a set of Radon
measures. We say that system (2.1) is approximately controllable in norm ‖ · ‖X by means of control
in K if for every ε > 0 and for every pair ψ0, ψ1 in the intersection of the unit sphere of L2(R,C) with
X, there exists T > 0 and u ∈ K that steers the control system (2.1) from ψ0 to an ε-neighborhood
of ψ1 for the norm ‖ · ‖X .

Proposition 46. Let k be a positive real. If (A,B) satisfy Assumption 3 and is k-weakly coupled
with A have purely discrete spectrum, B(1−A)−1 be a compact operator and D(|A+uB|k) = D(|A|k)
for all |u| < ‖B‖A

Then, for every s < k, the four following statements are equivalent:

1. For every a < b in R, the system (2.1) is approximately controllable in norm |A|s by means of
piecewise constant functions taking value in (a, b).

2. For every a < b in R, the system (2.1) is approximately controllable in norm |A|s by means of
piecewise constant functions taking value in {a, b}.

3. There exist a < b in R such that the system (2.1) is approximately controllable in norm |A|s by
means of piecewise constant functions taking value in {a, b}.

4. The system (2.1) is approximately controllable in norm |A|s by means of Radon measures.

Proof. Each of Assertion 1, 2 or 3 implies Assertion 4 as they consider a subclass.
The fact that Assertion 1 implies Assertion 2 is a consequence of the continuity of the end point

mapping (Proposition 34) and density arguments.
Assertion 3 is obvious from Assertion 2 and Assertion 1 is obvious from Assertion 2.
At last, Assertion 4 implies Assertion 1 as a consequence of Lemma 44.
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6 Examples

Most of the examples of bilinear control systems (1.2) encountered in the literature, also without any
relation to quantum control, deal with bounded control operator B. Proposition 3 applies and allows,
for instance, to complete the studies of the rod equation with clamped ends made in [BMS82, Section
6, Example 4] and [Bea08]. In the following, we concentrate on examples in relation with quantum
control.

6.1 Quantum systems with smooth potentials on compact manifolds

This example motivated the present analysis because of its physical importance. We consider Ω a
compact Riemannian manifold endowed with the associated Laplace-Beltrami operator ∆ and the
associated measure µ, r ≥ 2 an integer, V,W : Ω → R two functions of class Cr, and the bilinear
quantum system

i
∂ψ

∂t
= ∆ψ + V ψ + u(t)Wψ. (6.1)

With the notations of Section 2, H = L2(Ω,C) endowed with the Hilbert product 〈f, g〉 =
∫

Ω f̄gdµ,
A = −i(∆ + V ) and B = −iW . For every s ≥ 0, D(|A|s) = Hr(Ω,C). There exists a Hilbert basis
(φk)k∈N of H made of eigenvectors of A. Each eigenvalue of A has finite multiplicity. For every k,
there exists λk in R such that Aφk = iλkφk. The sequence (λk)k tends to +∞ and, up to a reordering,
is non decreasing.

Since B is bounded from D(|A| r2 ) to D(|A|r), (A,B,R) satisfies Assumption 1 and (A,B) is
r-weakly coupled by Proposition 25.

We thus obtain Theorem 5 as a restatement of Proposition 46.

6.2 Potential well with dipolar interaction

In this example, Ω = (0, π) endowed with the standard Lebesgue measure, V is the constant zero
function and W : x 7→ x is the identity function. This academic example is a simplification of the
harmonic oscillator, presented in Section 6.3, in the sense that Ω is bounded. It has been thoroughly
studied by K. Beauchard in a serie of analyses (see among others [Bea05, BL10]). These works give
the first (and, at this time, almost the only one) satisfying description of the reachable set with L2

controls from the first eigenvector for systems of the type of (1.1). Using Lyapounov techniques, V.
Nersessyan gave practical algorithms for approximate controllability in [Ner10].

Equation (1.1) writes

i
∂ψ

∂t
= −1

2

∂2ψ

∂x2
− u(t)xψ (6.2)

with boundary conditions ψ(0) = ψ(π) = 0.
The linear operators A = i

2∆ defined on D(A) = (H2 ∩H1
0 )((0, π),C) and B : ψ 7→ ixψ are skew

symmetric in the Hilbert space H = L2(Ω,C) endowed with the hermitian product L2(Ω,C),

〈f, g〉 =
∫ π

0
f(x)g(x)dx.

Defining, for every k in N,

φk : x 7→
√

2

π
sin(kπx)

the family Φ = (φk)k∈N is an orthonormal basis of H made of eigenvectors of A. (A,B,R) satisfies
Assumption 1.
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For the sake of readability, we define for every (j, k) in N
2 bjk := 〈φj , Bφk〉. Since B is skew-

symmetric, bjk = −bkj for every j, k. Easy computations show that, for every j, k in N, bjk = 0 as
soon as j + k is even and, if j + k is odd,

|bjk| ≤
2jk

(j − k)2(j + k)2
.

We will use the following obvious technical remarks in the following.

Lemma 47. For every j, k in N such that j 6= k, we have
1

|j − k| ≤ 2
j

k
.

Lemma 48. Let a in

[

0,
9

8

)

and b > 1
2 . Then (the restriction of) B is bounded from D(|A|a+b) to

D(|A|a).

Proof. Let ψ belong to D(|A|a+b). Then
∑

k∈N

k4(a+b)|〈φk, ψ〉|2 < +∞. By hypothesis, 8a − 1 <

min{8, 8(a + b)− 5}. We chose c ∈ (8a− 1,min{8(a+ b)− 5, 8}). Notice that 4a− c
2 − 3

2 < −1 and
8(a+ b)− 4− c > 1. Then

‖|A|aBψ‖2 =
∑

k∈N

k4a|〈φk, Bψ〉|2 ≤
∑

k∈N

k4a

∣

∣

∣

∣

∣

∣

∑

j∈N

bjk〈φj , ψ〉

∣

∣

∣

∣

∣

∣

2

≤
∑

k∈N

k4a





∑

j∈N

|bjk〈φj , ψ〉|





2

≤
∑

k∈N

k4a









∑

j∈N

|bjk|2
j4(a+b)









∑

j∈N

j4(a+b)|〈φj , ψ〉|2








≤





∑

j∈N

j4(a+b)|〈φj , ψ〉|2




∑

k∈N

k4a









∑

j∈N,j 6=k

4j2k2

j4(a+b)(k − j)4(k + j)4









≤ 4





∑

j∈N

j4(a+b)|〈φj , ψ〉|2




∑

k∈N

k4a+2











∑

j∈N,j 6=k

1

j8(a+b)−4(k − j)8





1
2




∑

j∈N,j 6=k

1

(k + j)8





1
2







≤ 4





∑

j∈N

j4(a+b)|〈φj , ψ〉|2




∑

k∈N

k4a+2









2c
∑

j∈N,j 6=k

jc

j8(a+b)−4(k − j)4−ckc





1
2




∑

j>k

1

j8





1
2







≤ 22+
c
2





∑

j∈N

j4(a+b)|〈φj , ψ〉|2




∑

k∈N

k4a+2− c
2
− 7

2











∑

j∈N

1

j8(a+b)−4−c





1
2






.

In other words, the restriction of B is bounded from D(|A|a+b) to D(|A|a) with bound less than

2
1
2
+ c

4





∑

j∈N

1

j8(a+b)−4−c





1
4(

∑

k∈N

k4a−
c
2
− 3

2

)
1
2

≤ 2
1
2
+ c

4

(

1 +
1

8(a+ b)− 3− c

) 1
4
(

1 +
2

1 + c− 8a

) 1
2

.

We now present show the almost 5/2-weakly coupled character of the potential wall with dipolar
interaction.

Lemma 49. Let 1 < a < 5
4 . Then B is bounded from D(|A|a) to D(|A|a), and (A,B) is 2a weakly

coupled.
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Proof. For every j in N, Bφj =
∑

k∈N bkjφk. Noticing that x 7→ x2+4a

(j−x)4(j+x)4 is increasing on [1, j−1]

and decreasing on [j + 1,+∞), and defining y = x/j, we get

‖|A|aBφj‖2 =
∑

k∈N

k4a|bjk|2 (6.3)

≤
∑

k∈N,k 6=j

j2k2+4a

(j − k)4(j + k)4
(6.4)

≤ j2
(∫ j−1

1

x2+4adx

(j − x)4(j + x)4
+

1

24
j4a−2 +

∫ +∞

j+1

x2+4adx

(j − x)4(j + x)4

)

(6.5)

≤ j2

(

j4a−5

∫ 1− 1
j

1
j

y2+4ady

(1− y)4(1 + y)4
+

1

24
j4a−2 + j4a−5

∫ +∞

1+ 1
j

y2+4ady

(1− y)4(1 + y)4

)

(6.6)

Notice that the last integral in (6.6) converges in +∞ if and only if 4a < 5. The two integrals in

(6.6) are both equivalent to j3

3.24
as j tends to infinity. Hence there exists a positive constant c such

that ‖|A|aBφj‖2 ≤ cj4a = c‖|A|aφj‖2.
We use Lemma 26 to prove that (A,B) is 2a weakly coupled. Since B is bounded from D(Aa) to

itself, as in Lemma 29 we obtain the equality of the domains of |A|s and D(|A + uB|s) for any real
u and s ∈ [0, 2].

For every ψ in D(|A|2a), by Cauchy-Schwarz inequality,

|〈|A|2aψ,Bψ〉| = |〈|A|aψ, |A|aBψ〉| (6.7)

≤ ‖|A|aψ‖‖|A|a2Bψ‖ (6.8)

≤ ‖|A|aψ‖2‖B‖L(D(|A|a,D(|A|a)) (6.9)

≤ |〈|A|2aψ,ψ〉|‖B‖L(D(|A|a ,D(|A|a)) (6.10)

Hence (A,B) is 2a weakly coupled with coupling constant less than ‖B‖L(D(|A|a,D(|A|a)).

Remark 22. Tedious but straightforward computations show that (A,B) is a-weakly coupled with

ca(A,B) ≤





∑

k∈N

k2(1−a)





∑

j∈N,j 6=k

∣

∣

∣

∣

(k2a − j2a)

ja−1(k + j)2(k − j)2

∣

∣

∣

∣

2








1
2

for every 2 < a < 5
2 .

The fact that the present system is not more than 5/2-weakly coupled is the purpose of the
following lemma.

Lemma 50. For every a in (0,+∞), eBφ1 ∈ D(|A|a) ⇔ a <
5

4
.

Proof. Straightforward computations yield eBφ1 =
∑

k∈N

2i
(−1)k − 1

k3 − 4k
φk hence eBφ1 ∈ D(|A|a) if and

only if k4a
∣

∣

∣

∣

(−1)k − 1

k3 − 4k

∣

∣

∣

∣

2

∈ ℓ1(C) that is 4a < 5.

We sum up our results in the following
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Proposition 51. Define Att(φ1) =
⋃

T≥0

⋃

u∈R([0,T ])

{Υu
t,0φ1|0 ≤ t ≤ T}. Then Att(φ1) ⊂

⋂

s< 5
4

D(|A|s)

and Att(φ1) 6⊂ D(|A| 54 ).

Remark 23. Notice that [BL10, Theorem 2] (exact controllability of (6.6) in D(|A| 52 ) with H1
0

controls) is compatible with the result of Proposition 30 (no exact controllability of (6.6) in D(|A| 94 )
with BV controls).

From [BCCS12], we know that {(k, k + 1)|k ∈ N} is a non-degenerate chain of connectedness for
(A+ηB,B) for almost every real η. Hence Proposition 65 guarantees the approximate controllability
of the system (6.2) from φ1 for the norm of D(|A + ηB|r) = D(|A|r) for 3

2 < r < 5
4 + 1. For

practical exact control in D(|A| 32 ), we can use the explicit controls given by Proposition 65 to reach a
neighborhood of the target in D(|A|2) (see for instance [BCC12a]), and then use the L2 control given
by [BL10] for exact local controllability.

6.3 Quantum harmonic oscillator

The quantum harmonic oscillator with angular frequency ω describes the oscilations of a particle
of mass m subject to the potential V (x) = 1

2mωx
2. The corresponding uncontrolled Schrödinger

equation is

i
∂ψ

∂t
= − ~

2

2m
∆ψ(x, t) +

1

2
mωx2ψ(x, t).

With a suitable choice of units, it becomes

i
∂ψ

∂t
= −1

2
∆ψ(x, t) +

1

2
x2ψ(x, t)

The operator A =
i

2
∆− x2

2
is self-adjoint on L2(R,C), A has a pure discrete spectrum. The kth

eigenvalue (corresponding to the kth energy level) is equal to
2k + 1

2
i and is associated with the

eigenstate

φk : x 7→ 1
√

2kk!
√
π
exp

(

−x
2

2

)

Hk(x)

where Hk is the kth Hermite polynomial, namely Hk(x) = (−1)kex
2 dk

dxk

(

e−x
2
)

.

When considering the classical dipolar interaction, the control potential W takes the form W (x) =
x for every x in R. It is well known (see [MR04] and references therein) that the resulting control
system (1.1) is not controllable in any reasonable sense. Indeed the system splits in two uncoupled
subsystems. The first one is a finite dimensional classical harmonic oscillator which is controllable.
The second one is a free (that is, without control) quantum harmonic oscillator, whose evolution does
not depend on the control and is therefore not controllable.

The proof given in [MR04, ILT06] (and especially the decomposition of the system in two decou-
pled systems) does not require more to the control than to be the derivative of a derivable function.
Using the equivalence result (Proposition 46), it can be extended to Radon measures.

Proposition 52. The system (1.1) with Ω = R, V : x 7→ x2 and W : x 7→ x is not approximately
controllable by means of Radon measures.

Because of its non-controllability properties, the system (A,B) does not admit any non resonant
chain of connectedness. To circumvent the resonances on the spectrum of A, we apply the classical
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techniques of analytical perturbations recalled in Appendix A. For every real number ν, we define
the continuous real function Wν : x 7→ x+ ν exp(−ax2).

For every η in R, define the real function Vη,ν = V + ηWν . Our aim is to apply Proposition 65.
We have, then, to check that for almost every ν ∈ R that {(j, k) : |j−k| = 1} is a nonresonant chain
of connectedness for system 1.1.

The mapping η 7→ −∆ + ηVη,ν is analytic. Hence, there exists a family (λk, φk)k∈N of analytic
functions λk : R → C and analytic mappings φk : R → L2(R,C) such that for every η, −∆ + Vη,ν
has pure point discrete spectrum (λk(ν))k∈N associated to the family of eigenvectors (φk(ν))k∈N.

We first compute, for every k in N and every b > 0

∫

R

x2k exp
(

−bx2
)

dx =

√

π

b

(2k)!

22kk!bk
. (6.11)

Recalling that the kth Hermite polynomial Hk is a polynomial of degree exactly k with integer
coefficients and with leading coefficient 2k, one sees that, for every p in N,

Fp :=

∫

R

Wν(x)φp(x)
2dx

=
1

2pp!
√
π

∫

R

(x+ ν exp
(

−(a+ 1)x2
)

Hp(x)
2dx

=
ν

2pp!
√
π

∫

R

exp
(

−(a+ 1)x2
)

Hp(x)
2dx

can be written as νPp

(

1√
a+ 1

)

where Pp is a polynomial with degree 2p+1 with rational coefficients.

Moreover, we compute, for every k,

λ′k(0) =

∫

R

φk(0)
2Wν = νFk.

If a transcendental then the sequence (Fp)p∈N is rationally independent, in particular, Fp′ − Fq′ =
Fp − Fq implies {p′, q′} = {p, q}. Hence, for every ν 6= 0, for almost every η in R, there exists a
nonresonant chain of connectedness for (i(−∆+ Vη,ν),Wν).

Proposition 53. For every η, s > 0, the perturbed harmonic oscillator (i(−∆+Vη,ν),Wν) is s-weakly
coupled

Proof. Notice first that i(−∆ + V ),W ) is a tridiagonal system satisfying the conditions of [BCC13,
Section IV] and is thus s-weakly-coupled for every s > 0. Since all the derivatives of the smooth
function x 7→ ν exp(−ax2) are bounded on R, (i(−∆ + V,W, (Wν − W ))) is s-weakly-coupled for
every s > 0.

Proposition 65 can now be applied to (i(−∆+ Vη,ν),Wν) and provides the following proposition.

Proposition 54. For every ν 6= 0, for very s > 0 and almost every η ∈ R the perturbed harmonic
oscillator (i(−∆+ Vη,ν),Wν) is simultaneously approximately controllable in Hη(R).

6.4 A controllable system without good Galerkin approximation

We present here a (non-physical) example which is simultaneously approximately controllable and
cannot be suitably represented by its finite dimensional Galerkin approximations. It consists in
Equation (2.1), in which the Hilbert space H is equal to L2(R,C) endowed with its standard scalar
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product 〈f, g〉 =
∫

R
f̄g, A is equal to i

(

(∆ + x2) + (∆ + x2)−1
)

and B is the multiplication by x4. The
skew symmetric operator is skew adjoint, with spectrum Sp(A) = i{(2k − 1)/2 + 2/(2k − 1), k ∈ N}.
The kth Hermite function φk is an eigenstate of A associated with the eigenvalue i(2k+1)/2+i2/(2k−
1). The family Φ = (φk)k∈N is an Hilbert basis of H.

Notice that B is not relatively bounded with respect to A, while, for every (constant) u in [0,+∞),
A + uB is the generator of group of unitary transformations. We define the solutions of (2.1) only
for controls u that are piecewise constant.

For parity reasons, B leaves invariant the sets Φe = (φ2k)k∈N and Φo = (φ2k+1)k∈N. Hence, no
global controllability in H is to be expected.

Defining φok = φ2k+1 for every k in N and Φo = (φok)k∈N, the closure Ho of spanΦo is an Hilbert
space stable by A and B. The restriction of A and B to Ho are denoted by Ao and Bo respectively.

The set {(j, k) ∈ N
2, |j − k| = 1} is a non resonant chain of connectedness of (Ao, Bo,Φo). By

Proposition 64, the control system (Ao, Bo) is approximately controllable in Ho. Moreover, for every
j in N, for every ε > 0, there exists a piecewise constant positive control uj,ε with L1 norm less than
∑j−1

l=1
π

2n2 <
π3

12 that steers this system from the first eigenstate φo1 to an ε-neighborhood of φoj . The
(Ao)s norm of φoj tends to +∞ as j tends to infinity. Hence (Ao, Bo) does not satisfy the conclusions
of Proposition 39.
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A Analytical perturbations

To apply our sufficient condition for approximate controllability (Proposition 65), we need to find a
non-resonant chain of connectedness, which may require some work on practical examples. A classical
idea we already used in this study is to introduce a new control ũ = u− ū and to consider the system
x′ = (A+ ūB) + (u− ū)B for a suitably chosen constant ū.

We have the following results by Kato [Kat66, Section VII.2].

Definition 11. Let D0 be a domain of the complex plane, a family (T (z))z∈D0 of closed operators
from a Banach space X to a Banach space Y is said to be a holomorphic family of type (A) if

1. D(T (z)) = D is independent of z,

2. T (z)u is holomorphic for z in D0 for every u in D.

Theorem 55 ([Kat66, Theorem VII.3.9]). Let T (z) be a selfadjoint holomorphic family of type (A)
defined for z in a neighborhood of an interval I0 of the real axis such that T (z)∗ = T (z̄). Furthermore,
let T (z) have a compact resolvent. Then all eigenvalues of T (z) can be represented by functions which
are holomorphic in I0

3.
More precisely, there is a sequence of scalar-valued functions (z 7→ µn(z))n∈N and operator-valued

functions (z 7→ φn(z))n∈N, all holomorphic on I0, such that for z in I0, the sequence (µn(z))n∈N
represents all the repeated eigenvalues of T (z) and (φn(z))n∈N forms a complete orthonormal family
of the associated eigenvectors of T (z).

Proposition 56. If (A,B,K) satisfies Assumptions 1 then the family i(A + zB)z∈C,|z|<1/‖B‖A is
holomorphic of type (A).

Proof. The question of domain is solved by the Kato-Rellich Theorem. The holomorphy is immediate
as the family i(A+ zB) is affine in z.

B Interpolation

B.1 Convergence of sequences

Through the present analysis, the following simple interpolation lemma was useful.

Lemma 57. Let A be a skew-adjoint operator, let S be a set and (un)n∈N take value in the set of
functions from S to D(|A|k), such that (un)n∈N is uniformly bounded in S for the norm of D(|A|k),
k > 0. If (un)n∈N tends to zero in H uniformly in S, then (un)n∈N tends to zero in D(|A|l), uniformly
in S for every l < k.

Proof. The proof follows from the logarithmic convexity of l ∈ [0, k] 7→ ‖|A|lu‖. Indeed

‖|A| l+j
2 u‖ =

√

〈|A|lu, |A|ju〉 ≤ ‖|A|lu‖1/2‖|A|ju‖1/2.

If l < k then
‖|A|lun‖ ≤ ‖un‖

k−l
k ‖|A|kun‖

l
k .

Let C = supn∈N ‖|A|kun‖2 and N > 0 such that for any n > N , ‖un‖2 ≤ ε we obtain

n > N =⇒ ‖|A|lun‖2 ≤ ε
k−l
k C

l
k ,

which provides the lemma.
3Each of them is holomophic in some neighborhood of I0 but possibly different for each in such a way that their

intersection is just I0.
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B.2 Interpolation of fractional powers of operators

Let us now state a more sophisticated result. The following result can also be deduced from the
content of [ABdMG96, Section 2.8].

Proposition 58. Let A and B be two selfadjoint positive operators in H such that there exists c > 0
with

c ≤ B ≤ A

in the form sense. Then for any α ∈ (0, 1), the following is true

cα ≤ Bα ≤ Aα.

Proof. The proof follows from the following series of lemma.
For a selfadjoint operator H and z ∈ C\R, the functional calculus is the extension of the mapping:

{

x ∈ R 7→ (x− z)−1
}

∈ B(R) → (A− z)−1 ∈ B(H)

as a strong continuous ∗-algebra homomorphisme map on bounded borelian functions on the real line
with the bounded pointwise topology : B(R).

Let us recall the following functional calculus identity based on the Poisson formula.

Lemma 59. Let A be a selfadjoint operator in H. Let f be a bounded borelian function. Then

f(A) := w − lim
ε→0+

1

2iπ

∫

R

f(λ)ℑ(A− λ− iε)−1 dλ.

We also recall the formula for α ∈ (0, 1) and x > 0

x−α =
π

sin(πα)

∫

R+

w−α

x+ w
dw.

and then the Fubini theorem with Lemma 59 we obtain the

Lemma 60. Let A be a positive selfadjoint operator in H. Then for α ∈ (0, 1)

Aα =
π

sin(πα)

∫

R+

w−1+αA

A+ w
dw.

With this identity and the following lemma we have the proof of the proposition.

Lemma 61. Let A and B be two selfadjoint positive operators in H such that there exists c > 0 with

c ≤ B ≤ A.

Then
A−1 ≤ B−1.

Proof. First notice that both A and B are invertible from their domains to H as well as their square
roots. Then from √

c‖u‖ ≤ ‖
√
Bu‖ ≤ ‖

√
Au‖,

we deduce that
√
B
√
A

−1
is a bounded operator with norm at most 1.

In the other hand the operator
√
A

−1√
B defined on D(

√
B) extends as the adjoint of

√
B
√
A

−1

to a closed operator on H and hence is bounded with norm at most 1 and

‖
√
A

−1√
Bu‖ ≤ ‖u‖,∀u ∈ D(

√
B)

and thus
‖
√
A

−1
u‖ ≤ ‖

√
B

−1
u‖.

and the result follows.
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The proof of Proposition 58 then follows as

c ≤ B ≤ A

implies for any w > 0,
1− w(B + w)−1 ≤ 1− w(A+ w)−1.

and thus
w−1+αB

B + w
≤ w−1+αA

A+ w

integrating on w > 0 gives the desired inequality.

The above result can be extend to the case c = 0 by replacing A and B by A+ ǫ and B + ǫ as in
[Ped72], we obtain

0 ≤ Bα ≤ (B + ǫ)α ≤ (A+ ǫ)α.

The second inequality is immediate. We obtain

0 ≤ (A+ ǫ)−α/2Bα(A+ ǫ)−α/2 ≤ 1

so that taking ǫ to 0 giving
0 ≤ Bα ≤ (A)α.

We immediately deduce the following corollary.

Corollary 62. Let A and B be two positive self-adjoint operators sharing the same domains. For
any α ∈ (0, 1), we have :

D(Aα) = D(Bα)

Proof. Let us first assume that B has spectrum away from zero. As B is closed it is a bounded
operator from D(A) to H. Thus

∃c > 0,∀φ ∈ D(A), ‖Bφ‖ ≤ c‖Aφ‖.

Hence
B2 ≤ c2A2

from the above that B2α/2 is bounded from D(A2α/2) to H.
The proof being now symmetric in A and B we can conclude

C An extension of the commutator theorem by Nelson

In this section only we will consider A as self-adjoint instead of skew-adjoint in order to follow the
usual formulation of Nelson commutator theorem.

Theorem 63. Let N be a selfadjoint operator on a Hilbert space H and A be a symmetric operator
on H defined on D(N). Let R be the resolvent of N at i and assume that

∃C > 0, ∀ψ ∈ D(A), ‖[A,R]ψ‖ ≤ C‖Rψ‖

then A is essentially self-adjoint.
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Proof. First we notice that [A,R] extends uniquely to H and thus

∃C > 0, ∀ψ ∈ H, ‖[A,R]ψ‖ ≤ C‖Rψ‖.

Since the adjoint of R is the resolvent of N at −i, the resolvent identity provides

∃C > 0, ∀ψ ∈ D(A), ‖[A,R∗]ψ‖ ≤ C‖R∗ψ‖

or
∃C > 0, ∀ψ ∈ H, ‖[A,R∗]ψ‖ ≤ C‖R∗ψ‖.

The adjoint of [A,R∗] can be identified with an extension of [A∗, R] defined on D(A∗) (which contains
D(A)), thus

∃C > 0, ∀ψ ∈ H, ‖[A∗, R]ψ‖ ≤ C‖Rψ‖.
Let c > C and ψ ∈ D(A∗) such that (A∗ + ic)ψ = 0. Then

R(A∗ + ic)ψ = 0.

As Rψ ∈ D(N) ⊂ D(A),
(A∗ + ic)Rψ = [A∗, R]ψ

or
(A+ ic)Rψ = [A∗, R]ψ.

We have
c‖Rψ‖ ≤ ‖(A+ ic)Rψ‖ = ‖[A∗, R]ψ‖ ≤ C‖Rψ‖

and
Rψ = 0

and thus ψ = 0.

Notice that in the form sense [A,R] = −R[A,N ]R and the assumption is actually the boundedness
of R[A,N ] or the boundedness of [A,N ] from D(N) to H. This is stronger than the usual assumption
on the Nelson Commutator Theorem.

Actually the operator N is not needed. The assumption can be replaced by the existence of a
bounded operator R such that the range of R is in the domain of A (or R is bounded from D(A∗) to
D(A)).

D Some sufficient conditions for approximate controllability with

bounded variation controls

The aim of this Section is to recall approximate controllability results obtained in other contexts and
how this results may be adapted in our context.

We first recall the following definitions from [CMSB09].

Definition 12. Let (A,B,R) satisfy Assumptions 1 such that A and B are skew-symmetric. Let
Φ = (φk)k be a Hilbert basis of H made of eigenvectors of A, Aφk = iλkφk for every k in N. A
pair (j, k) of integers is a non-degenerate transition of (A,B,Φ) if (i) 〈φj , Bφk〉 6= 0 and (ii) for every
(l,m) in N

2, |λj − λk| = |λl − λm| implies (j, k) = (l,m) or 〈φl, Bφm〉 = 0 or {j, k} ∩ {l,m} = ∅.
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Definition 13. Let (A,B,R) satisfy Assumptions 1 such that A and B are skew-symmetric. Let
Φ = (φk)k be a Hilbert basis of H made of eigenvectors of A, Aφk = iλkφk for every k in N. A
subset S of N2 is a non-degenerate chain of connectedness of (A,B,Φ) if (i) for every (j, k) in S, (j, k)
is a non-degenerate transition of (A,B) and (ii) for every ra, rb in N, there exists a finite sequence
ra = r0, r1, . . . , rp = rb in N such that, for every j ≤ p− 1, (rj , rj+1) belongs to S.

Proposition 64. Let (A,B,R) satisfy Assumptions 1 such that A and B are skew-symmetric. Let
Φ = (φk)k be a Hilbert basis of H made of eigenvectors of A, Aφk = iλkφk for every k in N. Let S be
a non-degenerate chain of connectedness of (A,B). Then, for every η > 0, (A,B) is simultaneously
approximately controllable in D(|A|1−η).

Proof. First of all, it is enough to prove the result for target propagators Υ̂ leaving invariant the
space of co-dimension 2 spanned by (φj , φk) for (j, k) in S

Υ̂ = eiνl(cos(θ)φ∗l φl + sin(θ)φ∗l φk) + eiνk(− sin(θ)φ∗kφl + cos(θ)φ∗l φk)

The result in H-norm is a consequence of [Cha12, Theorem 1]: for every piecewise constant u∗ : R →
R, 2π/|λj − λk|-periodic such that

∫ 2π
|λj−λk|

0
u∗(τ)ei(λj−λk)τdτ 6= 0

and
∫ 2π

|λj−λk|

0
u∗(τ)ei(λl−λm)τdτ = 0

for every l,m such that (λl−λm) ∈ Z(λj −λk) and bl,m 6= 0, there exists T ∗ such that Υu∗/n(nT ∗, 0)

tends to Υ̂ as n tends to infinity.
The conclusion follows using Lemma 57 and the estimate in A-norm of Theorem 7.

Let us just mention the following result in case of higher regularity.

Proposition 65. Let k be a positive real. Let (A,B,R) satisfy Assumptions 1 such that (A,B) is
k-weakly coupled . Let Φ = (φk)k be a Hilbert basis of H made of eigenvectors of A, Aφk = iλkφk
for every k in N. Let S be a non-degenerate chain of connectedness of (A,B) such that, for every
(j, k) in S, the set {(l,m) ∈ N

2|(λl−λm) ∈ Z(λj −λk) and 〈φl, Bφm〉 6= 0} is finite. Then, for every
η > 0, (A,B) is simultaneously approximately controllable in D(|A|k/2+1−η).

Proof. The proof differs from the previous by the interpolation step by using Proposition 30.
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