Monitoring On-line Timing Information to Support Mixed-Critical Workloads

A. Kritikakou*, O. Baldellon†, C. Pagetti*, C. Rochange‡, M. Roy‡, F. Vargas§
*ONERA, †LAAS/CNRS, ‡Université de Toulouse, France
§PUCRS, Brazil

I. INTRODUCTION AND MOTIVATION

Multi-/many-core architectures provide a drastic increase in computation power, enabling the simultaneous execution of several tasks on the system. Yet, in critical embedded systems, e.g. aeronautical systems, the uncertainty of the non-uniform and concurrent memory accesses prohibits the full utilization of the system potentials. To ensure safety, such systems impose static Worst Case Execution Time (WCET) estimations; memory access times are upper bounded considering a fully congested memory bus, leading to safe but almost unusable bounds and to overwhelmingly conservative schedules [1].

Existing techniques for multicore systems address the optimization of the scheduling objectives, e.g. processor utilization, when the task set is schedulable at least in the highest criticality level. In the mixed-criticality theoretical model of [2], multiple WCET values, related to different criticality levels, are considered for each task. The lower the level, the more unsafe is the WCET bound. In the highest level, the value is trustful. In [3], [4], [5], all tasks are started at the low criticality level. When a task has not finished on time, its level is increased and the less critical tasks are dropped. When the WCET of the highest level is larger than the deadline, the problem is considered as unschedulable.

Let us now consider a critical task with a WCET below the deadline, when it is the only task executed on the system, i.e. in isolation. We advocate that in this case, the safety of the critical task can be ensured, while some less critical tasks are run in parallel on other cores. Fig. 1 depicts the aforementioned problem, where one critical task TC and one less critical task T1 are considered on two cores. When both tasks are executed, the WCET of TC is estimated above its deadline D, and thus the problem is unschedulable, as depicted in Fig. 1(a). However, if TC is executed in isolation, it is schedulable, as shown in Fig. 1(b). In contrast with existing approaches, our methodology is capable of scheduling the TC by considering two execution scenarios. Initially, both tasks are executed on the system. Monitoring points are used to on-line monitor the real execution time of TC and decide switching to isolation execution of TC, as shown in Fig. 1(c).

In this work, we propose an approach to improve core utilization by running several tasks in parallel and guarantee the critical task safety.

II. TARGET SYSTEM

Our application domain is described by a task set with a single critical task TC, which is schedulable in isolation, but non-schedulable when executed with other less critical tasks. The WCET of the critical task is computable, i.e. the whole code can be unfolded into a bounded tree. We represent binary code of the application under study as a Control Flow Graph (CFG) [6]. Each node represents a basic block and edges connect nodes that can be executed in sequence. Our target platform is a time-predictable bus-based multicore system. More precisely, we consider several processing IP-cores on an FPGA platform with hardware monitoring capabilities [7]. We assume a number of cores equal to the number of tasks, which can then be statically co-scheduled.

III. PROPOSED METHODOLOGY

Our methodology is two-fold: i) Off-line, we analyze the CFG and safely estimate the remaining WCET at several points of the TC, under two scenarios: isolation, where the critical task is executed alone, and maximum load, where the maximum interference from co-running less critical tasks exists. ii) On-line, we use a hardware monitor to observe the real execution time of TC and to check whether a risk exists that the critical task misses its deadline due to system overload. If so, the less critical tasks are stopped and the execution is continued in isolation scenario. The proposed approach is schematically depicted in Fig. 2.

A. Off-line critical task analysis

As we consider critical tasks, our approach uses safe static WCET analysis [8]. From the annotated CFG, an Integer Linear Programming (ILP) formulation is written to express
the program execution time as the sum of the individual times of basic blocks (nodes) weighted by their execution counts. This expression is maximized to find the required WCETs, with a number of constraints that reflect flow facts, e.g., loop bounds and unfeasible paths. This approach is adapted to our requirements: by modifying the ILP formulation appropriately, we are able to compute partial WCETs, i.e., WCETs between two monitoring points in the code, and the remaining WCET from one monitoring point until the end of the program. The monitoring points are set at the first instruction of each basic block of CFG, at this project stage. Ideally, for each monitoring point $b$, the remaining WCET until the end of the program should be estimated. However, as a point may be visited several times, e.g., when it belongs to a loop, the number of point instances to be stored is equal to the number of loop iterations. This highly increases storage requirements. Hence, we need a hybrid approach: the initial remaining WCET until the end of the program (RWCET_{iso}) of the first point instance is computed off-line; then at runtime, the RWCET_{iso} is updated each time the point is encountered, as described in Section III-B2. For this purpose, the information required for point $b$ is: (i) the nested level in the CFG, $level_b$, used to identify the reference remaining time; (ii) if $b$ is a loop header, the WCET of the loop body ($w_b$); (iii) the WCET from the inner loop header to point $b$ ($d_b$). Figure 3 depicts such parameters. The timing values (ii) and (iii) are always estimated for the isolation scenario to guarantee the $T_C$ safety.

**B. On-line execution**

1) Hardware monitoring scheme: Our approach relies on hardware monitoring, as proposed in [9]. The scheme observes the instruction addresses from the memory. We assume that cores do not have instruction caches at this project stage. An address that has been monitored indexes a local associative memory (CAM), where $level_b$, RWCET_{iso}, $w_b$ and $d_b$ are stored. The CAM returns the timing information of the monitoring address to be used by the on-line control mechanism. Whenever the on-line control mechanism determines that the non-critical tasks should be suspended, the hardware monitor interrupts the operating system.

2) On-line control mechanism: Our on-line low-overhead control mechanism implemented in hardware guarantees the safety of the $T_C$ execution. Initially, both the critical and less critical tasks are executed on the multicore system. At each monitoring point $b$, the on-line control mechanism decides whether switching from the maximum load scenario to the isolation scenario is required. This decision is taken based on the information retrieved from the CAM memory in each monitoring point $b$. The RWCET_{iso} is on-line computed and updated in CAM. When the CFG is traversed in the forward direction, the RWCET_{iso}($b$) is computed as RWCET_{iso}($levels$) − $d_b$. When the CFG is traversed backward to a loop header $b$, the RWCET_{iso}($b$) is computed as RWCET_{iso}($b$) − $w_b$ and the new value is updated to the CAM memory. Scenario switching is triggered at monitoring point $b$ when the condition of Equation 1 holds: $ET(b)$ denotes the monitored real execution time of $T_C$ until point $b$, WCET_{mon} is the maximum WCET between two successive monitoring points and $t_{over}$ is the cost of our recovery mechanism. The latter includes the time to monitor $ET(b)$, the time for the hardware logic to access the CAM memory and to decide, and the time for the operating system to suspend the non critical tasks. Intuitively, Equation 1 means that the critical task might miss its deadline in the current (maximum load) scenario, but by switching to the isolation scenario in point $b$, the deadline can still be met.

$$ET(b) + RWCET_{iso}(b) + WCET_{mon} + t_{over} > D$$ (1)

Our future work is the implementation of the proposed offline analysis tool and the online hardware control in the FPGA platform. We will also extend our approach to systems with several critical tasks and larger (scheduled) task sets.
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