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Interference alignment for a multi-user SISO
interference channel
Yasser Fadlallah*, Karine Amis, Abdeldjalil Aïssa-El-Bey and Ramesh Pyndiah

Abstract

Our work addresses the single-input single-output interference channel. The goal is to show that although
interference alignment is suboptimal in the finite power region, it is able to achieve a significant overall throughput.
We investigate the interference alignment scheme proposed by Choi et al. (IEEE Commun. Lett. 13(11): 847-849, 2009),
which achieves a higher multiplexing gain at any given signal dimension than the scheme proposed by Cadambe
and Jafar (IEEE Trans. Inform. Theory 54(8), 2008). Then, we try to modify the IA design in order to achieve enhanced
sum-rate performance in the practical signal-to-noise ratio (SNR) region. Firstly, we introduce a way to optimize the
precoding subspaces at all transmitters, exploiting the fact that channel matrices in the interference model of a
single-input single-output channel are diagonal. Secondly, we propose to optimize jointly the set of precoder bases
within their associated precoding subspaces. To this end, we combine each precoder with a new combination
precoder, and this latter seeks the optimal basis that maximizes the network sum rate. We also introduce an improved
closed-form interference alignment scheme that performs close to the other proposed schemes.

Keywords: Interference channel; Single input single output; Optimization problem; Precoding; Interference
alignment

1 Introduction
In most existing wireless multi-user communication sys-
tems, interference is avoided either by coordinating the
users to orthogonalize the channel access or by treat-
ing interference from other transmitters as noise. How-
ever, until recently, the capacity region of the interference
channel (IC) remained unknown, except for some special
cases such as strong and very strong interference [1,2].
In [3], Maddah-ali et al. have proposed a new approach
in order to show that the N-antennas MIMO X chan-
nels can offer as much as 4N

3 degrees of freedom (DoF).
This new approach of interference management has been
named IA.
The key idea of IA is to jointly design all transmit-

ted signals such that interfering signals at each receiver
overlap and remain distinct from the desired signal. This
approach has been exploited by Cadambe and Jafar in
[4]. The authors have shown that the maximum achiev-
able DoF in the K-user time-varying single-input single-
output (SISO) IC, in the n dimensional Euclidean space,

*Correspondence: yasser.fadlallah@telecom-bretagne.eu
Institut Télécom; Télécom Bretagne; UMR CNRS 6285 Lab-STICC, Technopôle
Brest Iroise CS 83818, Brest 29238, France

is K
2 and is achieved, thanks to an IA scheme. Later

on, Motahari et al. have addressed the achievable DoF
of a quasi-static IC. They have extended the idea of IA
from space/time/frequency dimensions to the signal level
dimensions and have shown that based on the field of
Diophantine approximation in number theory [5], the
interference can be aligned in the rational spaces, achiev-
ing a maximum DoF of K

2 .
The first IA scheme for SISO transmissions has been

proposed in [4] for the time/frequency-varying channel.
This scheme has been designed to achieve the asymp-
totic capacity in the IC, i.e., when both the signal-to-
noise (SNR) and the signal dimensions tend to infinity.
In contrast, Choi et al. have introduced another IA
design that aims to achieve a higher multiplexing gain
at any given signal dimension [6]. In this paper, we
adopt an IA scheme for SISO transmission, and we try
to modify the design in order to achieve higher sum-
rate performance in the practical SNR region. Most ref-
erences, among which [7-9], deal with IA schemes for
MIMO interference channels. However, all mobile com-
munication standards still include a SISO transmission
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mode as for instance the LTE downlink transmission
mode 1. This is the reason why in this paper, we try
to define efficient IA schemes for SISO interference
channels.
In our contributions, we firstly introduce a way to opti-

mize the precoding subspaces at all transmitters, exploit-
ing the fact that channel matrices in the IA model are
diagonal. Two solutions are derived; the first is achieved
iteratively using projected gradient descent method, the
second is a closed-form solution that avoids the numerical
computation, thus, resulting in a very low computational
complexity. Secondly, we propose to optimize the pre-
coding vectors at each transmitter within its precoding
subspace. To this end, we combine each IA precoder with
a new combination precoder. The combination precoder
seeks the optimal basis that maximizes the network sum-
rate assuming an individual transmit power constraint.
However, a closed-form solution does not seem trivial.
Therefore, we apply an iterative process based on the
simple gradient descent method, which converges to a
local maximum due to the non-concavity of the objective
function.
This paper is organized as follows. Section 2 describes

the system model. Then, Section 3 presents the IA design
in SISO IC. In Section 4, we propose to optimize the
network sum rate through a diagonal matrix W . The
precoding vector optimization within the IA subspaces
is presented in Section 5. In Section 6, we present the
convergence rate of the proposed iterative algorithms.
Section 7 evaluates the sum-rate performance of the pro-
posed optimization. Finally, Section 8 concludes the paper.
Notations: boldface upper case letters and boldface

lower case letters denote matrices and vectors, respec-
tively. For the transpose, transpose conjugate, and conju-
gate matrices, we use (.)T , (.)H , and (.)∗, respectively. Ip is
the p × p identity matrix, and 1p is the all-one vector of
length p.

2 Systemmodel
Let us assume a K-user SISO IC with K transmitter-
receiver pairs. A wireless channel links each receiver to
each transmitter, but a given transmitter intends to have
its signal decoded by a single dedicated receiver only. Let
us denote by sj the length dj symbol vector to be transmit-
ted by the jth user. As shown in Figure 1, sj is precoded by
applying anN ×dj precoding matrix yielding the lengthN
vector xj. We assume a frequency-selective channel, and
the inter-symbol interference is perfectly managed using
an orthogonal frequency division multiplexing (OFDM)
transmission scheme. The number of subcarriers is equal
to N, and all components of xj are simultaneously trans-
mitted on a one-component-per-subcarrier basis. The
received signal at the kth receiver can be modeled as

yk =
K∑
j=1

HkjV jxj + zk , ∀k ∈ K , (1)

where K = {1, · · · ,K} is the set of all users, Hkj ∈ C
N×N

is the diagonal channel matrix between the jth transmitter
and the kth receiver, V j ∈ C

N×dj is the precoding matrix
of the jth transmitter. The jth transmitted information xj
is defined as a dj × 1 vector belonging to a Gaussian con-
tinuous constellation. zk is theN × 1 circularly symmetric
complexGaussian noise vector at the receiver k, with inde-
pendent and identically distributed (i.i.d.) components,
i.e. zk ∼ Nc(0, σ 2IN ). We also consider the following
hypotheses in this paper:
1. Users do not cooperate.
2. Non-precoded user symbols are Gaussian

continuously distributed and mutually independent.
3. The set of channel matrices Hkj is entirely and

perfectly known at all transmitters and all receivers.
4. All diagonal components of Hkj ∀k, j ∈ K are i.i.d.

and continuously distributed, with absolute values
upper-bounded with a finite value.

Figure 1 Interference channel model.
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The maximum achievable DoF in the K-user SISO IC is
equal to [4,5]

lim
snr→∞

C(snr)
log2(snr)

= K
2
, (2)

where C(snr) represents the channel capacity.

3 IA design in a SISO interference channel
3.1 Precoding design
The essence of the IA scheme is to design the transmit
beamforming matrices in a way that the interference-free
stream number at each receiver is maximized. The IA
design conditions have been defined as follows:

rank (UkHkkV k) = dk ,
UkHkjV j = 0,∀j �= k,

(3)

where Uk is the decoding matrix at the kth receiver. In
other words, the desired signal belongs to the subspace
generated by the vectors of Gk = UkHkkV k , while the
interference is completely eliminated. The feasibility of the
linear system in (3) is conditioned to the following pro-
prieties: (i) the linear system has to be proper, i.e., the
number of variables is more than or equal to the number
of equations and (ii) the linear system has to be generic
[10]. In some particular cases, the genericity is satisfied by
providing a channel matrix with random and independent
coefficients.
Figure 2 illustrates the IA principle in the case of

three users sharing the same resources to communicate.
Each transmitter has one symbol to transmit to its ded-
icated receiver. All channel coefficients are supposed to
be known at all transmittersa. In order to achieve the IA
linear precoding design, each transmitter k transmits its
symbol in the direction of a two-dimensional vector vk ,
and the precoding vectors at all transmitters are designed
in such a way that at all receivers the vectors carrying the
two interfering symbols are aligned and linearly indepen-
dent of the vector that carries the desired symbol. Then,
the interference is eliminated by a simple projection on
the interference null space.
One precoding design that provides IA at all receiver

nodes and fulfills the conditions in (3) in the SISO inter-
ference channel is proposed by Choi et al. as [6]

Figure 2 Three-user SISO interference channel with IA scheme.

where m∗ is any non-negative integer which defines
the number of transmitted symbols and the length of
the precoding vectors, and Tkl is an N × N diagonal
matrix. In the IA design described previously, the achiev-
able DoF per user can be obtained using the following
combinations:

d1 =
(
m∗ + M + 1

M

)
and d3 =

(
m∗ + M

M

)
,

where M is a parameter depending on the user number,
M = (K − 1)(K − 2) − 1, di is the DoF of the ith user, i.e.,
the number of transmitted symbols, and N the number of
symbols in each IA vector is defined as N = d1 + d2. In
the particular scheme previously, the IA conditions can be
satisfied by providing di = d3 , d1 > d3, i ∈ K\{1, 3}.
For example, in a three-user SISO multi-user IC, we have
d1 = n + 1, d2 = d3 = n,N = 2n + 1, and n can be any
non-negative integer.

3.2 Linear decoding design
In the aforementioned transmission model, the received
signal given in (1) can be rewritten as

V 1 =
⎧⎨
⎩

∏
k,l∈K\1,k �=l,(k,l)�=(2,3)

(
(T23)

−1 Tkl
)nkl |

∑
k,l∈K\1,k �=l,(k,l) �=(2,3)

nkl ≤ m∗ + 1

⎫⎬
⎭ ,

V 3 =
⎧⎨
⎩(T23)

−1
∏

k,l∈K\1,k �=l,(k,l)�=(2,3)

(
(T23)

−1 Tkl
)nkl |

∑
k,l∈K\1,k �=l,(k,l) �=(2,3)

nkl ≤ m∗
⎫⎬
⎭ ,

V j = H−1
1j H13V 3,

Tkl = (Hk1)
−1Hkl (H1l)

−1H13.

(4)
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yk = H̄k
ksk︸ ︷︷ ︸

Desired subspace

+
∑
j �=k

H̄k
j sj

︸ ︷︷ ︸
Interference subspace

+zk , (5)

where H̄k
j = HkjV j. We assume that the IA conditions

are satisfied. Let H̄k
I ∈ C

N×(N−dk) denotes the N − dk
matrix spanning all interference subspaces, i.e., H̄k

j for j ∈
{1, · · · ,K} , j �= k are all spanned by H̄k

I . Before going
further into the description, we introduce the following
lemma:

Lemma 1. Let A1 ∈ C
N×n and A2 ∈ C

N×n (N > n),
where rank(A1) = n and rank(A2) = m, (m ≤ n) and
span(A2) ⊂ span(A1). Then, for every s2 ∈ C

n×1, ∃ s1 ∈
C
n×1 such that A1s1 = A2s2.

Using Lemma 1 at the receiver k, the interference sub-
space from the jth transmitter can be expressed in terms
of H̄k

I as

H̄k
j sj = H̄k

I sjI , where sjI =
(
H̄kH

I H̄k
I

)−1
H̄kH

I H̄k
j sj.

(6)

Substituting (6) into (5) yields

yk = H̄k
ksk + H̄k

I s̄k + zk

=
[
H̄k

k H̄k
I

] [
[ sTk s̄Tk

]T + zk

= Bk s̃k + zk ,

(7)

where s̄k = (
s1I + · · · + s(k−1)I + s(k+1)I + · · · + sKI

)
,

Bk ∈ C
N×N is a full rank matrix that spans the union

of the desired and the interference subspaces, and s̃k is
the N × 1 vector consisting of the dk desired streams
and the N − dk interference streams. Equation 7 gives the
mathematical formulation of a linear determined decod-
ing problem, where an N length source data vector s̃k is
mixed by a constant mixing matrix Bk to produce a vec-
tor yk of N observations. Such a decoding problem can be
resolved using classical criteria such as zero-forcing (ZF),
minimum mean square error (MMSE), and maximum
likelihood (ML).

4 IA precoding subspaces optimization
In this section, we aim to optimize the IA precoding sub-
spaces in the scheme described above. From (3), it can be
noted that the modified precoding matrices defined as

V k = W V IA
k ∀k ∈ K, (8)

where V IA
k is the original matrix derived with respect to

the IA conditions and W is any diagonal matrix, which

satisfy the IA conditions. That is, the projection of all pre-
coding matrices of the IA scheme on a common diagonal
matrixW keeps the IA conditions respected.
The precoding subspaces can be optimized by judi-

ciously selecting the components ofW in (8). This diago-
nal matrixW determines the interference and the desired
subspaces design, while maintaining the IA conditions
at the receivers. We assume both MMSE- and ZF-based
detection schemes, widely used due to the simplicity of
their implementation, and we derive two different opti-
mized designs that maximize the network sum rate in
both cases.

4.1 MMSE-based decoder - iterative solution
Assuming an MMSE decoder, the mutual information
between the kth transmitter and its intended receiver k
can be expressed as [11]

Rk(w) = log2

∣∣∣IN + p
∑

j HkjWV jVH
j W

HHH
kj

∣∣∣∣∣∣IN + p
∑

j �=k HkjWV jVH
j W

HHH
kj

∣∣∣ ,
(9)

where p is the user average transmit power over the aver-
age noise power assumed equal at all receivers. Using
the Sylvester’s determinant theorem [12], the fact that all
channelmatrices are diagonal, and the definition ofBk and
Ak as

Bk =
K∑

j=1,j �=k
HkjV jVH

j H
H
kj

Ak = Bk + HkkV kVH
k H

H
kk ,

(10)

(9) can be reformulated in the following compact form as

Rk(w̃) = log2

∣∣∣IN + p W̃Ak

∣∣∣∣∣∣IN + p W̃Bk

∣∣∣ , (11)

where W̃ = WHW is a diagonal matrix and its diago-
nal is defined as the vector w̃ with positive components
(w̃i ∀i). One can notice from (10) that matrices Ak and
Bk are written as the sum of semi-definite positive matri-
ces and hence are positive semi-definite. Consequently,
the Cholesky decompositionb can be applied [13], and the
matrices Ak and Bk can be rewritten as

Ak = LHAk
LAk with L

H
Ak

=
[
LHBk HkkV k

]
andBk = LHBkLBk .

(12)

Substituting (12) into (11) yields the kth user rate

Rk(w̃) = log2

∣∣∣IN + p LAkW̃LHAk

∣∣∣∣∣∣IN + p LBkW̃LHBk
∣∣∣ . (13)
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Our goal is to seek w̃ that maximizes the total mutual
information (i.e., network sum rate) in the IC under the
constant total transmit power linear constraint. The max-
imization problem is then defined as

argmax
w̃

1
N

K∑
k=1

log2

∣∣∣IN + p LAkW̃LHAk

∣∣∣∣∣∣IN + p LBkW̃LHBk
∣∣∣ ,

subject to the total transmit power constraint

K∑
k=1

tr
(
W̃V kVH

k

)
= K , w̃i ≥ 0, i ∈ {1, . . . ,N} . (14)

It is not obvious whether a closed-form solution can be
obtained or not; therefore, one can search for the solution
iteratively. However, the convergence towards the global
maximum is not guaranteed unless the objective func-
tion is concave. The proof of the concavity with respect
to the variable vector w̃, requires the objective function
to be twice differentiable and its Hessian matrix to be
negative semi-definite [14]. Indeed, a similar problem has
been treated in [15] for the three-user IA scheme. The
authors have demonstrated that a function having the
form of (14) is concave if Ak and Bk are defined as in
(12) (see Appendix 1 in [15]). In order to find the solution
that achieves the optimum, we propose to use the pro-
jected gradient method with an optimized variable step
size (details are given in Appendix 2). Other algorithms
can also be used such as simple gradient descent method
using Lagrange multipliers.

Remark 1. In [15], the diagonal matrixW has been opti-
mized under anMMSE receiver assumption. However, the
study has been restricted to the three-user SISO inter-
ference channel case. Also, there is no description of the
iterative algorithm used for achieving the solution. In this
section, we have provided a general design for the K-user
SISO interference channel case. We have also described
an iterative method (see Appendix 2) to converge towards
the solution.

4.2 ZF-based decoder - closed-form solution
In the previous subsection, we have proposed to optimize
the precoding subspaces using iterative processing when
an MMSE is applied at the receiver. In this section, we
apply a ZF criterion at the receiver. Then, we propose a
closed-form solution for w that is asymptotically optimal.
This solution is obtained from the network sum-rate max-
imization problem approximation for very high SNR and
under the hypothesis of a ZF applied at all receivers. It
also avoids the need for a numerical solver that requires
a matrix inversion at each iteration and increases the
processing time and computational cost.

Assuming a ZF criterion at all receiver nodes and an IA
design at all transmitters, themutual information between
the kth transmitter and its intended receiver k is expressed
as

Rk = log2 |IN + p UkHkkWV kVH
k W

HHH
kkU

H
k | (15)

where Uk is the interference canceler at the kth receiver.
Assuming well-conditioned channel matrices and using
Sylvester’s determinant theorem [12], the kth user rate can
be approximated for high SNR values by

Rk ≈
SNR>>1

log2
∣∣p HkkWV kVH

k W
HHH

kkU
H
k Uk

∣∣ . (16)

Now, we intend to maximize the sum-rate approxima-
tion

∑
k Rk with respect to w under the total transmit

power constraint. Using the following equivalence:

argmax
w̃

K∑
k=1

Rk(w̃) ≡ argmax
w̃

∣∣∣W̃ ∣∣∣K K∏
k=1

∣∣HkkV kVH
k H

H
kk

∣∣∣∣UH
k Uk

∣∣
(17)

and the fact that
∏K

k=1 |HkkV kVH
k H

H
kk||UH

k Uk| is positive,
the optimization problem in (17) can also be reduced to

argmax
w̃

|W̃ |,

subject to
∑

k
tr

(
W̃V kVH

k

)
= KN , w̃i > 0 ∀i.

(18)

We notice that the problem in (18) is independent from
the channel matrices, and the objective function is a sim-
ple determinant of a diagonal matrix, hence, a concave
function. Introducing the Lagrange multiplier λ, the con-
vex dual of this problem is formulated as follows [14]:

argmax
w̃

argmin
λ

L(w̃, λ). (19)

where the Lagrangian function is defined as

L(w̃, λ) =
∣∣∣W̃ ∣∣∣ − λ

(
tr

(∑
k
W̃V kVH

k

)
− KN

)
,

with tr
(∑

k
W̃V kVH

k

)
=

∑N

i=1
ciw̃i, and ci =

∑K

k=1
‖vki‖2,
(20)

and vki stands for the ith row of the matrix V k . Since the
objective function is concave, the Karush Kuhn-Tucker
(KKT) conditions are sufficient to determine the global
optimum. The KKT conditions of the problem in (19) are
given by

∇w̃L(w̃, λ)|w̃=w̃∗ = 0 , λ > 0 ,∑N

i=1
ciw̃i = K N

(21)

The solution of the linear problem in (21) is obtained as

w̃∗
i = K

ci
, i ∈ {1, . . . ,N} . (22)
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Hence, the components of w are obtained as w∗
i = √

w̃∗
i

for all i. It is worth noting that besidemaximizing the sum-
rate, the problem of maximizing the individual rate using
the approximation in (16) has the same solution obtained
in (22).
A major advantage of the proposed solution is the

fact that it has an analytic simple expression making its
implementation complexity very low. Indeed, the other
algorithms proposed for sum-rate maximization and
interference power minimization in SISO and MIMOc

transmissions achieve the optimum using singular value
decomposition (SVD) [11] and/or an iterative algorithm
that requires hundreds to thousands iterations to converge
[7-9,16].

4.3 Complexity and sum-rate performance
The computational complexity is a major bottleneck of
practical implementation that is considered in system
designs. In the following, we discuss the complexity of the
precoding schemes proposed above.
The first optimized design that maximizes the sum-rate

assuming an MMSE detector is obtained using the pro-
jected gradient descent method. This iterative method
requires at each iteration the computational cost of the
first-order derivative of the objective function. Looking
at the expression given in (34), one can notice that the
derivative is calculated using matrix multiplications and
matrix inversions with dimensions N × N . Therefore, the
computational complexity at each iteration can be consid-
ered of orderO

(
N3). On the other hand, the design based

on a closed-form solution requires the computation of a
Frobenius norm andN real division. Thus, the complexity
order isO(N).
Figure 3 illustrates the average sum-rate per dimension

performance of the non-optimized design proposed by
Choi et al. in [6] and the optimized designsW-MMSE and
W-ZF, which represent the designs based on the solutions
to the problems given in (14) and (18), where we opti-
mize the precoding subspaces of the IA scheme assuming
an MMSE and a ZF, respectively. The optimizations are
applied to the IA design proposed by Choi et al. It can
be observed that for N = 3 and N = 7, the W-MMSE
design outperforms the W-ZF design with the closed-
form solution in the low SNR region. However, when the
SNR becomes very high, the sum-rate performance for
both designs get very close. This is due to the validity
of the approximation in (16) for high SNR. On the other
hand, the resulting gain of the optimized designs over the
nonoptimized one is significant, e.g., at 20dB the gain is
between 4 and 5 bits/s/Hz/dim.
It is important to note that the proposed designs result

from the optimization of the original designs proposed in
[6] and not the optimal IA design that maximizes the sum-
rate. It explains why, when we compare the designs for

different dimensions N, a higher sum-rate is obtained for
N = 3 compared to the design forN = 7. Furthermore, in
order to have a fair comparison between the cases N = 3
and N = 7, the average sum rate performance is normal-
ized by the dimension N, which means that the sum rate
is divided by the number of symbols in one symbol vector
as shown in (14).

5 Precoding vectors design within IA subspaces
The previous section has addressed the optimization of
the IA precoding subspaces at once using a diagonal
matrix W . However, there was no claim for the optimal-
ity of the precoding vectors within IA subspaces. In this
section, we propose to maintain the IA subspaces design
at the transmitters, and we aim to optimize the precod-
ing vectors within each subspace. We consider both cases:
MMSE and ZF criterion at the receiver, and we attempt to
maximize the network sum-rate in each case.
The precoding matrices defined in (4) are of size N × dk

with N > dk , ∀k. Thus, introducing a new combination
matrix Ck ∈ C

dk×dk at each transmitter node as follows

Pk = V k Ck , ∀ k ∈ K, (23)

will modify the basis of V k within its own subspace with-
out modifying the subspace itself. These variables can
later be defined taking into account different criteria such
asMSE, BER, sum-rate, and average transmit power. Next,
we show how to optimize the additional combination
matrices so as to maximize the network sum-rate.

5.1 MMSE-based decoder
Assuming an MMSE at all receivers, the mutual infor-
mation between the kth transmitter and its dedicated
receiver k can be written as a function of the combination
matrices Ck ∀k as follows

Rk = log2

∣∣∣IN + p
∑K

j=1HkjPjPH
j H

H
kj

∣∣∣∣∣∣IN + p
∑K

j �=k HkjPjPH
j H

H
kj

∣∣∣ . (24)

Now, in order to maximize the sum-rate under the
individual transmit power constraint, we propose the fol-
lowing maximization problem

argmax
Ck , k∈K

1
N

K∑
k=1

log2

∣∣∣IN + p
∑K

j=1 H̄kjCj
(
H̄kjCj

)H ∣∣∣∣∣∣IN + p
∑K

j �=k H̄kjCj
(
H̄kjCj

)H ∣∣∣
subject to tr

(
V kCkCH

k V
H
k

) = N , ∀k ∈ K.
(25)

where H̄kj = HkjV j. It is well-known that the optimal
solution is the one that nullifies the gradient of the sum-
rate expression. However, a closed-form solution is not
obvious due to a complicated expression of the first-order
derivative as shown in (32) in Appendix 1. Therefore, we
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Figure 3 Average sum rate per dimension of the two proposed designs for subspace improvement when N = 3 and N = 7.

attempt to get close to the solution iteratively. We use an
iterative algorithm that optimizes the cost function with
respect to one variable while the others remain fixed. In
our reasoning, each variable is considered as one of the
precodingmatrices. This technique results in a nonconvex
optimization due to the dependence between the precod-
ing matrices. At each iteration, the optimization is based
on the gradient descent widely used in MIMO multi-
user channels. The iterative algorithm for the sum-rate
maximization is detailed in Algorithm 1.

Algorithm 1 IA precoding vectors optimization
1: Initialize randomly all precoding matricesC1, · · · CK .
2: Start loop with l = 1
3: for k = 1 to K do
4: Calculate the gradient, ∇Ck f

(
Cl
1, · · · ,Cl

K

)
.

5: Update C(l+1)
k = Cl

k + λ.∇Ck f
(
Cl
1, · · · ,Cl

K

)
.

6: if trace
(
V kC(l+1)

k C(l+1)H
k VH

k

)
>N update C(l+1)

k =√
N
dk

C(l+1)
k√

trace
(
V kC

(l+1)
k C(l+1)H

k VH
k

) .
7: end for
8: If f

(
C(l+1)
1 , · · · ,C(l+1)

K

)
− f

(
Cl
1, · · · ,Cl

K

)
> ε, set

l = l + 1 and go back to step 3), otherwise stop the
processing.

In this algorithm the gradient is defined in (32) in
Appendix 1, f describes the objective function given in
(25), and the precoding matrices are supposed to be of
unit Frobenius norm. The step size λ is updated using
the backtracking search, which is an effective and quite
simple method [14]. Despite the non-convexity of the
multi-variable objective function, as long as the variable is

steered in the gradient direction, the algorithm converges
to a local maximum. In our simulations, the convergence
of this iterative algorithm is supposed to be achieved
either when

∑
k

∥∥∥∇C(l)
k
R
∥∥∥ < ε (26)

or when a maximum number of iterations is reached, and
ε is defined as a tolerance value. In our simulations, we
assume ε = 10−2.

5.2 ZF-based decoder
Given the kth user rate, the ZF-based detector uses a
matrix Uk to cancel the interference, yielding an equiv-
alent dk × dk MIMO transmission model. Many options
exist to find the best family of combination matrices {Cj}
in order to maximize the sum-rate. The channel model
after interference suppression at receiver k is obtained as

yk = UkHkkV kCkxk + Ukzk ,

= H̃kCkxk + Ukzk ,
(27)

where Uk is the decoding matrix at the kth receiver. It is
defined as the dk × N interference null space. The model
defined in (27) is a typical MIMO single user model with
channel matrix H̃k and precoding matrix Ck . One opti-
mized form ofCk is the one composed of the right singular
vector of the new channel matrix H̃k . Such a precoding
scheme achieves the channel capacity as described in [17].
Another form that requires less computational complexity
is the one that orthonormalizes the columns of the origi-
nal precoding matrix V k . In [18], the authors have shown
that this last form gets close to the maximum information
rate when the SNR becomes high.
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5.3 Complexity and sum-rate performance
The algorithm that optimizes the solution iteratively in
Subsection 5.1 is based on the gradient descent method.
At each iteration, the iterative algorithm requires the gra-
dient of the objective function that needs itself inversion
ofN ×N full rank matrices. Thus, the total computational
complexity depends mainly on the number of iterations
and on the precoding matrices dimensions. The complex-
ity cost is of order O(nbiN3) where nbi is the number of
iterations.
Figure 4 illustrates the sum-rate per dimension of the

proposed design that uses Algorithm 1 and the design
OW-ZF that orthonormalizes the precoding vectors. For
the subspace optimization of OW-ZF, we use the closed
form solution derived in Subsection 4.2. One can observe
a sum-rate performance loss in the case of OW-ZF com-
pared to the CW-MMSE for low SNR values, whereas
when the SNR increases, both sum rates become very
close. However, the OW-ZF requires less operations, the
complexity cost is of order O(Nd2k) at each transmitter,
and no joint processing is required for the optimization
design.
Remark 2. The proposed optimization of IA precoding

subspaces cannot directly be extended to MIMO interfer-
ence channels, as the channel matrices are no longer diag-
onal in the MIMO system model. However, the proposed
optimization of the precoding vectors within each IA sub-
space can be used for MIMO optimization design since
the IA conditions at all receiver are always maintained.

6 Convergence rate of the iterative solutions
In Subsections 4.1 and 5.1, we have proposed two iter-
ative solutions, one aims to optimize the IA subspaces

and the other optimizes the precoding vectors within
each IA subspace without modifying the subspace
itself.
The first iterative solution to the problem in (14) for the

IA subspaces optimization is reached using the projected
gradient method. We have mentioned that the objec-
tive function is concave, thus, the convergence towards
the global optimum is guaranteed. On the other hand,
the iterative solution proposed for the IA precoding vec-
tor optimization is reached using an algorithm based on
the gradient descent method for a multi-variable objec-
tive function. Thereby, the objective function changes
at every iteration yielding a nonconvex optimization
problem. However, as long as the iterative method is
based on the gradient descent and the variable fol-
lows the direction of the gradient using an optimized
step size, a convergence towards a local optimum is
guaranteed.
The convergence rates of the discussed iterative solu-

tions above are shown in Figure 5. For the projected
gradient descent method, the convergence towards either
the optimal solution or a neighboring optimal solution
requires hundreds of iterations. This slow convergence
rate diverts the attention to the closed-form solution
obtained in Subsection 4.2. Now, looking at the design for
precoding vector optimization within their subspace, the
convergence rate seems fast. For example, almost 10 to
15 iterations are required to achieve a near-optimal value
at 15 and 25 dB when N = 7. This fast convergence
implies that for small dimensions and for precoding vector
optimization as discussed in Subsection 5.2, the compu-
tational complexity is not that far from other proposed
designs.
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Figure 4 Average sum rate per dimension of the proposed precoding vectors design using the combination matrices.When N = 3 and
N = 7.
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Figure 5 Convergence of the iterative algorithm in Section 5.1 and the projected gradient method in Subsection 4.1.

7 Comparison of the proposed optimized designs
to the state of art schemes

In this section, we compare the proposed designs to the
distributed designs proposed in [7,8] in terms of sum-
rate per dimension. We consider a three-user frequency-
selective SISO IC, with the model proposed in Section 2.
The total independent stream number from all users is
equal to T = 3n + 1, and the precoding vectors length
is N = 2n + 1 for all users, and n can be any non-
negative number. The transmit constellation is Gaussian
continuously distributed, and the channel coefficients are
circularly symmetric complex Gaussian distributed with
zero mean and unit variance. The following abbreviations
are used for the compared designs:

• OW-ZF : the proposed IA design with the
closed-form solution derived in Subsection 4.2 that
uses orthogonal precoding vectors

• CW-MMSE: the IA design with the two iterative
proposed optimization in Subsections 4.1 and 5.1

• IA-Iter: the IA design obtained with the distributed
algorithm proposed in [8]

• Max-SINR: the beamforming design proposed in [7]
that maximizes the signal-to-interference-and-noise
ratio (SINR) of all streams

Figures 6, 7 and 8 illustrate the average sum-rate per
dimension performance of the OW-ZF, the CW-MMSE,
the IA-Iter, and theMax-SINR forN = 3,N = 5, andN =
7, respectively. Compared to the CW-MMSE, the OW-
ZF performs similarly for all configurations with a slight
loss for low and medium SNR values. This is due to the

fact that a ZF criterion becomes equivalent to an MMSE
when the SNR becomes very high, and that the OW-ZF
design is based on an approximation for high SNR. On the
other hand, an important gain is obtained over the IA-Iter
design over the whole SNR regionwhenN = 3 andN = 5,
e.g., at 20 dB a gain of about 2.2 to 2.5 bits/s/Hz and 1.7
to 2 bits/s/Hz is obtained for N = 3 and N = 5, respec-
tively. It is worth noting that in addition to this gain, the
OW-ZF design is a closed-form, thus, it exhibits a much
less computational complexity than the other designs. It
also does not require any iterative processing to achieve
the solution, which can sustain the complexity order when
N increases. Now, considering the beamforming opti-
mization design that maximizes the SINR referred to as
Max-SINR, this latter outperforms the proposed designs
in the low and medium SNR region. However, this result-
ing gain decreases as the SNR increases in the medium to
high SNR region. For example, the OW-ZF design and the
Max-SINR design reach the same sum-rate value of about
10.4 bits/s/Hz at 30 dB when N = 3. This result can show
that in some particular cases, the proposed designs are
very close to one of the most efficient designs when the
SNR is high enough while keeping a low complexity level
such as the OW-ZF design.
On the other side, compared to the orthogonal interfer-

ence mitigation techniques such as time division multiple
access (TDMA), the optimized IA scheme (i.e., CW-
MMSE) achieves similar performance in the low SNR
region. However, when the SNR increases, i.e., beyond
15 dB, the gain between both optimized IA designs (i.e.,
OW-ZF and CW-MMSE) and the TDMA starts to get
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Figure 6 Comparison of the average sum rate per dimension for different precoding designs when N = 3.
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Figure 7 Comparison of the average sum rate per dimension for different precoding designs when N = 5.
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Figure 8 Comparison of the average sum rate per dimension for different precoding designs when N = 7.
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Figure 9 Evolution of the average sum rate per dimension with the precoding vector length.

wider, and achieves 2 bits/s/Hz/dim over the TDMA at 30
dB. This is due to the suboptimality of the IA design in the
low SNR region and its tendency to optimality in the high
SNR region [4].
Next, Figure 9 evaluates the performance of the follow-

ing designs: OW-ZF, IA-Iter, andMax-SINR, as a function
of the precoding vectors sizes. At 15 and 30 dB, the OW-
ZF outperforms the IA-Iter for N ≤ 9 and N ≤ 11.
On the other hand, it can be observed that the two itera-
tive designs IA-Iter and Max-SINR result in an increasing
sum-rate with the vector sizes. However, the closed-form
design OW-ZF results in a decreasing sum-rate with the
vectors sizes. This means that OW-ZF is close to the opti-
mal for small precoding dimensions and starts moving
away when N increases.

8 Conclusions
In this paper, we have introduced three optimized designs
for the IA scheme in a K-user SISO IC. The first and the
second try to optimize the precoding subspaces at the IA
transmitters through a common diagonal matrix assum-
ing an MMSE and ZF linear detector, respectively. The
third assumes an MMSE linear detector and seeks the
optimal precoding vectors within a predefined subspace at
each transmitter. The first and the third designs referred
to as W-MMSE and C-MMSE, respectively, require iter-
ative algorithms to converge to their optimum, whereas
the second design referred to as W-ZF is obtained from a
closed-form solution. Comparing to other IA distributed
designs, the proposed designs show a significant sum-rate
performance improvement and much less computational
complexity when the closed-form solution is applied. To
enhance the sum-rate performance, we have introduced
an orthogonalization of the precoding vectors in the

W-ZF design, which enables to achieve a trade-off
between complexity and data rate.

Endnotes
aThis hypothesis is very optimistic, but it is taken by

many research works in the literature.
bIt is important to note that the Cholesky

decomposition, originally defined for a positive definite
matrix, can be extended to the positive semi-definite case.

cThe IA schemes proposed for MIMO transmission
can also be used in SISO systems.

Appendix 1
Using the kth information rate expression in (24), the sum
rate can be written as

R ≡
K∑

k=1
log2 |Xk| − log2 |Y k| (28)

where

Xk = I + p
K∑
j=1

H̄kjCj
(
H̄kjCj

)H ,

and Y k = I + p
K∑
j �=k

H̄kjCj
(
H̄kjCj

)H
(29)

Since the sum-rate is real valued function and Ck∀k are
complex variables, the gradient of the sum-rate can be
calculated using the differential with respect to Ck . It is
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known to be dR = 2∂R/C∗
k . Details are given in [19]. Using

the differential of log2 |Xk| computed as

d log2 |Xk| = trace
(
X−1
k dXk

)
,

and dXk = p H̄kjCjdCH
j H̄

H
kj ,

(30)

Using the following properties: trace
(
AdBH) = trace(

ATdB∗), d[trace(A)] = trace(dA), vec(dA) = dvec(X),
and trace

(
ATB

) = vec(A)T )vec(B), and referring to [19]
that describes the first-order differential and the Jacobian
matrix properties, we obtain

d log2 |Xk| = 2p
ln2

vec
(
H̄H

kkX
−1
k H̄kkCk

)T
.vec

(
dC∗

k
)
.

(31)

Thus, the gradient of R w.r.t. C∗
k is obtained as follows:

∇C(l)
k
R = 2p

ln2

K∑
i=1

H̄H
ikX

−1
i H̄ ikCk− 2p

ln2

K∑
i�=k

H̄H
ikY

−1
i H̄ ikCk .

(32)

Appendix 2
The projected gradient algorithm requires firstly the com-
putation of the gradient with respect to w̃

∂R(w̃)

∂w̃i
=

K∑
k=1

(Xki − Y ki) , (33)

where Xki and Y ki are defined as

Xki = p
N

lAki
(
IN + p LAkW̃LAkH

)−1
lHAki (34)

Y ki = p
N

lBki
(
IN + p LBkW̃LBkH

)−1
lHBki

with lAki and lBki are the ith rows of the matrices LAk and
LBk , respectively. The constraint, defined in (5), can be
formulated as

K∑
k=1

tr
[
V kW̃VH

k

]
=

N∑
i=1

w̃ici , (35)

with ci is the ith component of the vector c, ci = ∑
k

||vki||2,
and vki is the ith row of the matrix V k .
Equation 35 defines the set of w̃ that satisfies the con-
straint, thus, given the gradient, we project it on the
constraint hyperplane and update w̃ by

w̃l+1 = w̃l + μ. pproj
(
w̃l

)
, (36)

where μ is a variable step size and p(w̃) is the projected
gradient defined as

pproj
(
w̃l

)
= ∇w R

(
w̃l

)
−

(
ct ∇w R

(
w̃l

))
.

c
‖c‖2 . (37)

The convergence towards the steady state is achieved
either when

∥∥∥p (
w̃l

)∥∥∥ < ε , (38)

with ε is the tolerance factor for stopping the iterations or
a maximum number of iterations is attained. In this algo-
rithm, the step size μ is a determining factor to ensure a
faster convergence, thus, it must be judiciously selected.
In [14], two line search methods are proposed: exact
line search and inexact line search methods. In practice,
most line searches are inexact, and many methods have
been proposed. One is the backtracking method, which is
employed for our design. It is very simple to implement
and quite effective. Besides, the step size is updated at
each iteration to satisfy w̃i > 0 for all i.
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