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Abstract

Wireless Sensor Networks (WSN) consist of a large number of sensors which have limited
battery power. One of the major issues in WSN is the need to improve the overall network
lifetime. Hence, WSN necessitate energy-e�cient routing protocols. In this paper, a cross-
layer routing protocol (PLOSA) is designed to o�er a high delivery rate, a low end-to-end
delay and a low energy consumption. To achieve these goals, the transmission channel is
divided into di�erent slots and a sensor has access to a slot related to its distance from the
collector. The transmissions are then ordered within the frame from the farthest nodes to
the closest ones which is a key point in order to ease forwarding and to conserve energy. We
have conducted simulation-based evaluations to compare the performance of the proposed
protocol against the framed aloha protocol. The performance results show that our protocol
is a good candidate for WSN.

Keywords: sensor networks, energy-awareness, cross-layer protocol, medium access control,
routing

1 Introduction

Wireless sensor networks (WSN) are used in a wide range of applications as military, health
and transport. Sensors have limited battery power. In most applications, they are required
to be operating in the order of months to years. Generally, these batteries cannot be replaced
because sensors are deployed in speci�c areas with no maintenance. Hence, sensors can only
transmit a �nite number of packets before exhausting their battery power. Multi-hop networking
is then necessary for a data packet generated by a sensor to be able to reach its �nal destination
with a limited transmission power [1]. Furthermore, a common mechanism to reduce energy
consumption is to turn the transceiver of sensor nodes into a low power sleep state when it is
not being used.

∗The �nal publication is available at Springer via http://dx.doi.org/10.1007/s12243-014-0433-8
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Unlike traditional networks, WSN have their own design and resource constraints. The design
constraints are application dependant and are based on monitored environment [2]. Whatever
the design approach, it is essential that WSN are subject to a rigorous analysis to provide long-
term survivability of the architecture. The OSI (Open Systems Interconnection) layer model is
generally used to specify the protocol architecture. However, due to the lack of memory and
energy, it becomes di�cult to use the traditional layer model in WSN [3]. Cross-layer design is
proposed to achieve gains in overall system performance in wireless networks.

Cross-layer techniques improve energy conservation in WSN [4, 5]. Hence, most cross-layer
routing protocols have been proposed to reduce energy consumption in WSN [6�10]. These
routing protocols are e�cient solutions for energy conservation. They use MAC (Media Access
Control) layer information such as joint scheduling, power control, and sleep state of sensor
nodes, to control energy consumption.

In [6], the authors propose a cross-layer approach to compute the minimum transmission
power level between nodes and �nd a route between the nodes and the collector. Getting the
proper transmission power level reduces the power consumption and decreases the interference
between nodes. Each node adjusts its transmission power before sending a data packet. When
a node receives one, it sends back a message including the Received Signal Strength Indicator
(RSSI) value. Each node maintains a table with the proper transmission power according to the
RSSI value. The nodes compute a routing algorithm that uses this value to �nd a route with
the collector.

In [7], a cross-layer protocol integrates MAC and routing functionalities to support geographic
forwarding. It is assumed that the destination location is known. This protocol adjusts the
transmission power level in order to reduce the energy consumption. Nodes select the best next
relay node while forwarding packets to the destination. To this aim, the nodes use a weighted
factor representing the progress toward the destination per unit of transmission power.

In [8], a cross-layer protocol combines an adaptive synchronous MAC scheme and a tree-based
energy aware routing algorithm to achieve the reduction in energy consumption. If there are no
data to send or receive, the node turns o� its transceiver to reduce the time and energy wasted
in idle listening. The routing algorithm uses two metrics on a link (the link error rate and the
energy cost) to �nd a tree path to the collector. A path with many short-range links reduces the
energy consumption due to the nodes transmission power adjustment. In some cases, this type
of path can cause more link errors that result in more retransmissions. To combine these two
parameters enhances the energy consumption in the network.

In [9], researchers propose a cross-layer architecture using MAC and routing layer. This cross-
layer protocol extends the 802.11 MAC protocol [11] and the Dynamic Source Routing (DSR)
protocol [12]. DSR is not featured to determine whether a packet loss is due to congestion or
node failure. When the DSR protocol detects a loss, it reinitiates a new path discovery increasing
the overhead. If the communication breaks because of congestion, this leads to ine�cient energy
utilization. To overcome this problem, the authors propose that the nodes keep a record of the
last received power level from each neighbor nodes. Hence a node can determine whether the
neighboring node remains within the transmission range. This information is passed to the DSR
protocol which determines if the loss occurs because of congestion. In this case the path discovery
is not initiated.

In [10], the authors propose a geographic cross-layer routing protocol that does not require
location awareness to forward packets. The collector sends a beacon frame periodically. When
a sensor receives one, it measures the RSSI value. When a node has some data to transmit, it
adds its RSSI value to the header of the Request to Send (RTS) frame and broadcasts it. Only
nodes that are closer to the collector (i.e. they have a higher RSSI value than that of the sender)

2



can participate at the contention mechanism. These nodes choose random time slots within a
contention window size. The node that has the earliest timeout sends a Clear to Send (CTS)
frame and is determined as the next hop node.

Due to the large diversity of applications, WSN can be classi�ed on the basis of hardware
and application requirements [13]. In a lot of cases, WSN are composed of heterogeneous sensors
(deployed over a physical area of interest) to sense environmental data and deliver them to a
collector and then to an end-application. This type of WSN is called Wireless Data Collection
Networks (WDCN). It enables applications to observe the variation of a particular physical signal
during a period of time.

In this paper, we use the cross-layer approach to design a new protocol, PLOSA (Path-loss
Ordered Slotted Aloha protocol), for WDCN. PLOSA modi�es frame aloha to reduce energy
consumption. The frame aloha protocol is a widely used access protocol that is characterized
by its simplicity, establishing itself as a good candidate for WDCN. However the price of its
simplicity is a lack of fairness in media access. Nodes are at various distances from the collector.
In free space propagation model, signal attenuation is strictly related to the distance between the
transmitter and the receiver. The received signal strength of distant nodes is signi�cantly lower
than those of close nodes. Due to the capture e�ect, distant nodes have a lower throughput than
close nodes. In WSN, the utilization of a multi-hop mechanism avoids the capture e�ect. PLOSA
proposes a multi-hop cross-layer routing protocol where the idea is to order the access of nodes
to optimize the energy consumption. The transmission channel is divided into di�erent slots
and a node has access to a slot related to its distance. The higher the distance between a node
and the collector, the earlier this one can access a slot. Once the access of nodes is ordered, the
resulting routing protocol is very simple. Indeed it does not require the notion of routing table
(the next forwarding hop is always closer to the collector). Our protocol reduces at a minimum
the overhead in both the routing protocol and the collision avoidance mechanism. No routing
information are required to �nd a path between a sensor and the collector. Each time a node
sends a packet, a closer one to the collector forwards it until it reaches the collector. In the same
way, the number of collisions is limited as the access of nodes is ordered. A collision can only
occur in the vicinity of a sender node i.e. two nodes can send a packet into the same time slot
if they are at the same distance from the collector. Hence our protocol avoids the hidden node
problem without the use of an intrusive collision avoidance mechanism as RTS/CTS handshake.
To our knowledge, no other cross-layer routing protocol exists addressing the question of how
avoiding routing overhead and hidden node problem. Indeed PLOSA protocol is designed to
o�er high delivery rate and low end-to-end delay. In most cases PLOSA provides data delivery
to the collector within one frame.

The rest of this paper is organized as follows. In Section 2, PLOSA protocol is described in
details. In Section 3, the performance of this protocol is discussed and compared to the frame
aloha protocol. Finally, we make some concluding remarks in Section 4.

2 Protocol Description

2.1 Background and Assumptions

We consider a wireless data collection network model with a large number of sensors and one
collector. Data are generated by the sensors and put into packets that are transmitted to the
collector by use of a multi-hop forwarding if necessary. Each sensor has a unique identi�er that
is appended to the information �eld in the packet to identify the source of the data. Each
packet has also a unique identi�er called PACKET_ID. As the forwarding process can generate
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duplications, PACKET_ID can also be used if detecting duplicated packets is required by the
application.

The transmission power of the collector is assumed to be high enough to reach all sensors in the
network. As the collector is generally connected to the mains power source, it is not a restrictive
assumption. Furthermore, if there are some limitation on the collector maximum power, spread
spectrum techniques can be used to have a large transmission range with a moderate transmission
power.

The collector regularly transmits a beacon packet that includes the used transmission power.
All sensors receive the packet and measure the received power level. Several measurement samples
may be used to calculate an average received level in order to mitigate the multipath fading.
The di�erence between the transmission power and the received power in dB is then the path
loss between the node and the collector.

A basic assumption of the protocol is that the path loss is an increasing function of the
distance. Because of the shadowing e�ect, this is not strictly true but is valid for outdoor
environment, which represents a large panel of applications.

As stated before, the access mechanism is based on frame slotted aloha. After each beacon
packet, a frame made of S slots (numbered from 0 to S − 1) is then de�ned. A packet is always
transmitted within a slot.

The proposed access mechanism can be used for di�erent environments. However for the sake
of clarity, all examples will be given for a typical outdoor propagation: the path loss between two
nodes is L = rα10ξ/10/k where r is the distance between both nodes, k and α are environment-
dependant parameters (α ∈ [2, 4] and is 2 for free space propagation and typically 3.5 for outdoor
rural or indoor environment), ξ is a random Gaussian variable that models the shadowing e�ect.

The PLOSA protocol is a Cross-Layer protocol. The network layer uses information of the
link layer to access the medium e�ciently. The forwarding process is composed of four steps: the
listening window, the forwarder selection, the transmission window and the acknowledgement
window. For the sake of clarity, we �rst present the transmission window that introduces the
core of the protocol and the main parameters.

2.2 Transmission window

2.2.1 Main principle

Let N be the number of sensors and Li be the path loss between the sensor i and the collector
(in linear scale). We assume the system is designed for a maximum path loss denoted as Lmax.
Let y = f(x) be a decreasing function that goes from [0, 1] to [0, 1]. Function f de�nes the access
characteristics and is the core function of the process.

Let us assume Node i has a packet to transmit. It can be either a piece of information
generated by sensor i or a packet sent by another node that has to be forwarded. Node i
computes si = ⌊Sf(Li/Lmax)⌋. Node i uses slot si as reference slot for transmission. As f is a
decreasing function, slot si is at the beginning of the frame if node i is far from the collector and
at the end of the frame if node i is close to the collector. Transmissions are then ordered within
the frame from the farthest nodes to the closest ones, which is a key point to ease forwarding
and to conserve energy in that process.

Function f must be carefully chosen in order to optimize the access mechanism. A �rst
objective is to equally spread the packets on all slots of the frame. If nodes are uniformly
distributed in a disk of radius R centered on the collector, the cumulative distribution func-
tion (cdf) of radius r without shadowing is 1 − (r/R)2. The cdf of the path loss is then
1 − (L/Lmax)

2/α as Lmax = Rα/k. In a 1-hop system without forwarding, function f must
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be chosen as f(Li/Lmax) = 1− (Li/Lmax)
2/α in order to have the same probability for any slot

to be used. In case of forwarding it can be shown that function f must be

f(
Li

Lmax
) = 1− (

Li

Lmax
)1/α

By de�nition, slot si is always between 0 and S−1 (see �gure 1.a). When two or more nodes
transmit a packet in the same slot a collision occurs and nodes retransmit the packets in the next
frame. If the reference slot is the same between two frames, nodes retransmit the packets in the
same slot and create a new collision. In such a case, repeated collisions waste the throughput
of the network and increase energy consumption. To reduce this type of collision we propose
two mechanisms to reduce the probability that a node accesses the same slot in two successive
frames.

2.2.2 Random slot selection

In order to avoid repeated contentions a random process is introduced. The random process
extends the transmission window length i.e. the transmission slot is chosen to be into a part
of the frame centered on the reference slot. This process reduces the probability to have two
consecutive transmissions by the same node into the same slot. Let r be a discrete random
variable with integer values and g be its probability mass function (function g is de�ned on ZZ).
Node i then draws a value ri for r and transmits a packet in slot

ti = max(0,min(si + ri, S − 1))

Let rmin and rmax be respectively the lowest and highest values of random variable r (note
that rmin ≤ 0). All possible slots for transmission are then contained in [si + rmin, si + rmax]
(see �gure 1.b).

2.2.3 Mini-slot selection

Another method to reduce repeated collisions is to use mini-slots. In such a case each slot begins
with a series of mini-slots, each of which has a duration equal to the maximum propagation
delay. The duration of a time slot is equal to the data transmission time plus some number of
mini-slots time. Before sending a packet each node i computes its transmission slot ti = si and
chooses a mini-slot randomly (see �gure 1.c). At the beginning of its mini-slot a node sends
a packet only if the channel is sensed idle. The probability of having a collision is reduced
according to the number of mini-slots. Let us assume the mini-slot selection method follows
a uniform distribution. Let M be the number of mini-slots. Let N be the nodes that access
to the same slot. If we assume all nodes can listen to each other, no collision occurs if the
�rst chosen mini-slot is selected by only one node i.e. the probability Pc to have a collision is
Pc = 1− N

M

∑M−1

i=1
((M − i)/M)N−1. We refer to this version of our protocol as PLOSA_MS.

2.3 Acknowledgement process

There is no dedicated acknowledgement message but the packet identi�cation mechanism and the
forwarding process are used as an acknowledgement process. It then occurs immediately after a
packet is transmitted by a node. The node waits for at most WA slots (called acknowledgement
window). If it receives a packet with the same PACKET_ID, then the packet is successfully
forwarded and the node can go to a sleep mode. If the window expires, the packet is transmitted
again in the next frame. See �gure 2.
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All packets received by the collector are acknowledged in the beacon packet of the following
frame. The beacon packet can then be used both an acknowledgement on the last hop and an
end-to-end acknowledgement.

2.4 Listening window

Each node may need to forward packets from nodes farther from the collector and then has to
listen to the transmission channel for a given duration. This duration must be large enough to
enable an e�cient relaying process but must also be as low as possible to conserve energy. Let
us consider node i that is looking for possible packets to be forwarded. As transmissions are
ordered, there is no need to listen to slots after slot si+ ri, which is the chosen slot for a possible
transmission in the frame. Furthermore, slot numbers which are very low compared to si are
used by nodes very far from node i. Node i has then to listen to slot numbers lower than but
close to si. We then de�ne two parameters δ and W , which are positive integers: node i listens
to slot numbers between si − δ − W and si − δ. If no packet is received, node i enters a low
consumption state (sleeping) from slot si − δ till the end of the frame. If a packet is received,
node i may then be a forwarding candidate and uses the forwarder selection process (see section
2.5).

In order to have a listening window and transmission window without a gap in between, δ
may be chosen as δ = −rmin + 1. Note that W determines the maximum width of the listening
window. See �gure 3.

2.5 Forwarder selection

The forwarder selection is used to �nd a node in order to be the next-hop forwarder for a given
packet. The node that forwards the packet is then called the forwarder. All data packets contain
the path loss value between the sender and the collector within the header. Let us consider node
j, which receives a packet sent by node i. If Li ≤ Lj then node j has a larger path loss compared
to i and therefore cannot be a candidate (due to the path-loss ordered listening window selection,
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this event occurs with a low probability). If node Li > Lj then node j is a candidate.
For a same packet to be forwarded, it is possible to have more than one forwarding candidate.

The way to decide who is going to be the forwarder is solved by letting the nodes prepare for
transmissions (see section 2.2). The �rst one that transmits is the forwarder. Each packet
includes a unique packet identi�er. As soon as a forwarder candidate is correctly receiving a
packet with the same identity than the one for which it is candidate it then leaves out the
forwarder selection process and enters a low consumption state till the end of the frame.

3 Performance of the Protocol

3.1 Presentation of the reference protocol

In order to evaluate the performance of PLOSA, we compare it with a simple one-hop slotted
aloha access. Spread spectrum is used to improve the transmission range of sensors and to
allow them to reach the collector (see 3.2 for the considered value). Let SF be the spreading
factor. The packet transmission time is then multiplied by SF compared to non-spread multihop
transmission. In order to keep the same frame period, the number of slots in the frame is divided
by SF . The access mechanism is a standard frame Aloha. When a node has a packet to transmit,
it randomly chooses a slot in the frame and transmits the packet. If the packet is acknowledged
by the collector at the beginning of the next frame, the node leaves the process. In other cases,
the packet is retransmitted until acknowledgement by the collector or the maximum number of
transmissions is reached.

3.2 System Parameters

Main radio parameters like the transmission power, the noise factor, the data rate are the same
as for IEEE 802.15.4. We just consider a higher transmission power (100 mW) for the collector.
Sensitivity and power consumption are in accordance with Tmote devices [14].

According to the transmission powers and the sensitivity, a one-hop transmission requires a
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20-dB spreading gain. As spreading factors are generally powers of 2 we assume the spreading
factor is 64.

The pathloss is assumed to be rα/k with α = 3, k = 3.162 10−6 and r given in meters. In dB
the pathloss is then 55+30 log10(r) as in [15]. It corresponds to a typical outdoor or open-space
indoor propagation. The transmission range of a node is then 20 meters whereas the transmission
range of the collector is 93 meters.

The simulated network is composed of 160 nodes. The network size is a disk of radius
100 meters. To provide much more realistic scenarios than free space propagation, we consider
random topology simulations with shadowing e�ect. The shadowing is represented as a log-
normal random variable with standard deviation σ of 3.8dB (and 0 dB average).

A 4-state model is used for power consumption. In sleep-mode the consumed power is assumed
to be low enough to be neglected. In idle mode, the radio module is on and the consumed power
is 10 mW. In reception mode (when a packet is currently decoded) signal processing increases
the required energy and the consumed power is 60 mW. For a 1-mW transmission, the consumed
power is 52 mW. Once again, such �gures are in accordance with [14].

For the simulations of our protocol, the OPNET discrete event simulator is used. We compare
our protocols to the framed Aloha protocol (cf. section 3.1). Sensors are considered static, as
is usual in certain application scenarios. In the simulation, the collector node is located in the
center of the network. At the beginning of each frame (frame duration=83.86 ms) it sends a
beacon packet of 160 bits. The frame is composed of 64 data slots for a multi-hop process (1
for the slotted aloha). The time slot duration available for a data transmission and a beacon
transmission is respectively 1.3 ms and 0.66 ms. The number of mini-slots is 8, each of which
has a duration of 2 µs. New packets (360 bits) are generated according to a Poisson process in
each sensor. Independent processes are considered between nodes. The simulation runs for 1000
seconds.

3.3 Simulation Results

The access mechanism is analyzed in term of network bandwidth utilization, delivery delay to
the collector and consumed energy for various load. The load is expressed as the average number
of new packets per slot. It can be easily expressed as a function of λ, the average number of
new packets per time for a node. Let N be the number of nodes in the system and Tframe the
duration of the frame. The o�ered load is given by NλTframe/S. Due to the spreading factor the
slots of the framed Aloha process is 64 times larger than those in our protocols. In the results
the o�ered load is expressed for our protocols. The o�ered load for the framed Aloha protocol is
64NλTframe/S. In other words, the same load for PLOSA and Aloha corresponds to the same
new packet rate (same λ).

Figure 4 highlights the packet loss rate under di�erent densities. The packet loss rate is the
ratio of the number of packets that are not received by the collector to the number of packets
being generated at the source nodes. The results show that our protocols outperform the framed
Aloha protocol because our protocols have fewer packet losses than the framed Aloha protocol.
The network bandwidth is used at its utmost and our protocols are really designed to treat more
�ows or the same number of �ows but with more bandwidth. When the o�ered load is low, the
packet loss rate returned by the framed Aloha protocol is 50 times as much as the one returned
by our protocols. Due to the spreading factor, the sensors at the edge of the networks have a
higher PER when the framed aloha protocol is used. Moreover the time to transmit a packet is
64 as high with the framed Aloha protocol as with our protocols. In such a case the hidden node
e�ect is more pronounced and increases the probability of having a collision. These conditions
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Figure 4: Packet Loss Rate under di�erent topologies and densities. a) 80-node random topology.
b) 160-node random topology.

increase the packet loss rate of the framed Aloha protocol. At high load, our protocols are nearly
65% as e�cient as the framed Aloha protocol because the packet emission is regulated in the
frame in order to reduce the packet loss rate. Collisions may only occur when nodes are located
at the same distance of the collector and in the same vicinity but our protocols avoid the hidden
nodes e�ect by using the network bandwidth e�ciently. The PLOSA_MS protocol has lower
packet loss rate than the PLOSA protocol thanks to the use of mini-slots that prevent two nodes
from transmitting simultaneously.

Figure 5 and Figure 6 show the energy consumption of the protocols. Our protocols limit
the increase in energy consumption thanks to a low packet loss rate. Our sensors do not need
any extra time to listen to the medium. A low energy level is an important criteria to extend
the network's lifetime. When the o�ered load is low the frame Aloha performs better from an
energy point of view. Sensors using the framed Aloha protocol do not listen to the medium
except to receive the beacons. On the other hand, each node using our protocols listens to
the medium in order to receive packets or to acknowledge transmitted packets. When the load
grows the trend is reversed. A total energy reduction of 55% can be obtained by our protocols.
The PLOSA_MS has lower energy consumption than the PLOSA protocol due to the use of
mini-slots. A node senses the medium during the mini-slots. If another node sends a packet, it
delays its transmission and enters sleeping mode. Nodes stay longer in sleep mode than nodes
using the PLOSA protocol. The longer nodes stay in the sleeping mode, the lower the energy
consumption.

The simulations (Figure 7 and 8) show that the delay increases slightly to match the increase
of the o�ered load. Our protocols are better when the load is low whatever the network topology.
The spreading factor increases the range, however it reduces the bandwidth. For a one-hop
process, the time to send a packet is the same whatever the position of a node in the network.
The transmission time is equal to the frame duration. For a multihop process the time is related
to the distance between a node and the collector. Hence our protocols have a lower end-to-end
delay. At high load the framed Aloha protocol has a lower end-to-end delay than our protocols.
The number of retransmissions increases with the tra�c load. It is limited to 3 per node. In
the worst case a packet is retransmitted three times with a one-hop mechanism whereas it is
retransmitted nine times with a multihop process of three hops (average hop count). Hence
a multihop process degrades the end-to-end delay slightly. In order to reduce this e�ect, our
protocols are well-designed to decrease the packet loss rate. For all protocols, the end-to-end
delay does not exceed 0.6225 seconds which is quite acceptable to transmit QoS tra�c.
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4 Conclusion

Due to the limited storage, energy, and computational resources of WSN, the MAC or routing
techniques developed for other types of network are not adequate for them. The solution proposed
here for reducing energy consumption uses a cross-layer method where communication between
nonadjacent layers is enabled.

The multi-hop access mechanism we propose in this paper distributes the node access in the
frame according to their distance to the collector. The forwarding process is then simpli�ed and
can be done within a frame. Furthermore, it is possible to optimize sleeping periods of devices
because each node can receive packets to be forwarded only in a speci�c part of the frame.
PLOSA and PLOSA_MS were studied for networks with �xed nodes. However as the routing
process is stateless, it can easily be used for mobile networks. Generalizing PLOSA for ad-hoc
networks is then a possible extension of this work.
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