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Abstract—Captures of IP traffic contain much information
on very different kinds of activities like file transfers, users
interacting with remote systems, automatic backups, or dis-
tributed computations. Identifying such activities is crucial for an
appropriate analysis, modeling and monitoring of the traffic. We
propose here a notion of density that captures both temporal and
structural features of interactions, that generalizes the classical
notion of clustering coefficient. We use it to point out important
differences between distinct parts of the traffic, and to identify
interesting nodes and groups of nodes in terms of roles in the
network.

I. INTRODUCTION

Measurement, analysis and modeling network traffic at IP
level has now become a classical field in computer networking
research [10], [17], [14]. It relies on captures of traffic traces
on actual networks, leading to huge series of packets sent
by machines (identified by their IP adress) to others. It is
therefore natural to see such data as graphs where nodes
are IP adresses and links indicate that a packet exchange
was observed between the two corresponding machines. One
obtains this way large graphs which encode much information
on the structure of observed exchanges, and network science
is the natural framework for studying them [13], [8].

One key feature of network traffic is its intense dynamics.
It plays a crucial role for network optimization, fault/attack
detection and fighting, and many other applications. As a
consequence, much work is devoted to the analysis of this
dynamics [1], [9], [11], [7]. In network science, studying
such dynamics means that one studies the dynamics of the
associated graphs [5]. The most common graph approach relies
on series of snapshots: for a given ∆, one considers the graph
Gt induced by exchanges that occured in a time window from
t to t + ∆, then the graphs Gt+∆, Gt+2∆, and so on [16].
Many variants exist, but the baseline remains that one splits
time into (possibly overlapping) slices of given (but possibly
evolving) length ∆ [3].

Obviously, a key problem with this approach is that one
must choose appropriate values of ∆: too small ones lead to
trivial snapshots, while too large ones lead to important losses
of information on the dynamics. In addition, appropriate values
of ∆ may vary over time, for instance because of day-night
changes in activity. As a consequence, much work has been
done to design methods for choosing and assessing choices in
the value of ∆ [4], [6], [2]. In [6], [2], [12], the authors even
propose methods to choose values of ∆ that vary over time,
or to consider non-contiguous time windows. In all situations,

however, authors assume that merging all the events occurring
at a same time is appropriate.

On the countrary, we argue that there are interactions in IP
traffic that occur concurently but at different time scales, and
that they should not be merged. For instance, users interacting
with a system will have a faster dynamics than a backup
service that automatically saves data every 24 hours, and a
slower dynamics than a P2P system or a large file transfer
between two machines. Likewise, attacks may have dynamics
that distinguish them from legitimate traffic [19]. This means
that different parts of the traffic may have different appropriate
values of ∆, even though they occur at the same time (or in
the same time window). These interactions are different in
nature; they reflect different roles for involved nodes (like an
end-user machine, or a backup server) that should be studied
separately to accurately reflect the actual activity occurring in
the network.

We propose in this paper an approach for doing so. It relies
on a notion of ∆-density that captures up to what point links
appear all the time and/or all possible links between considered
nodes occur all the time (Section II). To this regard, it may be
seen as a generalization of classical graph density and its local
version, clustering coefficient. We show how this notion may
be used to identify one or several appropriate time scales for
various parts of the traffic, and how mixing time and structure
makes it possible to identify (groups of) machines playing
specific roles in a network (Section III). All along this paper,
we illustrate and validate our approach using two real-world
captures of traffic on a firewall between a local network and
the internet. It consists of packets that were observed on the
firewall in a time period of one month.

II. NOTION OF ∆-DENSITY

We first present the framework and notations we use in the
whole paper. Then we define the ∆-density of one link and
finally we extend it to sets of links and nodes.

A. Framework

We model a trace of IP traffic as a link stream L =
(li)i=1..n where li = (ti, ui, vi) means that we observed at
time ti a packet from ui to vi. Such a stream comes from
a capture started at time α and stopped at time ω, and so
α ≤ ti < ω for all i. We assume in addition that the stream is
temporally ordered: for all i and j, i < j implies ti ≤ tj . We
call n the size of L and denote it by |L|. We call L = ω − α
its duration.



A link stream S is a substream of L if there exists a
function σ such that for all i = 1..|S|, si = lσ(i), and for
all i = 1..|S| − 1, σ(i) < σ(i + 1). In other words, all the
links in S also appear in L and they are in the same order. We
denote by S ⊆ L the fact that S is a substream of L.

Given a pair of nodes u and v, we denote by L(u, v) the
substream of L induced by (u, v), namely the largest substream
(ti, ui, vi) such that for all i, ui = u and vi = v. By extension,
given any set of pairs of nodes we define the substream L(S)
induced by S as L(S) = ∪(u,v)∈SL(u, v). For any given set
of nodes S we define L(S) the substream induced by S as
L(S) = L(S × S).

The graph G(L) induced by stream L is defined by G(L) =
(V (L), E(L)), where V (L) = {ui,∃vi, ti, (ui, vi, ti) ∈ L}
and E(L) = {(ui, vi),∃ti, (ui, vi, ti) ∈ L}. In our case, V (L)
is the set of observed IP adresses, and there is a link (u, v)
in E(L) if and only if we observed a packet from u to v. As
discussed in the introduction, IP traffic and other link streams
are often studied through this induced graph.

B. ∆-density of links

Suppose a ∆ between 0 and L is given. We first define the
∆-density of a pair of nodes u and v, that we denote δ∆(u, v).
If there is no link involving them in L, i.e. |L(u, v)| = 0, then
we state that their ∆-density is zero: δ∆(u, v) = 0. Now let
us assume that at least one link involving u and v occurs.

There is no significant structure in just one link, and so
the ∆-density of (u, v) is only defined with respect to time.
It captures up to what point (u, v) appears in every time
interval of size ∆ in L. To do so, we compute the fraction
of non-overlapping time intervals of size ∆ that contains no
occurrence of the link. More formally:

δ∆(u, v) = 1−

⌊
t1−α

∆

⌋
+
⌈
ω−tn

∆

⌉
− 1 +

∑
i

⌈
ti+1−ti

∆

⌉
− 1⌈

ω−α
∆

⌉
− 1

(1)
where ti denotes the time at which (u, v) occured for the i-
th time. The numerator counts the number of non-overlapping
intervals of size ∆ that contain no occurrence of (u, v): the
number of such intervals between the beginning of the stream
and the first occurrence (at t1), plus the number between the
last occurrence (at tn) and the end of the stream, plus the
number between any pair of consecutive occurrences. This
is illustrated in Figure 1. The denominator counts the total
number of non-overlapping intervals of size ∆, thus ensuring
that the ∆-density is always between 0 and 1. It reaches 1
if and only if a link between u and v appears at least every
∆ time, and it is closer and closer to 0 as more and more
intervals of size ∆ contain no such link. As stated above, it is
exactly 0 when no link involving u and v occurs.

In order to extend the notion of ∆-density to any set S of
pairs of nodes, we define it as the average of the ∆-density of
the elements of S:

δ∆(S) =

∑
(u,v)∈S δ∆(u, v)

|S|
(2)

This notion still captures no notion of structure and only
focuses on temporal aspects: it measures up to what point

Fig. 1. Counting of the number of non-overlapping time intervals of a given
size ∆ that contain no occurrence of a pair of nodes. Each cross represents
an occurrence of the pairs of nodes on the time line.

interactions between pairs of nodes in S occur (at least) every
∆ time.

C. ∆-density of streams and sets of nodes

In a classical (undirected, simple) graph G = (V,E), the
density captures the extent at which every node is connected
to all others: δ(G) = 2·m

n·(n−1) where n = |V | is the number of
nodes and m = |E| is the number of links. In other words, it
measures the extent to which all possible links exist.

In a link stream S, we mix this structural point of view
with the temporal aspects captured above as follows:

δ∆(S) =
2 ·
∑

(u,v)∈V×V δ∆(u, v)

|V | · (|V | − 1)
(3)

where V is the set of nodes involved in S. In other words,
the ∆-density of a link stream captures the extent at which all
possible links occur (at least) every ∆ time in the stream. It
is the average of the ∆-density of all possible pairs of nodes,
including the ones which do not interact in the stream.

Finally, just like one often studies the density of subgraphs
induced by a given set of nodes, we define the ∆-density of any
set S of nodes as δ∆(L(S)), which capture the both structural
and temporal intensity of interactions among nodes in this set.
It is equal to 1 only if all nodes interact with each another,
and do so at least every ∆ time. It decreases whenever two
nodes in the set do not interact or a time interval between two
occurrences of a link is greater than ∆.

We call this a ∆-clique: just like cliques are graphs
with maximal density in classical graph theory, ∆-cliques are
streams with maximal ∆-density. Notice that the ∆-cliques of
a stream necessarily induce cliques in the graph induced by
the stream.

III. IDENTIFYING ROLES

We show in this section how our notion of ∆-density may
be used to identify distinct roles in a capture of IP traffic. We
typically aim at identifying backup servers, user machines,
or distributed applications. We first present the datasets we
use for our experimentations, then explain how to compute a
characteristic time for links and groups of links, and explore
a notion of clustering coefficient that combines time and
structure. We finally discuss how obtained results may be used
for identifying roles in the network.



A. Our datasets

We rely for our experimentations on two datasets collected
in 2012. Both datasets consist of a one-month capture of the
headers of all IP packets managed by a firewall between a
large local network and the internet. They are however quite
different in their key features, which makes it interesting to
consider them jointly.

The first dataset, which we model by the link stream A =
(ai), contains 6 million timestamped links. They involve 183
distinct pairs of nodes, between 129 distinct nodes. The second
dataset, which we model by the link stream B = (bi) contains
140 299 timestamped links. They involve 60 330 distinct pairs
of nodes, between 38 571 distinct nodes. It therefore appears
clearly that, although more exchanges occur in A than in B,
these exchanges are between a much smaller number of nodes
than the ones in B.

B. Identifying relevant ∆

Our approach relies on the identification of relevant values
of ∆ that may reveal the dynamics of links, nodes, and larger
parts of the stream. To identify such values, we compute the
∆-density for various values of ∆ and observe the variations of
the ∆-density as a function of ∆. More precisely, we consider
∆ = 1.01i for all i such that ∆ is between 1 second and the
duration of the whole capture (namely ω − α = 2808927s).

The exponential growth in the considered values of ∆
deserve explanations. Indeed, we want to be able to identify in-
teresting values which are orders of magnitudes of differences,
like one second and one day. In addition, there is a significant
difference between ∆ = 1s and ∆ = 30s, while we make
no significant distinction between ∆ = 24h = 86400s and
∆ = 24h+30s = 86430s. This is exactly what an exponential
growth of ∆ captures. We chose 1.01 to have a large enough
number of points in our plots to allow accurate observation,
while remaining reasonable (we obtain here 1118 points).

Notice that the ∆-density of a given pair of nodes (u, v)
necessarily grows to 1 when ∆ grows, as long as it occurs at
least once in the stream (otherwise it is equal to 0 indepen-
dently of ∆). Indeed, for small ∆ it is close to 0, as almost
no time interval of size ∆ contains an occurrence of the link.
When ∆ grows, the number of intervals with no such link
decreases, and so the ∆-density grows. When ∆ reaches its
maximal value, i.e. the duration of the whole stream, then there
is clearly no interval at all that contains no occurrence of the
link, and so the ∆-density reaches 1.

When we consider the ∆-density of a set of links, the same
remarks hold. When we consider the case of a link stream or
the case of a set of nodes, though, the situation is different.
Indeed, in these cases the pairs of nodes that never occur are
taken into account and lower the value of the ∆-density. Then,
the ∆-density still grows when ∆ grows, but its maximal
value is the (classical) density of the induced graph and it
is reached when ∆ equals the whole duration of the stream.
Then, the ∆-density of each individual pair of nodes is either
0 (if it never occurs) or 1 (if it occurs at least once), and the
formulae defining the ∆-density are reduced to the formula
for the density of the graphs, see Section II.

Figure 2 presents the evolution of the ∆-density of link
streams A and B presented above, as ∆ grows.
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Fig. 2. ∆-density of streams A (blue circles) and B (red triangles) (vertical
axis) as a function of ∆ (horizontal axis, log scale). The horizontal lines
indicate the maximal reachable ∆-density, i.e. the density of the induced
graphs G(A) and G(B).

The plots show clearly that the ∆-density of A increases
sharply at ∆ ∼ 103 and ∆ ∼ 105, indicating that these
durations play an important role in this dataset. The plot for
B instead, grows smoothly towards its maximum. It increases
much faster by the end of the plot, indicating that one must
take all the time-span of the stream to see most of its links.

In order to gain more insight on these behaviors, we now
study the ∆-density of each single link. We plot the same
quantities, namely the value of the ∆-density as a function of
∆, for each link (u, v). Figure 3 displays two typical examples,
one from A and the other from B.
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Fig. 3. ∆-density (vertical axis) as a function of ∆ (horizontal axis, log
scale), for two typical links (one of A and one of B).

Both plots display a sigmoid shape, indicating that the ∆-
density remains very small until a specific value of ∆, and then
it rapidly reaches its maximal value 1. Increasing ∆ further has



no significant impact. This indicates that this specific value
plays a key role for this pair of nodes: it is rare to have a
longer time interval without an occurence of a link involving
them, while it is very frequent for shorter time intervals.

For the example from dataset A, the sharp increase occurs
between ∆ = 104s and ∆ = 105s. For the example from
dataset B, the sharp increase is by the end of the plot only.
This indicates that one needs very large values of ∆ to be
unable to find many intervals of size ∆ with no occurrence of
the link. In other words, all the occurrences of the link fit in
a small time interval, and studying the ∆-density of this pair
of nodes has little meaning, if any.

In order to build a more global view of a dataset, we
apply the following protocol. For each pair of nodes (u, v),
we seek the largest variation in the value of δ∆(u, v) as a
function of ∆ (which corresponds to the sharpest increase in
the plots of Figure 3). To ensure that this variation is significant
enough, we discard the pairs for which it is lower than 15%.
We call the value of ∆ at which this largest variation occurs
the characteristic time of (u, v), and we denote it by τ(u, v).

We plot in Figure 4 the distribution of characteristic times
we obtain for each dataset.
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Fig. 4. Inverse cumulative distribution of the characteristic time of all pairs
of nodes in our two datasets: for each value x on the horizontal axis, we plot
the number y of pairs having characteristic time larger than x.

It appears clearly that a large fraction of the links in A
have specific but distinct characteristic times: many have a
characteristic time close to 103s, many around 105s and most
others between 105s and 106s. This indicates three classes of
links (i.e. computer communications), which we will discuss
in Section III-D. Notice however that large characteristic times
mean that all occurences of the corresponding links appear in a
very short period of time. This typically reveals pairs of nodes
that exchange packets during a connection that lasts only a
few seconds or minutes, but that do not exchange data on a
regular basis.

The situation for dataset B is quite different: a huge
majority of all characteristic time are close to the maximal
possible value, indicating that the occurrences of most links
appear in a very short period of time, and do not appear
outside this time interval. However, as displayed in the inset

of Figure 4, there is a non negligible number of links with
a drastically different behaviour, evidenced by much smaller
characteristic times. This shows that some links in the stream
have a specific role that distinguishes them from the vast
majority of links.

C. Neighborhoods and clustering coefficient

We focused above on links only. In order to gain insight
on more subtle structures, we study here the ∆-density of
nodes and their neighbors, and introduce a generalization of
the classical notion of clustering coefficient.

Let us first denote by N(v) the neighborhood of any node
v, i.e. the set nodes to which it is linked. Then the substream
L({v} × N(v)) is the stream of all the links between v and
its neighbors, while the substream L(N(v)) is the stream
of links involving two neighbors of v. The ∆-density of
these two substreams contains important information about v:
δ∆(L({v}×N(v)) indicates up to what extent the interactions
between v and its neighbors occurs at least every ∆ time;
δ∆(L(N(v)) indicates up to what extent all possible pairs of
neighbors of v interact at least every ∆ time.

Notice that δ∆(L({v} × N(v)) captures the ∆-density of
v’s interactions. We therefore call it the ∆-density of v, and we
denote it by δ∆(v). Likewise, δ∆(L(N(v)) is the ∆-density of
the stream induced by the neighbors of v, just like the classical
clustering coefficient of a node in a graph is the density of the
subgraph induced by its neighbors [18]. For this reason, we call
it the ∆-clustering coefficient of v, we denote it by ∆-cc(v).

We now define for each node v its characteristic time τ(v)
in a way similar to previous section: we compute the variations
of δ∆(v) as a function of ∆ and select the value of ∆ at which
this variation is maximal. Figure 5 presents the distribution of
the characteristic times of all nodes.

Fig. 5. Inverse cumulative distribution of the characteristic time τ(v) of each
node v of both our datasets: for each value x we plot the number of nodes v
such that τ(v) is larger than x.

For both datasets, we observe a significant number of nodes
with non-trivial (i.e. much smaller than the whole duration
of the trace) ∆-density. This means that these nodes have
specific roles in the network, as we will discuss in next section.



We also observe that some values of characteristic times are
overrepresented, which is revealed by sharp decreases in the
plots. This indicates classes of nodes with similar behaviors
(at least regarding ∆-density).

When we turn to the computation of ∆-clustering coef-
ficient, we face a problem related to the way our data is
collected. Indeed, it consists in traffic managed by firewalls,
and so they mostly consist in packets exchanged between an
internal network and the rest of the internet. As a consequence,
the graph they induce between IP addresses is close to a
bipartite graph: nodes are separated into two distinct sets V1

and V2 and links exist mostly between nodes in both sets.
This implies that there is only very rarely a link between two
neighbors of a same node. In our case, this happens for only
33 nodes in dataset A, and this never happens in dataset B.

As the ∆-clustering coefficient of a node is 0 whenever
there is no link between its neighbors (like the classical
clustering coefficient in graphs), we focus here on the 33
nodes of A for which the clustering coefficient is not 0. We
compute for these nodes their τ -clustering coefficient, i.e. for
each node its ∆-clustering coefficient when the value of ∆ is
the characteristic time of the node. These values are strongly
influenced by the degree of the nodes, and so we plot in
Figure 6 for each node a point indicating its degree and its
τ -clustering coefficient.
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Fig. 6. For each node with nontrivial clustering coefficient, we plot its τ -
clustering coefficient (vertical axis) as a function of its degree (horizontal
axis).

This plot shows that most considered nodes have a signifi-
cant τ -clustering coefficient, much larger than 0 even for nodes
with large degree. This means that these nodes belong to very
structured substreams: many links exist among their neighbors,
and that these links are often observed at least once in a time-
interval of size τ . An exception is visible on the plot: a node
has degree over 100 but a τ -clustering coefficient close to 0,
meaning that this node belongs to a star-like structure (almost
none of its neighbors are linked together).

D. Interpretation

In the previous sections, we have computed and observed
several statistics describing the temporal and structural behav-

iors of nodes and links in our datasets. We now turn to an
interpretation of these results in terms of the application area,
and in particular regarding the identification of links, nodes,
or groups of elements playing specific roles in the network.

We first identified in Section III-B three characteristic times
playing a key role in dataset A: around 1000 seconds (approxi-
mately 16 minutes), around 90000 seconds (approximately 24
hours), and around 500000 seconds (approximately 5 days).
Manual inspection of the data and discussion with network
operators revealed the presence of a backup server in the
local network, used by external machines, responsible for the
24h characteristic times. We also found, without being able to
identify their cause, regular communications every 15 minutes
from a subset of nodes. Finally, the largest characteristic time
is probably due to links appearing only a few times, and is too
large compared to the duration of the whole measurement to
be significant.

In dataset B, many pairs of nodes have a high characteristic
value which, as already said, has little significance. However,
a few pairs of nodes have a more interesting behaviour, as
seen on the inset of Figure 4. By inspecting the dataset, we
could identify from this a few servers with a regular pattern
of action: local backup servers and mail servers mostly.

The study of clustering coefficients revealed that some
nodes forms groups which are densely connected: most of
all possible links among them appear, and do so on a regular
basis. This holds for a dozen groups of more than 5 nodes, and
even for a few groups of more than 10 nodes. This probably
reveals nodes involved in a common task distributed among
them, like a complex web service, a distributed computation,
or a distributed database.

We also noticed a node with high degree, above 100, but
very low clustering coefficient. This means that this machine
has many connections, but its neighbors are almost not linked
at all: we therefore have a star structure for this machine.
This information, added to the fact that this substructure has
a characteristic time close to 24 hours, makes it identifiable
as a backup server, periodically contacted by the same set of
nodes to save their data.

IV. CONCLUSION

In this paper, we have introduced the notion of ∆-density,
which captures up to what point links appear all the time
and/or all possible links between considered nodes occur all
the time. We illustrated the use of this notion on two real-
world captures of network traffic, and we have shown that
it allows to determine the characteristic times of parts of the
traffic in a simple manner. We have shown that many different
characteristic times coexist in such traffic, and we used them
to distinguish between nodes or set of nodes playing specific
roles in the network. This includes for instance backup servers
or distributed applications. Such information is useful in two
means: to an attacker, who could identify relevant targets, and
to network operators, who could optimize services, improve
security, etc. It is also a contribution to our understanding of
real-world traffic, with applications to improved modeling and
simulation.

Our work may be extended in several ways. In particular,
we proposed one approach for quantifying the intuition behind



∆-density but variants may also be relevant. For instance, one
may slice the stream into pieces of duration ∆ and count the
fraction of slices containing the considered link. One may also
compute the probability that a randomly chosen interval of
size ∆ contains an occurrence of the link. Although all these
definitions are very similar, they have small differences that
should be studied.

Our initial goal was to be able to identify distinct charac-
teristic times in a link stream, whereas most studies aggregate
information over a given time interval. There is still room for
significant progress in this direction. In particular, one may
identify several characteristic times for a same substream, by
detecting several sharp increases in the ∆-density as a function
of ∆ instead of only one. This may reflect for instance the
fact that users typically have daily, weekly and yearly activity
patterns. Going further, a node may have a characteristic time
that varies during time, like the characteristic times between
two connections during week days and during week-ends, or
characteristic times before and after an intrusion. We think that
∆-density may easily be extended to study such phenomena,
and this is one of the main directions of our future work.

In the context of IP traffic analysis and in other areas, an
important direction also is to extend our definitions to the case
of bipartite graphs, in particular the ones regarding clustering
coefficient. This may help in capturing more complex phe-
nomena and behaviors, and the notions defined in [15] could
certainly be useful for doing so.

Last but not least, the notions of ∆-density and τ -clustering
coefficient defined in this paper are very general, and may be
used to study any link stream like email exchanges, financial
transactions, and others. In all these cases, questions similar
to the ones addressed here arise (in particular the co-existence
of different characteristic times that one should distinguish).

V. ACKNOWLEDGMENTS

This work is supported in part by the french Direction
Gnrale de l’Armement (DGA), by the means of a doctoral
grant. It is also partly supported by the DynGraph grant from
the Agence Nationale de la Recherche with reference ANR-
10-JCJC-0202, and by the Request and CODDDE grants from
the Agence Nationale de la Recherche.

REFERENCES

[1] P. Abry, R. Baraniuk, P. Flandrin, R. Riedi, and D. Veitch. Multiscale
nature of network traffic. Signal Processing Magazine, IEEE, 19(3):28–
46, 2002.

[2] Thomas Aynaud and Jean-Loup Guillaume. Multi-Step Community
Detection and Hierarchical Time Segmentation in Evolving Networks.
In Fifth SNA-KDD Workshop Social Network Mining and Analysis, in
conjunction with the 17th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (KDD 2011), 2011.

[3] Prithwish Basu, Amotz Bar-Noy, Ram Ramanathan, and Matthew P.
Johnson. Modeling and analysis of time-varying graphs. CoRR,
abs/1012.0260, 2010.

[4] L. Benamara and C. Magnien. Estimating properties in dynamic
systems: The case of churn in p2p networks. In INFOCOM IEEE
Conference on Computer Communications Workshops , 2010, pages 1–
6, 2010.

[5] Andre Broido and Kc Claffy. Internet topology: connectivity of ip
graphs, 2001.

[6] Rajmonda Sulo Caceres and Tanya Berger-Wolf. Temporal Networks,
chapter Temporal Scale of Dynamic Networks. Springer Link, 2013.

[7] M. Crovella and E. Kolaczyk. Graph wavelets for spatial traffic analysis.
In INFOCOM 2003. Twenty-Second Annual Joint Conference of the
IEEE Computer and Communications. IEEE Societies, volume 3, pages
1848–1857 vol.3, 2003.

[8] William Eberle and Lawrence Holder. Anomaly detection in data
represented as graphs. Intell. Data Anal., 11(6):663–689, December
2007.

[9] Romain Fontugne, Pierre Borgnat, Patrice Abry, and Kensuke Fukuda.
Uncovering relations between traffic classifiers and anomaly detectors
via graph theory. In Fabio Ricciato, Marco Mellia, and Ernst Biersack,
editors, Traffic Monitoring and Analysis, volume 6003 of Lecture Notes
in Computer Science, pages 101–114. Springer Berlin Heidelberg, 2010.

[10] C. Fraleigh, S. Moon, B. Lyles, C. Cotton, M. Khan, D. Moll, R. Rock-
ell, T. Seely, and S.C. Diot. Packet-level traffic measurements from the
sprint ip backbone. Network, IEEE, 17(6):6–16, 2003.

[11] Valery Guralnik and Jaideep Srivastava. Event detection from time
series data. In Proceedings of the Fifth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, KDD ’99, pages
33–42, New York, NY, USA, 1999. ACM.

[12] Geoff Hulten, Laurie Spencer, and Pedro Domingos. Mining time-
changing data streams. In Proceedings of the Seventh ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining,
KDD ’01, pages 97–106, New York, NY, USA, 2001. ACM.

[13] Marios Iliofotou, Michalis Faloutsos, and Michael Mitzenmacher. Ex-
ploiting dynamicity in graph-based traffic analysis: Techniques and
applications. In Proceedings of the 5th International Conference on
Emerging Networking Experiments and Technologies, CoNEXT ’09,
pages 241–252, New York, NY, USA, 2009. ACM.

[14] Alexander Klemm, Christoph Lindemann, and Marco Lohmann. Mod-
eling ip traffic using the batch markovian arrival process. Performance
Evaluation, 54(2):149 – 173, 2003. Modelling Techniques and Tools
for Computer Performance Evaluation.

[15] Matthieu Latapy, Clmence Magnien, and Nathalie Del Vecchio. Basic
notions for the analysis of large two-mode networks. Social Networks,
30(1):31 – 48, 2008.

[16] Jason D. Lee and Mauro Maggioni. Multiscale analysis of time series
of graphs.

[17] M.A. Qadeer, M. Zahid, A. Iqbal, and M.R. Siddiqui. Network traffic
analysis and intrusion detection using packet sniffer. In Communica-
tion Software and Networks, 2010. ICCSN ’10. Second International
Conference on, pages 313–317, 2010.

[18] D.J. Watts and S.H. Strogatz. Collective dynamics of ’small-world’
networks. Nature, (393):440–442, 1998.

[19] Yingjie Zhou, Guangmin Hu, and Weisong He. Using graph to detect
network traffic anomaly. In Communications, Circuits and Systems,
2009. ICCCAS 2009. International Conference on, pages 341–345,
2009.


