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Heuristics (Part |)

- N

# Consider a general linear boundary value problem
L(u) = f with homogeneous boundary condition

’LL‘@Q =0and Q2 = [a, b]d.

# We would to construct a solution step by step starting
with a starting map given in separation of variables

form:
up = u(()l)(xl) .- -u(()d)(wd) = u(()l) R ® u(()d)
such that we would to minimize:

o -ou? carg  min |f-Llug+ue---0u®)

o |
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Heuristics (Part 1)

- N

# Since L is a linear map, if we take the residual map

ro=f— Ll @@ ug”)

the above minimization program can be written as:

u§” Q- & ugd) € arg )min lro — L(uM @ - @ ul)]
M ®---Qu(d)

#® They expect that

ro— L@ @ @ul) | < |If - L@’ @ - @ ul™)]

o |
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Heuristics (Part 111)
- o -

#® Proceeding inductively, if we denote by

un—Zuk ®uk)

and
1 = L (un+1)|| <[ — L (un)]

follows forall n =10,1,2,...,

® when
|f — L (un)|| <tol

we stop the process and take u,, ~ u.

o |
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Comments and Remarks

f1. IS

arg min |If — LW @ - @ ulD)| # 07
vV R---ud)

Note that
M = {u:u:uu)@...@u(d)}

not is a linear space.
2. Is Is true that

If = L (ung ) | < [[f = L (un)||?



Greedy Approximations
- -

# let X be a Banach space equiped with a norm ||| x. We
say that a set D C X Is a dictionary if each g € X has

norm one and the closure of span D coincides with the
whole X.

# Define G(f,D, X) = a(f)a(g), where a(f) € R and
a(g) € D satisfy (we assume existence):

ae{él}gnep\\f—ag\\ = || f - G(f,D, X)| (1)

o |
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X-Greedy Algorithm

We define Ro(f, D, X) := f, Go(f,D, X) := 0. Then for T
each m > 1 we inductively define

Rm(fpan) — Rm—l(faan)_G(Rm—l(faan))
Gm(fpan) — Gm—l(faan)+G(Rm—1(f7D7X))

Note that
Rm(faan) — f_ Gm(faan) — f_ Zakgka
k=1

where o, € R and ¢, € D.
By using (1) it is possible to show that

|Ron(f, D, X)|| < | Ron—1(f, D, X)]. B
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Bad (or Good ?) News
B -

# There are not general results on convergence of
X-Greedy Algorithms (V. N. Temlyakov).

# In particular there are not results for the sequence
{R,.(f,D, X)} to be strictly decreasing.

® Note that
D ={ue Mj:|u|l =1}

IS a dictionary, and

Mi ={au;a e Rand u € D}.

o |
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-

1. Considerthat L =7 and f € Ly(X x Y), then we would

Somerelated problems
-

to find vy, ..., v, € Lo(X) and wy, ..., w, € L2(Y) Such
that if

n

unzzvk@)wk

k=1
then
1f = unll 1y (x x5

Is a small as possible. It was solved by Jaromir Simsa
iIn 1992.

|
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Somerelated problems
-

2. Consider L = I and f € R%*xdr then we would to
construct a vector

-
u,. = ZV§1) R R Vé‘k), V;-Z) c Rdz‘
j=1

that minimizes
|f — ..

This problem is called the best low-rank approximation
problem.

|
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Best low-rank approximation problem

f(a) For k = 2 the problem is solved by using the SVD T
(Eckart-Young Theorem).

(b) It has no solution in general for
r=2,...,min{dy,do,...,d;} and k > 3 (V. de Silva and

L.H. Lim, 2008).

(c) The set of tensors that fail to have best low-rank
approximation has positive volume (V. de Silva and L.H.

Lim, 2008).

o |
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| ntroducing some notation

R

ecall the set
/\/l1:{uEH:u:u(l)@)---@u(d),u(i) GHZ}

where H = H1 ® --- ® Hy and H; is a separable Hilbert
space with norm given by

F-Alm =l Hlas

Note that
1. aMy =M foralla e R\ {0} and
2. 0 ¢ M.

o |
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Theproblem in abstract setting
fLet T

/N

My =Mi+--+ M

r—times

and L : H — H be a given linear operator. Then the r-best
low-rank approximation problem for the initial problem can
be stated as follows: For a given f € H and is

' .y
nin | f — L(u)|

Unfortunately, for » > 2 is ill-posed problem, because M. Iis
not a closed set.

o |
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A main result

-

fTheorem 1 If L: H— H,isbounded and has a bounded

Inverse then
arg min || f — L(u)| # 0.

ueMi

Lemma 2 The set M is closed in H.

Proof. Letx, € M; — z In H, then z,, € M1 — x weakly,
Since z,, = Al ® - ® ul where A\, = ||z,|/z, then

A, — A = ||z]|. Since u! belongs to the unit ball in H;, then

there exists a subsequence !, — ' weakly. In
consequence z,, = A, @ - @ul = ! @ul

weakly, and z = ' ®@ ---@u € M;. m

o |
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Proof of Theorem

-

fNote that the map ®(u) = || f — L(u)|| is bounded below and
continuous from M; to R. Let a = inf,caq, (u). Then, there
exists u,, € M be such that
1 :
a+ —>P(u,) > ain R.
n
Thus, w, = f — L(u,) IS a bounded sequence in H, thus
there exists a subsequence w,, — w* weakly. Then, since
L~1 exists and it is bounded u,, — L7!(f — w*) = u* € M.
In consequence &(u,, ) — ®(u*) = a, and

u* € arg min — L(uw)]|.
e min |f — L)

o |
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The man result

fTheorem 3 Assumethat L : H — H, is bounded and and T
has a bounded inverse. Then there exists a sequence
{un}>>y C H such that ug = 0, and u,4+1 € M, for each
n > 0 satisfy the following optimal condition:

If = Lluns1) | = min |1 = L@+ )| @

Moreover, If for some n € N it follows that

If = Llun)[| = [[f = L(un-1)] (3)
then f = L(un_l).

o |
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Proof of main result |

-

Let ug = 0, then by using Theorem 1 inductively (2) follows.
In order to prove the second part of theorem, we start with
the case n = 1. Thus, assume that it follows

If = L)l = I£ = inf 1 = L@)]|

-

If x; € H;fori=1,2,...,d, then
A1 QT ® -+ Rxg € My
for all A € R. Consequently, we have
|f— LAz ®22® - R2xq)|| > || ] (4)

for every )\ € R.

o |
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Proof of main result ||

-

fThis implies that f and L(z; ® 22 ® - - - ® x4) are orthogonal.
Since the vectors z; € H; fori =1,2,...,d, are arbitrary and
L has zero null space, this means that f = 0, which proves
the second part of the theorem for n = 1. To prove it with
n > 1, suppose that

If = Lwn)| = inf |1f = Lun-1) = L@)| = I = Llun-)|

which implies, by using a similar argument as above, that
f— L(up—1) = 0.

o |
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A Greedy Algorithm

1: procedure (||f — L(u)|| <e: u€ Mrank nax)
2 ro = f

3: uw=20

4 for t =0,1,2,...,rank_nax do

5: r = procedure (mingeaq, ||ri — L(x)]|)
6 ri4+1 = T; — L(:E)

-

8

U—U+X
: If ||rip1]| <eor|||riv1]| — ||7:]]| < tol then goto
13
9: end if
10: end for
11: return « and ||7r ank_max||-

2: break

1
LiB: return « and ||r;+1|| J
4: end procedure

A GREEDY ALGORITHM FOR NUMERICAL METHODS IN HIGH DIMENSION — p. 20



Someremarks
N

ote that in 6:
Irivall = llri — L(2)|| < |[ri — L(y)]|
for all y € My, since 0 € M,
rivall = lrs = L(x)|| < |||
Theorem 2 implies that either ||r;|| = 0 or

Irisall < 7]

o |
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A numerical example

-

we compute for a given vector f € R14x14x14 jtg
aproximation by a vector 37, f{ @k f? @ f?, Here @k
denotes the Kronecker product. To this end we consider

L=1

where [ is the identity matrix. Then for a randomly choosed
vector f and for the parameter valuesi t er _max = 10.
rank_max = 1000 and ¢ = 0.001, we compute the sequence
|r"|| = ||f — Az,]||. As can see In Figure 23 it is a strictly
decreasing sequence. The algorithm stopped at n = 580
after 46.13 seconds with a relative error equal to
3.31590880125612¢ — 05

o |
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