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To study how macroscopic friction phenomena originate from microscopic junction laws, we intro-
duce a general statistical framework describing the collective behavior of a large number of individual
micro-junctions forming a macroscopic frictional interface. Each micro-junction can switch in time
between two states: A pinned state characterized by a displacement-dependent force, and a slipping
state characterized by a time-dependent force. Instead of tracking each micro-junction individually,
the state of the interface is described by two coupled distributions for (i) the stretching of pinned
junctions and (ii) the time spent in the slipping state. This framework allows for a whole family of
micro-junction behavior laws, and we show how it represents an overarching structure for many exist-
ing models found in the friction literature. We then use this framework to pinpoint the effects of the
time-scale that controls the duration of the slipping state. First, we show that the model reproduces
a series of friction phenomena already observed experimentally. The macroscopic steady-state fric-
tion force is velocity-dependent, either monotonic (strengthening or weakening) or non-monotonic
(weakening-strengthening), depending on the microscopic behavior of individual junctions. In ad-
dition, slow slip, which has been reported in a wide variety of systems, spontaneously occurs in
the model if the friction contribution from junctions in the slipping state is time-weakening. Next,
we show that the model predicts a non-trivial history-dependence of the macroscopic static friction
force. In particular, the static friction coefficient at the onset of sliding is shown to increase with
increasing deceleration during the final phases of the preceding sliding event. We suggest that this
form of history-dependence of static friction should be investigated in experiments, and we provide
the acceleration range in which this effect is expected to be experimentally observable.

PACS numbers: 81.40.Pq, 46.55.+d, 81.40.Np, 62.20.mm

I. INTRODUCTION

Solid friction is of considerable importance to a large
number of fields, from geological [1] to biological [2], en-
gineering [3, 4] and materials [5] sciences. It originates at
the microscopic scales of the interface between two solids
in contact. However, problems in friction often couple
various time and length scales [6–8]. To describe friction
at large scales, upscaled/macroscopic friction laws are
needed. Such laws are commonly formulated on length
scales at which the local structure of the interface is as-
sumed to be averaged out. The Amontons–Coulomb laws
[9], the rate and state laws [10, 11] and other macroscopic
friction laws parametrize the frictional response of the in-
terface when submitted to external forces in terms of a
handful of friction parameters, e.g. the static and kinetic
friction coefficients. The microscopic origin of the fric-
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tion forces does not explicitly enter in these descriptions,
but is usually invoked to justify the basic features of the
laws chosen for a given system, e.g. a proportionality
between friction and normal forces.

The microscopic forces responsible for friction vary
between systems. They can for example be associated
with micro-contacts between asperities in rough inter-
faces [7, 12], pinned islands in boundary lubrication [13],
or molecular bonds [14–16]. We use the term micro-
junction to refer to a single micro-contact, island or
bond. To create a fundamental description of friction
that takes its microscopic origins explicitly into account,
two questions must be answered: (i) What is the be-
havior law for a given micro-junction? (ii) How can we
upscale/integrate these laws to deduce the friction be-
havior at a larger length scale involving a large number
of micro-junctions? The first question is addressed by
the field of nanotribology (see e.g. [17]). Here we ad-
dress the second question. In particular, we investigate
the consequences that a time-dependent micro-junction
behavior law has on the macroscopic friction force.
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In principle, the state of a multi-junction interface
could be monitored by following the individual state of
each micro-junction. In practice, this task may not be
possible for a series of reasons. First, the number of
micro-junctions can be large, making it difficult to keep
track of all the time evolutions of the parameters defining
their individual states. Second, the properties of individ-
ual junctions (e.g. size, stiffness or threshold) are often
known only in a statistical sense. Third, the external
forces/stresses on the junctions are only known in aver-
age, through the total macroscopic applied loads on the
whole interface.

A way around the above mentioned difficulties is the
following: Instead of tracking individual junctions as
they are loaded or start to slip under a small additional
strain, the fraction of junctions that are loaded or start to
slip is monitored. The idea of considering distributions
rather than a finite set of micro-junctions will be used ex-
tensively here, and has also been used previously in vari-
ous studies of friction (e.g. [13, 14, 18–20]). Farkas et al.
[18] studied the evolution of the junctions’ friction forces
as a function of the displacement of a rigid slider. In par-
ticular, they showed how the macroscopic friction force
depends on the distributions of both the shear stresses
and strengths among the population of individual micro-
junctions. Recently, Braun and Peyrard [19] showed that
the evolution of the friction force as a function of the dis-
placement of the slider can be solved with a differential
equation – the master equation. Using this framework,
they could study the relationship between the distribu-
tion of junction strengths and the occurence of either
stick-slip motion or smooth sliding [20].

In these studies, the friction force was displacement
dependent only. However, there is overwhelming exper-
imental evidence that friction does not depend only on
displacement. Among other phenomena: most interfaces
have a velocity-dependent steady-state friction behavior
(see e.g. [7, 21, 22]); most interfaces are aging, i.e. have a
strength that increases with increasing time spent in con-
tact before slip (see e.g. [7, 23, 24]); the slip dynamics at
short times after slip inception in polymethylmethacry-
late is controlled by a time scale [25]; the healing rate
of seismic faults after an earthquake varies after a char-
acteristic time scale [26]; the friction force during recip-
rocating/oscillating motion depends on whether slip is
accelerating or decelerating [27].

Motivated by these observations, a number of mod-
els have introduced time dependencies in the behavior of
individual micro-junctions. Within the distribution ap-
proach, Schallamach introduced time rates for both the
thermally activated bonding and de-bonding of molecules
onto a surface to model the velocity-dependent friction
of rubber [14]; Persson, in a study of contacts with a
lubrication film of molecular thickness (boundary lubri-
cation), introduced a similar rate, but for the bonding of
pinned adsorbate domains only [13]; Braun and Peyrard
also considered, in the master equation framework, the
effects of a constant time delay for the repinning of micro-

junctions and of an increase in the strength with the age
of a pinned junction [28]. Numerically, time-scales were
also introduced for finite sets of micro-junctions put in
parallel to model the friction between a surface and a
slider. Filippov et al. used bonding and de-bonding time
rates to model adhesive boundary lubricated surfaces and
cold welding [15]; in order to study micro-slip front prop-
agation at a frictional interface, various models recently
considered elastic sliders made of blocks connected by
internal springs, each block being itself connected to the
surface by a series of micro-junctions [29–32]. Realistic
results could be obtained using time delays between de-
pinning and repinning of junctions.
Here, we present a general framework for models

in which micro-junctions can switch between a time-
dependent and a displacement-dependent state (Section
II). The framework provides an explicit description of
the distributions of individual junction states. It also
allows for analytical continuum predictions that are use-
ful to provide a systematic understanding of the effects
of time-dependent junction laws. The framework can be
applied to a whole family of behavior laws at the micro-
scopic scale, and we show how previously studied mod-
els [18–20, 28–32] are subsets of the general framework.
We then explore the macroscopic consequences of mi-
croscopic variability in the transition time between the
time-dependent and the displacement-dependent states.
We first derive a general expression for the steady state
friction force and show how it is directly related to the
microscopic junction behavior. Depending on the mi-
croscopic laws used, the model can exhibit monotonic
(strengthening or weakening) as well as non-monotonic
velocity dependencies, all of which have been observed
experimentally [7, 23, 33–35] (Section III). In addition
to this steady state phenomenology, the model gives in-
sight into transient phenomena and static friction (Sec-
tion IV). In particular, we show how the static friction
coefficient is directly related to the distribution of shear
forces on individual micro-junctions. We also predict a
non-trivial history-dependence of the macroscopic static
friction coefficient at the onset of sliding. More precisely,
it is strongly influenced by the deceleration dynamics of
the final phases of the preceding sliding event. We also
show that slow slip, which has been reported in a wide
variety of systems (see e.g. [25, 35–39]), spontaneously
occurs in the framework if the friction force contribution
from junctions in the slipping state is time-weakening.
Section V contains the discussion and conclusion.

II. MODEL DESCRIPTION

We study the frictional behavior of a rigid slider
(macroscopic block) that interacts with its substrate
through a large number of micro-junctions (FIG. 1). The
junctions are assumed to be independent. They are all
stretched by equal amounts when the slider moves. This
assumption is valid if the lateral size of the slider is
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Side view Top view

v(t)

FIG. 1: Sketch of the system we model. We consider a nomi-
nally flat frictional contact between a moving rigid slider and
a track (top). The interface consists of a large number of
individual micro-junctions. For rough solids, the junctions
correspond to micro-contacts between antagonist asperities
(bottom left), which are distributed spatially across the ap-
parent contact area (bottom right).

smaller than the elastic screening length, ξ, so that the
interface can be considered rigid [40, 41]. To study sys-
tems that are larger than ξ, elastic interactions must be
accounted for, for example by using spring–block models,
with blocks of size ξ, as in [29–32, 42, 43].

A. The behaviour of individual junctions

We assume that individual junctions can exist in a
displacement-dependent state, the pinned state; and in
a time-dependent state, the slipping state. The junc-
tions switch states as sketched in FIG. 2. A junction
remains in the pinned state until it is stretched beyond
its breaking threshold force. It then enters the slipping
state, where it stays for a random time (also called delay
time), after which it is repinned or replaced by a differ-
ent junction. In general, the force from each junction
on the slider depends on the state of the junction. A
pinned junction acts with a force fpinned = fS(s), where
s is the stretching (the distance from the pinning point
of the junction at the substrate to its attachment point
on the moving slider). A slipping junction contributes a
force that can depend on the time spent in the slipping
state ta, fslipping = fA(ta). fS and fA are not necessarily
displacement and time-dependent only; they can depend

threshold force

random time 

Θ

Φ

S(s)
pinned junction

A(ta)
slipping junction

FIG. 2: Junctions can exist in two different states, the pinned
state and the slipping state. The transition from the pinned
state to the slipping state is governed by a force threshold, de-
scribed by the function Φ(s), where s is the junction’s stretch-
ing. The transition from the slipping state to the pinned state
occurs after a random time (also called delay time) controlled
by the function Θ(ta), where ta is the time spent in the slip-
ping state. The force in the pinned state is a function of the
junction stretching, and is given by fS(s). The force in the
slipping state is a function of the time spent in the slipping
state, and is given by fA(ta). The dimensionless versions of
these forces are νS(s) = NfS/fw and νA(ta) = NfA(ta)/fw,
where N is the number of junctions and fw is the normal
force.

on other physical quantities, such as temperature and the
velocity of the slider.

B. A general framework for collective junction

behaviour

To study the macroscopic friction force we need to
know the collective behavior of a large number of junc-
tions. In this section we introduce a general framework
for the collective junction behavior, and show how vari-
ous recent models are subsets of the framework. We then
reduce the number of parameters and study the effect of
disorder in the time at which the slipping-to-pinned tran-
sition occurs.

1. Junction state distributions

When the number of junctions is large there is no need
to keep track of the state of each individual junction.
Instead, the collective state of the junctions can be de-
scribed by two probability densities; one holding the in-
formation about pinned junctions and another holding
the information about slipping junctions. Knowledge of
these distributions can be used to determine the main
variable of interest: The macroscopic friction force. In
general, the instantaneous values of the distributions will
depend on the past and present slip history of the slider.

Consider a system of N junctions. Every time a junc-
tion leaves one of the states, the junction or its replace-
ment enters the other state, so the total number stays
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unchanged.

N = number of pinned junctions

+ number of slipping junctions.
(1)

This normalization condition can be written in a contin-
uum formulation as

1 =

∫ ∞

−∞
S(s) ds+

∫ ∞

0

A(ta) dta, ∀t. (2)

Equations (1) and (2) differ by a factor N which will be
absorbed into the force law. The stretching probability
density S(s) holds the information about the stretching
of pinned junctions. The slipping time probability den-
sity A(ta) holds the information about the slipping time
of slipping junctions. These distributions evolve with
global time t and with the motion of the slider, x(t),
so that S = S(s, t) and A = A(ta, t). The two time
variables ta and t evolve with the same increments, but
serve different roles in the formalism. The global time t is
used to determine chronology and simultaneity, so that
x(t) and S(s, t) are values taken at the same point in
time. The slipping time ta, on the other hand, takes on
different values for different junctions, or in the integral
formulation, for different parts of A; because junctions
enter the slipping state at different instants in time.
The macroscopic friction force fmacro on the slider is

the sum of the forces from all junctions. The contribu-
tion to fmacro from the pinned junctions is a function of
their stretching, s, and the contribution from the slipping
junctions in general depends on the slipping time, ta. We
have that

fmacro =

pinned junctions
∑

i=1

fS(si) +

slipping junctions
∑

i=1

fA(ta,i).

(3)

The corresponding equation in the integral formulation
is

νmacro ≡ fmacro/fw (4)

=

∫ ∞

−∞
νS(s)S(s) ds+

∫ ∞

0

νA(ta)A(ta) dta, (5)

where fw is the normal force on the slider and νS ≡
NfS/fw, νA ≡ NfA/fw. Two comments are in order at
this point. First, we have absorbed the N in the force
law in order to have S and A normalized to 1. Second,
the calculations that follow in the rest of the paper bene-
fit from using a non-dimensional formulation of the force
law and so we have divided by the normal force. Inde-
pendently of wether the friction forces are proportional to
the normal force, or have some other normal force depen-
dence, this is the characteristic force level in the system.
We will not study the effect of a varying normal force in
this paper, so fmacro can always be recovered from νmacro

by multiplying with fw.

A

A0 Pout of S

Θ

S 

Φ

s

s

ta

ta

S0 Pout of A

Pout of A = dt ∫ A(ta)Θ(ta)dta Pout of S = dx ∫ S(s)Φ(s)ds

Θ(ta)dta

A(ta)dta

Φ(s)ds

S(s)ds

∞∞

0 -∞

FIG. 3: (Color online) Evolution cycle for the distributions
of pinned and slipping junctions. Top, left : Distribution of
junctions in the slipping state, A. The probability to find a
junction with slipping time ∈ [ta, ta + dta] is A(ta)dta (red
(dark gray)). The junctions that enter the slipping state from
S, add to the slipping time distribution as A0Pout of S (green
(dark gray) hatched). Middle, left : The probability of leaving
the slipping state is governed by the distribution Θ. Bottom,
left : The fraction of junctions that leave A during an infinites-
imal time step dt is an integral over A multiplied by Θ. Top,
right : Distribution of junctions in the pinned state, S. The
junctions that enter S are assigned an initial stretching dis-
tribution S0. This probability is added to S as S0Pout of A

(green (dark gray) hatched). The probability to find a pinned
junction at stretching ∈ [s, s+ds] is S(s)ds (red (dark gray)).
Middle, right : The probability that leaves S during a dis-
placement dx is given by the distribution Φ. Bottom right :
The fraction of junctions that leave S during an infinitesimal
displacement dx is an integral over S multiplied by Φ. This
probability enters A, and the cycle is complete.

2. Evolution of S and A with time and displacement

The equations in the previous section apply when S(s)
and A(ta) are known. To use them, we also need to
know how the distributions develop in time as the slider
moves. FIG. 3 shows the cycle during an infinitesimal
time interval dt. The changes in the distributions have
three contributions: 1) Rigid shift of the distribution.
2) Moving probability out of the distribution (junctions
that break or repined/reform). 3) Probability received
from the other distribution.
We start with the probability that moves from S(s) to

A(ta). Recall that S does not explicitly include a time
dependence, but changes due to the changes in the posi-
tion of the slider, x(t). If the slider moved the distance
dx during the infinitesimal time interval dt, the fraction
of contacts that broke is

Pout of S = dx

∫ ∞

−∞
S(s, t)Φ(s) ds, (6)
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where Φ(s)ds is the probability for a contact with a
stretching s to break during a mesoscopic displacement
dx. In Appendix A we show that this formulation is
mathematically equivalent to having a distribution of
junction strengths/thresholds, and how this function can
be derived from Φ.
In a formally equivalent way, the probability that

moves from A(ta) to S(s) (the fraction of junctions that
repin/reform during a time interval dt) is given by an
integral over the distribution of slipping times multiplied
by a probability function Θ(ta),

Pout of A = dt

∫ ∞

0

A(ta, t)Θ(ta) dta. (7)

Here we have written Θ in a simple form where it only
depends on the time since slipping was initiated ta, but
it could also depend on other parameters such as the
velocity of the slider, temperature, and so on. In this
way more complicated rules for the evolution of slipping
junctions can be modeled. In appendix B we show that
Θ is mathematically equivalent to having a distribution
of delay times.
Note that while S and A have the normalization con-

dition in equation (2), Φ and Θ can integrate to arbitrary
values. For example, we will later use Θ = constant for
all ta, whose integral over all ta diverges.
The portion of contacts that enter the pinned state will

be assigned a stretching given by an initial distribution
of stretchings S0. Combining the terms for contacts that
leave and enter the pinned state with the rigid shift of S,
the evolution rule becomes

S(s, t+ dt) =S(s− dx, t) (1− dxΦ(s))

+ S0(s)Pout of A.
(8)

A formal equivalence for A is achieved if contacts that
break are assigned a non-zero initial slipping time from
a distribution A0,

A(ta, t+ dt) =A(ta − dt, t) (1− dtΘ(ta))

+A0(ta)Pout of S.
(9)

A0 should intuitively be a δ-function at ta = 0, but we
state it here because it gives symmetry to the equations
and could in principle give more possibilities for the force
law in the time-dependent state.

C. Relating the general framework to previously

published friction models

We are not the first to study friction models that fit
in the framework defined above. In fact, our framework
can be seen as a natural extension of existing results. In
this section we give a few examples of previously studied
models that are subsets of the general framework.
Farkas et al. [18] studied a model where junctions

are represented by linear elastic springs. In the gen-
eral framework this translates into fS(s) = ks, where

k is the shear stiffness of the junction. They investigated
the influence of the distribution of junction stretchings
on macroscopic friction force. The source of disorder in
their model is that the junctions have different breaking
thresholds. In the general framework this is encoded in Φ,
which can be mapped directly to a distribution of contact
strengths (Appendix A). Whenever one junction reaches
its breaking threshold (strengths), it is immediately re-
placed by an unloaded junction with the same proper-
ties. This is the special case of letting S0 = δ(s − 0),
A0 = δ(ta − 0), Θ(ta) = δ(ta − 0).

Braun and Peyrard [19, 20] studied a model similar
to the one of Farkas et al. They developed a master
equation formulation of their model and used it to study
the stick-slip and steady sliding regimes and the depen-
dence of kinetic friction on sliding velocity. In [19, 20]
they assume that there is no time-dependent state of
the junctions, that is, junctions that reach their break-
ing threshold are immediately replaced by new junctions
pinned at a lower stretching. This is a subset of the gen-
eral framework that is realized by letting A0 = δ(ta − 0),
Θ(ta) = δ(ta − 0). Further, they introduce the forces in
pinned springs as fS(si) = kisi(t), that is, with an indi-
vidual spring stiffness, but in the actual calculations they
use fS(si) = 〈ki〉si(t), with 〈ki〉 the average spring stiff-
ness. In place of Φ(s) they use a distribution of spring
stretching thresholds Pc(s); Appendix A gives the map-
ping between these formulations. Their distribution R
of the initial spring stretchings is equivalent to S0 in the
general framework.

In [18–20] the evolution of the junction states is con-
trolled by a single variable, the position x(t) of the rigid
slider. As a consequence of the disorder in breaking
thresholds, these systems always approach a steady state
when the block displacement is sufficiently large.

Braun and other co-workers introduced an enriched
model in which junctions that reach their breaking
threshold are removed and replaced by new unloaded
junctions after a delay time τ [29]. As for Pc and Φ
there is a mapping between τ and Θ (it has the same
mathematical form and can be found in appendix B).
This model is the special case of S0 = δ(0), A0 = δ(0),
Θ = δ(ta − τ) and fA = 0. There is also a viscous
force term in their model, that acts directly on the slider.
This could be added as an additional term in equation
(5). The model formulated by [29] has also been used
by Capozza et al. [30, 31]. In Ref. [30] they also use a
distribution of delay times, which would correspond to
defining a Θ 6= δ(ta − τ).

The model used by us in [32] can be formulated in
the general framework by using the mapping between Θ
and a distribution of time that junctions will remain in
the slipping state τ(tr). The additional assumptions are
fS(s) = ks, fA = constant, S0 = δ(s−0), Φ = δ(s− sm).

Following up on the idea of a delay time, Braun and
Peyrard did a combined study of temperature activated
breaking of pinned junctions, an increase of junction
strength with time (ageing) and a delay time [28]. The
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A0

Θ

S0

Φ

s

s

ta

ta sm

FIG. 4: We study a subset of the full model sketched in FIG. 3
in which A0, S0 and Φ take their simplest forms: Φ(s) =
δ(s − sm), A0(ta) = δ(ta − 0) and S0(s) = δ(s − 0). This
simplified model applies for all Θ.

major component included in our framework, but not
included in [28], is a disorder in the time spent in the
slipping state. This is the focus of the present article. Al-
though we have not included temperature effects and age-
ing in our presentation, the approach taken by [28] could
be reused in our general framework: thermal breaking
could be added as an additional time-and-temperature-
dependent term in equations (6) and (8), and ageing
could be included through a time-dependence in Φ.

D. Simplified model: Time-dependent junction

behavior

To use the general framework we need to define the
four underlying functions that are shown in FIG. 3. Θ(ta)
and Φ(s) govern the flow of probability out of A and S,
respectively. The other two, A0(ta) and S0(s), control
the flow of probability into A and S, respectively. It is
out of the scope of this paper to describe the effects of
all four of them. Instead we focus on the effects of Θ,
which controls the transition from the slipping state to
the pinned state, by reducing the other three functions
to their simplest forms (FIG. 4).
Braun and Peyrard have studied the effects of the

strength distribution (equivalent to Φ(s)) extensively.
We recommend their papers to interested readers and
take as our first simplification here that Φ(s) is collapsed
to a delta function at a maximum stretching threshold
sm,

Φ(s) = δ(s− sm). (10)

When all contacts have the same breaking threshold the
portion of contacts that break during a time interval dt
is reduced to

Pout of S =

∫ sm

sm−dx

S(s, t) ds ≈ S(sm, t) dx. (11)

We define s to be positive for a positive displacement of
the slider. Second, we collapse the distribution of initial
slipping times, A0, to a delta function at zero slipping
time: A0(ta) = δ(ta). Third, we collapse the distribu-
tion of initial stretchings, S0, to a delta function at zero
stretching: S0(s) = δ(s).
This leaves only one remaining underlying function:

Θ(ta). The fraction of junctions that enter the pinned
state during a time interval dt is

Pout of A = dt

∫ ∞

0

A(ta, t)Θ(ta)dta. (12)

This probability should be removed from A. Combining
Pout of S, Pout of A and the rigid shift in S we write

S(s, t+ dt) =






S(s− dx, t) +

{

Pout of A

dx , s ∈ [0, dx]
0 , otherwise

}

, |s| ≤ sm

0 , |s| > sm.

(13)

Note that for convenience we avoid δ-functions in S by
distributing the junctions entering S uniformly in the in-
terval s ∈ [0, dx]. Also note that the junctions can break
at both −sm and sm. The corresponding equation for
A is slightly different (the equations are formally equiv-
alent in the full framework, but here we have specified Φ
in equation (10) while Θ remains unspecified).

A(ta, t+ dt) =
{

A(ta − dt, t) (1− dtΘ(ta)) , ta ∈ [dt,∞]
Pout of S

dt , ta ∈ [0, dt].

(14)

Also note that the velocity of the slider is

v(t) =
dx(t)

dt
, (15)

which we will be useful in the next sections.
This concludes the description of the model we will

use in the rest of the paper to study disorder in the
time-dependent junction state. In sections III and IV
we will discuss the implications this time-disorder has at
the macroscopic scale. We start with the steady state,
where the slider moves at constant velocity.

III. STEADY STATE

In this section we find expressions for the distributions
S and A during steady sliding and derive the steady state
friction coefficient as a function of velocity. The results
are valid under the assumptions made on Φ, S0 and A0

in the previous section. Additionally, we need to assume
that a steady state can be found, which means that the
block is sliding at constant velocity v and that Φ and Θ
are independent of the block’s position and of global time
t.
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A. Steady state distributions

The distance travelled by the block while a contact is
in S is

distance travelled in S = sm, (16)

since we have already assumed that the distribution of
initial stretchings S0 is a delta function at zero stretching
and that Φ breaks all contacts at sm. The mean distance
travelled while the contact is in A is

〈distance travelled in A〉 = v〈ta〉, (17)

where 〈ta〉 is the average time spent by a junction in the
slipping state, i.e. the expected lifetime in the A distri-
bution. This is the expectation value of ta in the distri-
bution of delay times (mapping from Θ in Appendix B),
and should not be confused with the expectation value
of ta in A,

∫∞
0

taA(ta)dta. The fraction of junctions in
S, PS , is then

PS =
distance travelled in S

distance travelled in S + 〈distance travelled in A〉
=

sm
sm + v〈ta〉

.

(18)

Similarly, the fraction of contacts in A, PA, is

PA =
〈distance travelled in A〉

distance travelled in S + 〈distance travelled in A〉

=
v〈ta〉

sm + v〈ta〉
.

(19)

In steady state, the exchange of probability between the
distributions A and S is constant in time, otherwise the
distributions would change. The same probability enters
S at s = 0 and leaves S at s = sm:

Pentering S = Pout of S. (20)

With constant v this is only possible when the shape of
S is uniform. Since S is nonzero only on s ∈ [0, sm] we
conclude that

Ssteady state(s) =
sm

sm + v〈ta〉
PS

{

1
sm

, s ∈ [0, sm]
0 , else.

shape

(21)

The calculation for A with a general Θ is longer. It
can be found in Appendix C, and we give the results for
〈ta〉 and A here.

〈ta〉 =
∫ ∞

0

e−
∫

ta
0

Θ(t′a) dt
′

a dta, (22)

Asteady state(ta) =
v〈ta〉

sm + v〈ta〉
PA

e−
∫

ta
0

Θ(t′a) dt
′

a

〈ta〉
shape

. (23)

Note that the steady state distributions do not depend
on νS or νA.
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µ
s
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s
t
a
t
e
(v

)/
〈ν

A
〉

〈νS〉/〈νA〉 = 1/2

〈νS〉/〈νA〉 = 1

〈νS〉/〈νA〉 = 3/2

FIG. 5: (Color online) Velocity dependence of the steady state
friction coefficient as given in equation (29). When νS , νA and
Θ are all velocity independent, µsteady state(v) is monotonic.
It is velocity weakening if 〈νS〉 > 〈νA〉, velocity strengthening
if 〈νS〉 < 〈νA〉, and constant if 〈νS〉 = 〈νA〉. In all cases it
converges to 〈νA〉 for v → ∞.

B. Steady state friction coefficient

The steady state friction coefficient can be found using
equation (5). Inserting for A and S we find

µsteady state(v) ≡ νmacro,steady state(v) =
∫ sm

0

νS(s)

sm + v〈ta〉
ds+

∫ ∞

0

νA(ta)ve
−

∫
ta
0

Θ(t′a) dt
′

a

sm + v〈ta〉
dta.

(24)

Equation (24) holds for any choice of Θ, νS and νA, which
results in a large variety of possible steady state friction
laws. To find the steady state friction law for a par-
ticular system, one must specify Θ, νS and νA based
on the physical properties of the individual junctions.
We will give a couple of examples of such single junc-
tion behavior laws and show that monotonous as well
as non-monotonous velocity-dependent steady-state fric-
tion laws can be found within the model. We consider
successively the cases of a velocity-independent and a
velocity-dependent Θ.

1. No velocity dependence in νS, νA or Θ

When Θ is velocity-independent, the shapes of A and
S are also velocity-independent, and so is 〈ta〉. In these
cases the velocity only controls the amount of probability
in each of the distributions, i.e. the amplitudes PS and
PA. The shape of A, however, can still be different for
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different Θ. We define the following velocity-independent
expectation values:

〈νS〉 =
∫ sm

0

νS(s)

sm
ds, (25)

〈νA〉 =
∫ ∞

0

νA(ta)e
−

∫
ta
0

Θ(ta
′) dta

′

〈ta〉
dta. (26)

It follows from equation (24) (or alternatively from equa-
tions (5), (21) and (23)) that

µsteady state(v) = PS〈νS〉+ PA〈νA〉 (27)

=
sm

sm + v〈ta〉
〈νS〉+

v〈ta〉
sm + v〈ta〉

〈νA〉.
(28)

We can write this in terms of the dimensionless parame-

ters
µsteady state(v)

〈νA〉 , v〈ta〉
sm

and 〈νS〉
〈νA〉 :

µsteady state(v)

〈νA〉
=

1

1 + v〈ta〉
sm

( 〈νS〉
〈νA〉

+
v〈ta〉
sm

)

. (29)

The velocity weakening, velocity strengthening and ve-
locity independent solutions are apparent from this form.
Increasing the velocity shifts probability from S to A,
which results in a velocity weakening steady state fric-
tion coefficient if 〈νS〉 > 〈νA〉, a velocity strengthening
steady state friction coefficient if 〈νS〉 < 〈νA〉, and a con-
stant steady state friction coefficient if 〈νS〉 = 〈νA〉. For
all three cases, the v → ∞ limit is 〈νA〉. This is demon-
strated in FIG. 5.

2. Velocity-dependent Θ

If Θ is velocity-dependent the shape of A will also be
velocity-dependent, and equation (24) can no longer be
factorized as in the previous section. There are many pos-
sible choices for Θ. Here we give an example motivated
from a realistic microscopic picture of micro-contacts at
the interface between rough solids, which results in a
weakening-then-strengthening velocity-dependent steady
state friction law.
Assume the following micro-contact behavior: The

pinned state is linear elastic so that νS(s) = ks, where
k is an elastic constant with dimension 1/length. When
a contact reaches the threshold sm, it enters the slipping
state, in which it will slide a characteristic distance λ be-
fore the micro-contact vanishes (see FIG. 6). We assume
that, even in the absence of driving velocity v, the con-
tact, once in the slipping state, would slip with a small
velocity vc, as observed experimentally in e.g. [35, 39]
and attributed to a creep-like process. The net velocity
at the micro-contact interface in the slipping state is the
sum of vc and of the macroscopic block velocity v, giving

distance slipped = vc∆t+

∫ ∆t

0

v(t) dt. (30)

v vvv

v+vc

λ

FIG. 6: Sketch of a realistic micro-junction behavior. Left :
the micro-junction is a micro-contact of size λ between two
asperities. Middle left : the pinned state is linear elastic, with
νS(s) = ks. When the stretching reaches its threshold, sm,
the junction enters a slipping state. Middle right : it slides a
characteristic distance λ before it vanishes (right): it leaves
the slipping state and is replaced by a new junction (not
shown). The net slipping velocity at the micro-contact in-
terface is the sum of a characteristic creep-like velocity vc
and the slider velocity v.

This is illustrated in FIG. 6. We seek the time interval
∆t where the distance slipped equals the characteristic
distance λ. Note that due to the creep vc, this occurs
even if the slider velocity is zero (after a characteristic
time tc = λ

vc
). In steady state, the velocity is constant,

and we can solve for

∆t =
λ

vc + v
. (31)

To relate ∆t to Θ we use a Θ with

∆t = 〈ta〉 =
∫ ∞

0

e−
∫

ta
0

Θ(t′a,v) dta
′

dta. (32)

Of the many choices of Θ that would work here, we choose
the simplest one and assume that Θ is not a function of
ta. We get

λ

vc + v
=

∫ ∞

0

e−taΘ(v) dta =
1

Θ(v)
, (33)

which gives us

Θ(v) =
vc + v

λ
. (34)

Inserting Θ in equation (22) gives

〈ta〉 =
λ

vc + v
. (35)

To complete the friction law we need νA. Assume that
the force from each micro-contact decreases with the time
spent in the slipping state, for example due to friction
induced heating. We take as our example

νA(ta) = ν0e
−αta , (36)

where α is a positive constant with dimension 1/time.
We can determine the steady state friction coefficient by
inserting νS , νA and Θ into equation (24). We get

µsteady state(v) =

1

sm + vλ
vc+v

(

1

2
ksm

2 +
ν0

vc+v
vλ + α/v

)

.
(37)
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FIG. 7: (Color online) Velocity dependence of the steady
state friction coefficient as given in equation (38). When Θ is
velocity-dependent (equation (34)) and νA is time-weakening
(equation (36)), the steady state friction coefficient has solu-
tions where µsteady state is initially weakening, then strength-
ening and converging to a constant level µ∞ (equation (39))
when v → ∞. The figure shows the particular case ν0 =
0.4ksm, for various α̂ = αλ/vc, increasing from blue to green
(dark to light gray).

This can be written in terms of the dimensionless quan-

tities ŝ = sm/λ, k̂ = kλ, α̂ = αλ/vc and v̂ = v/vc:

µsteady state(v̂) =
1

ŝ+ v̂
1+v̂

(

1

2
k̂ŝ2 +

ν0v̂

1 + α̂+ v̂

)

. (38)

Equation (38) is plotted in FIG. 7 for different values of α.

Note that k̂ŝ = ksm, which is directly related to the force
threshold in the pinned state. In a physical system, the
force in the slipping state is usually smaller than or equal
to the threshold in the pinned state: ksm ≥ ν0. Depend-
ing on the value of α, µsteady state(v) can be both velocity-
weakening at low velocities and velocity-strengthening at
high velocities, with a transition velocity v̂transition given
in appendix D. When v → ∞, µsteady state converges to-
wards

µ∞ = lim
v̂→∞

µsteady state(v̂) =
1
2 k̂ŝ

2 + ν0

ŝ+ 1
, (39)

which is different from 〈νA〉. For the velocity-
independent Θ of the previous section, all junctions were
A at v → ∞ (PA = 1 and PS = 0). In the present case,
however, PS and PA converge to values different from
these because 〈ta〉 → 0 when v → ∞.

lim
v→∞

PS =
sm

sm + λ
(40)

and

lim
v→∞

PA =
λ

sm + λ
. (41)

Weakening-then-strenthening velocity-dependent fric-
tion laws are often considered to be generic for frictional
interfaces [7, 34]. It was observed experimentally on in-
terfaces as different as paper-on-paper [35], granite-on-
granite [23] or PMMA-on-glass [44]. It was used as a
mesoscopic friction law in numerical models of the statis-
tics of earthquakes at seismic faults [45]. It was also
discussed theoretically in [11, 34, 46]. Note that Braun
and Peyrard found an opposite behaviour, strengthening-
then-weakening, when using ageing and delay times [28].

IV. HISTORY DEPENDENT FRICTION

When the velocity is not constant, the slider will in
general not be in the steady state. While steady state
solutions are reasonable approximations in some limits,
an understanding of transients is particularly important
to the study of a large variety of frictional situations in-
cluding oscillating contacts [47], the onset of frictional
sliding, be it quasi-static [48] or dynamic [49], the cessa-
tion of slip [25] and friction instabilities [50].

In this section we will demonstrate two important con-
sequences of a two-state junction law: slip history de-
pendent static friction and slow slip. First, due to the
coupling between the time-dependent state and the dis-
placement dependent state, the distribution of junction
stretchings, S, depends on the velocity history of the
slider. In turn, this distribution determines the static
friction coefficient during onset of sliding, resulting in his-
tory dependent static friction. In particular, the static
friction coefficient depends on the deceleration when the
slider last came to rest. Second, if there is a weakening in
the friction force in the slipping state that is distributed
over a characteristic time (e.g. 〈ta〉), and if νA 6= 0, then
slow slip is predicted from the model.

To arrive at these promised results, we first need to
develop a framework to make analytical predictions for
transients. This is done in section IVA. The applications
are discussed in sections IVB and IVC, which contain the
main results of this paper.

A. Analytical predictions for transients

In this section we introduce the necessary framework
to make analytical predictions of the friction force during
transients. We start with the distribution of junction
stretchings, S, after stopping. We then relate S to the
mesoscopic static friction coefficient. The distribution of
junctions in the slipping state, A, after onset of sliding
can be found in Appendix E.



10

1. Calculating S(s, t) after stopping

As we will see in Section IVA2, S(s, t) is of particu-
lar interest because it determines the development of the
friction coefficient when sliding is initiated. In this sec-
tion we will find S(s, t) after motion stops. Our strategy
is to find Pout of A as a function of time, and place it in
S according to the velocity profile.
Given an initial state A(ta, 0), the probability in A

follows

PA(t) =

∫ ∞

0

A(ta, 0)e
−

∫
t+ta
ta

Θ(t′a) dt
′

a dta (42)

where e−
∫

t+ta
ta

Θ(t′a) dt
′

a is the fraction of junctions, that
had been slipping for a time ta at t = 0, that remain in A
after a time t. This is found from solving equation (C6)
for the evolution of junctions in the slipping state. The
cumulative probability that has left A is

PA(0)− PA(t) =
∫ ∞

0

A(ta, 0) dta −
∫ ∞

0

A(ta, 0)e
−

∫
t+ta
ta

Θ(t′a) dt
′

a dta.

(43)

The instantaneous probability leaving A is found by tak-
ing the derivative of equation (43) with respect to t and
multiplying this with dt.

Pout of A(t) =
d

dt

(

−
∫ ∞

0

A(ta, 0)e
−

∫
t+ta
ta

Θ(t′a) dt
′

a dta

)

dt.

(44)
Dividing by dt we get

Pout of A(t)/dt

=

∫ ∞

0

A(ta, 0)
d

dt

(

−e−
∫

t+ta
ta

Θ(t′a) dt
′

a

)

dta

=

∫ ∞

0

A(ta, 0)

(

d

dt

∫ t+ta

ta

Θ(t′a) dt
′
a

)

e−
∫

t+ta
ta

Θ(t′a) dt
′

a dta.

(45)

Defining the rate of probability from A to S, RA→S(t) ≡
Pout of A(t)/dt, and using Leibniz’ integration rule on
d
dt

∫ t+ta
ta

Θ(t′a) dt
′
a we find

RA→S(t) =

∫ ∞

0

A(ta, 0)Θ(t+ ta)e
−

∫
t+ta
ta

Θ(t′a) dt
′

a dta.

(46)

We can find the stretching distribution after the slider
has stopped (at time tstop), S(s, tstop), if we assume that
no junctions reach sm and break during the time tstop,
i.e. when the total displacement ∆x(tstop) is smaller than
sm. Recall from equation (13) that probability enters S
with amplitude Pout of A/dx = RA→S/v (which results in
a velocity dependence in S after stopping) and combine

this with the stretching that occurs when the probability
enters S and until tstop to obtain

S(∆x(tstop)−∆x(t), tstop) =

1

v(t)

∫ ∞

0

A(ta, 0)Θ(t+ ta)e
−

∫
t+ta
ta

Θ(t′a) dt
′

a dta,
(47)

where ∆x(t) is the displacement of the slider. Note that
there is a time-dependence here, while S is in general
given as a function of stretching. To go from t to s, we
need the velocity as the slider comes to rest. We show
an example of such mapping in section IVB. Equation
(47) applies for any initial state where PA = 1, and for
any Θ. Note that S depends on the velocity the slider
has as it comes to rest through the term 1

v(t) , which has

implications for the static friction coefficient assosiated
the next onset of sliding.

2. Macroscopic static friction coefficient

In this section we show how the macroscopic static
friction coefficient depends on the distribution of forces
acting on the junctions, S(s). Consider a slider at rest
where S(s) is known. At any instant in time, the friction
force is

ν =

∫ sm

0

νS(s)S(s)ds+

∫ ∞

0

νA(ta)A(ta) dta. (48)

If we assume that breaking is fast compared to 〈ta〉, the
friction force as a function of displacement ∆x is

ν(∆x) ≈
∫ sm−∆x

0

νS(s+∆x)S(s) ds

+ νA(0)

∫ sm

sm−∆x

S(s) ds,

(49)

where the integral in the second term is the probability in
A, PA. νA(0)

∫ sm
sm−∆x

S(s) ds should be replaced with an

integral over A from equation (E4) or be solved numeri-
cally if the assumption that breaking is fast compared to
〈ta〉 does not hold. This would require knowledge of the
velocity of the slider during breaking. In the following
we assume that equation (49) is a good approximation.
The macroscopic static friction coefficient is simply the
maximum of ν(∆x):

µs = max(ν(∆x))

=max

(

∫ sm−∆x

0

νS(s+∆x)S(s) ds

+ νA(0)

∫ sm

sm−∆x

S(s) ds

)

.

(50)

This concludes the discussion of the framework for ana-
lytical predictions of transients. We will now use these
results in a few examples.
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B. Deceleration dependent macroscopic static

friction

Equation (50) predicts that the macroscopic static fric-
tion coefficient depends directly on S. The highest pos-
sible static friction is found when S is a delta-function so
that all junctions contribute their maximum force simul-
taneously,

µs,max = νS(sm). (51)

Increasing the width of S will reduce µs because the
first junctions break before the rest reach their maximum
force contribution. When νA = 0 and νS(s) is strictly in-
creasing, the lowest static friction coefficient is obtained
for S(s) uniform on s ∈ [0, sm];

µs,min =

∫ sm

0

νS(s)

sm
ds. (52)

When νS(s) = ks, the ratio of maximum to minimum
static friction (from the two limits of S) is

µs,max

µs,min
= 2.

It is noteworthy that the value can vary this much
even though all micro-junctions have the same break-
ing threshold. A similar result was already found by
Farkas et al. [18]. In our previous work [32] we found
the dependence of µs on the width of S numerically. In
appendix F we find the same result analytically for uni-
form S by solving equation (50). Increasing the width
of S will in general reduce the static friction coefficient.
However, the precise functional form of this dependence
also depends on the shape of S.
Combining equation (47) and equation (50), we see

that the macroscopic static friction coefficient depends on
the velocity history, because v(t) determines S, which in
turn determines µs. Even though the assumptions made
when deriving equation (47) were quite restrictive, the
dependence of friction on velocity history is general in our
model. This velocity history dependence has interesting
consequences: The macroscopic static friction coefficient
depends on slip dynamics of the previous sliding event.
In this section we calculate S for a slider that stops un-

der constant deceleration. We then use this result to find
the static friction coefficient of the next event as a func-
tion of the deceleration. Because the analytical results
can only be found under quite strict assumptions, we
will complement them with numerical solutions in which
the restricting assumptions can be lifted. The implemen-
tation is straightforward using equation (13) and (14).
Assume that all probability is initially in A; PA(0) = 1.

As initial condition, A(ta, 0), for the analytical calcula-
tions we choose the steady state distribution of A when
v → ∞, which is a good approximation to the steady
state result for high velocities. Also assume that mo-
tion stops within the displacement sm. The calculations
would be simplest for Θ = constant. However, Θ = bta
results in S distributions after stopping that are easier
to interpret, and so we use this Θ for clarity of presenta-
tion. Numerically we solve for three different Θ including
a constant Θ.

Inserting Θ = bta in equation (47) we get

S(∆x(tstop)−∆x(t), tstop) =

1

v(t)

∫ ∞

0

A(ta, 0)b(t+ ta)e
− 1

2
b((t+ta)

2−t2a) dta.
(53)

If we let v → ∞ in equation (23) we find

Asteady state,∞(ta) =
e−

∫
ta
0

Θ(t′a) dt
′

a

〈ta〉

=
e−

1
2
bt2a

〈ta〉
,

(54)

where,

〈ta〉 =
∫ ∞

0

e−
1
2
bt2a dta =

√

π

2b
(55)

from equation (22). Inserting this in equation (53) yields

S(∆x(tstop)−∆x(t), tstop)

=
1

v(t)

∫ ∞

0

e−
1
2
bt2a

√

π
2b

b(t+ ta)e
− 1

2
b((t+ta)

2−t2a) dta

=

√

2b

π

e−
1
2
bt2

v(t)
.

(56)

We have found S, but the independent variable in the
expression is time. To find S as a function of s we need
to find t(∆x) and the correspondence between ∆x and
s. Numerically the inversion is trivial (∆x and t come
in indexed pairs and either is known as a function of the
other). The analytical inversion requires a bit of book-
keeping. Assume that the slider stops under a constant
deceleration, a < 0, so that

v(t) =

{

v0 + at, t < − v0
a

0, t ≥ − v0
a .

(57)

Then

∆x =

{

v0t+
1
2at

2, t < − v0
a

1
2

v2
0

−a , t ≥ − v0
a ,

(58)

and

t(∆x) =

{

v0−
√

v2
0+2a∆x

−a , ∆x < − 1
2
v2
0

a

not well defined, ∆x ≥ − 1
2
v2
0

a .
(59)

Because the block stops at tstop = − v0

a and then remains

at ∆xstop = ∆x(tstop) = − 1
2
v2
0

a the inversion is not well
defined for larger values of ∆x. This is handled by realiz-
ing that all the probability that leaves A after the block
has come to rest will enter S at s = 0 because S0 = δ(s).
In the end we will therefore use

S(s, t > tstop) = S(s, tstop) + Cδ(s), (60)
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where C is the probability that shifts from A to S in the
time interval [tstop, t],

C =

∫ t

tstop

Pout of A(t
′) dt′. (61)

For t ≫ tstop, when all the probability is in S,

C = 1−
∫ ∆x(tstop)

0

S(s, tstop) ds. (62)

S(s) is found by inserting

v(t(∆x)) =
√

v20 + 2a∆x (63)

and

s = ∆x(tstop)−∆x ⇒ ∆x = −1

2

v20
a

− s (64)

in equation (56). We obtain

S(s, tstop) =

{
√

− b
πase

− b

2a2 (−v0+
√
−2as)2 , s ∈ [0,∆xstop]

0 , else.

(65)

FIG. 8 (a) shows S(s, t ≫ tstop) scaled with the char-

acteristic time and length of the system: smS,
s
sm

, v0〈ta〉
sm

and a〈ta〉2
sm

. Each curve corresponds to a particular value
of a. The lower the acceleration, the larger the displace-
ment, and hence the wider is S(s). For the limiting a,
which gives ∆xstop = sm, S(s) extends from 0 to sm.
Larger accelerations bring the block to rest in a shorter
time, increasing C. In the limit a → ∞, C → 1 and
S(s) → δ(s).
Knowing S we proceed to the next part of our argu-

ment, which is to find the static friction coefficient that
results from S the next time motion is triggered. We need
to assume a force law in the pinned state and then solve
equation (49). We use a linear elastic law, νS(s) = ks,
where k has dimension 1/length. Inserting this friction
law and equation (60) in equation (49) yields an expres-
sion that has no analytical solution, but it is straightfor-
ward to perform the calculation numerically. For all cal-
culations we used νA(0) = µs,max/2. The loading curves
corresponding to the different S are plotted in FIG. 8
(b). Wider S result in loading curves that fall off for
smaller ∆x and have lower maxima. In FIG. 8 (c) we
show the macroscopic static friction coefficient that re-
sults from each S as a function of the deceleration a that
gave rise to that S. Increasing the amplitude of a makes
S narrower and increases µs.
Since the assumptions made in the analytical case were

quite strict, we also solve equation (13) and (14) numer-
ically. This allows us to use as initial conditions for S
and A the steady state solution at given initial velocity
v0 and to lift the restriction that the block comes to rest
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FIG. 8: (Color online) Macroscopic static friction coefficient
depends on the stopping dynamics of the previous slip event.
Equal colors in (a)-(c) correspond to the same parameter val-
ues (deceleration increasing from green to blue (light to dark
gray)). (a) Junction stretching distribution S(s) after slip
cessation with constant deceleration (equation (65), where
we assumed Θ = bta). The initial condition is PA = 1,
v0 = sm/〈ta〉 and A(ta, 0) corresponds to the steady state
solution at v → ∞ (details in the text). Each curve corre-
sponds to a different value of acceleration, which was allowed
to act until v = 0. (b) Friction force evolution during subse-
quent loading for the S distributions in (a) found by solving
equation (49) with νA(0) = µs,max/2 numerically. The static
friction coefficients are determined from equation (50) as the
maxima of the curves (dots). (c) Static friction coefficient
vs the corresponding deceleration underlying the stretching
distribution in (a). (d) Same type of data as (c), but solved
numerically, for other choices of Θ(ta). The initial condition
is the steady state solution at the initial velocity, v0. As long
as v0 is sufficiently large, the results are independent of v0
(FIG. 9). Note that the constants in the Θ expressions de-
termine the characteristic timescale 〈ta〉 and therefore cancel
out when dimensionless axes are used.

within sm. The results are fully consistent with the re-
sults in FIG. 8 (a)-(c), but cover a wider range of the
behaviour, in particular, lower amplitudes can be used
for a. Also, we can check the robustness to changes in Θ.
The results are shown in FIG. 8 (d). They demonstrate
the same trend as the analytical solution, and the results
are not sensitive to the choice of time-dependence in Θ.

In addition, the initial velocity does not matter as long
as the total displacement is sufficiently larger than the
stretching threshold sm. This is demonstrated in FIG. 9.
It shows the macroscopic static friction coefficient as a
function of both the initial velocity v0 and the accelera-
tion a. When the total displacement is larger than sm,
the results are found insensitive to the initial velocity.

The existence of a deceleration-dependent static fric-
tion threshold could in principle be tested in laboratory
experiments, provided relevant deceleration values are
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FIG. 9: Numerical solution of the static friction coeffi-
cient (increasing from black to white) as a function of con-
stant deceleration, a, and the initial velocity, v0. The static
friction coefficient is determined from equation (50) with
νA(0) = µs,max/2. The initial condition is the steady state
distributions at velocity v0. The black dotted line is the line
where total displacement during cessation, ∆x, equals sm. As
long as v0 is sufficiently high (the total displacement is suffi-
ciently larger than sm), the results in FIG. 8 are v0 indepen-
dent. When the lines are vertical, the static friction coefficient
only depends on a, and not v0. In this figure, Θ = const× ta.
Similar results are found for Θ = const and Θ = econst×ta .

considered. Recent friction experiments using PMMA
shows motion on a time-scale of about 400 µs [25]. In our
model, this time-scale is of order 〈ta〉 and corresponds to
the time when all junctions are pinned, i.e. the motion
has stopped. Assuming a time scale 〈ta〉 in the ms range,
and a length scale sm in the µm range, changes in the
static friction coefficient should be observed for deceler-
ations of the order of m/s2 if the timescale is indeed of
the same nature as in our model. Note that the effect is
expected to be insensitive to the particular choice of Θ,
i.e the particular physical origin of the time-scale 〈ta〉.

C. Slow slip

When a system is loaded by a force or compliant driv-
ing device rather than having its velocity prescribed, slip
motion can occur at a range of speeds. Here we focus on
slow slip: motion that occurs at speeds much lower than
the speeds typically occuring in full sliding. Slow slip was
observed in a variety of frictional systems [3, 4, 25, 35–
39]. It is thought to be important in geology [36–38] and
engineering [3, 4], and we recently argued [32] that it can
be responsible for the slow fronts observed in laboratory
friction experiments [49].

Consider a block obeying the friction law in equa-
tion (5) being pushed by a compliant driver. Assume
that the block is at or nearly at rest, for example having
come to a stop after a full sliding event. We will show
that slow slip is predicted in the model if 1) the flow
of probability from A to S is associated with a drop in
the friction force or 2) νA(ta) is time weakening. Models
corresponding to both cases were considered in [32]. In
our model, the origin of slow slip is the decay in friction
force from slipping junctions over a time-scale 〈ta〉. As a
consequence, a slider that would tend to stop is actually
continuously brought into (slow) motion by the micro-
scopic dynamics of the junctions.
We calculate the slow slip velocity from the change

in force on the macroscopic block as a function of time,
which is

dν

dt
=

d

dt

(
∫ ∞

0

νA(ta)A(ta, t) dta +

∫ ∞

−∞
νS(s)S(s, t) ds

)

,

(66)

where the first term is explicitly time-dependent, and the
second term accounts for the elastic forces of the junc-
tions. Note that this is valid if the slider is considered
rigid. If the elasticity of the slider is not negligible (e.g.
it is modeled as a chain of rigid mesoscopic blocks as
in [29–32, 42, 43]) it has to be accounted for here. If
we assume quasi-static motion of the slider, the reduc-
tion in force from the A term is balanced by an equal
increase in the elastic forces. The relative internal to in-
terfacial stiffnesses determine how much is taken up by
the pinned junctions and by the driving mechanism. Let
us consider a soft driving mechanism, so that over the
range of displacement relevant here, the driving force is
constant. Then, in the quasi-static case, the change in
force from the slipping junctions is balanced by a corre-
sponding change in force from the pinned junctions, and

0 =
d

dt

(
∫ ∞

0

νA(ta)A(ta, t) dta +

∫ ∞

−∞
νS(s)S(s, t) ds

)

.

(67)

Equation (67) is a general statement. To proceed
with more specific calculations, let us consider an ex-
ample where νA is constant and νS = ks. It is pos-
sible to bring the time derivative inside the integrals,
apply the definition of the derivative (dA(ta, t)/dt =
(A(ta, t+ dt)−A(ta, t)) /dt ), insert equations (13) and
(14), manipulate the resulting expressions and use equa-
tion (7) to simplify the answer. However, the calculation
is somewhat involved and tends to hide the simplicity of
our argument. It is also unnecessary, as the simple case
we have chosen allows us to write down the result directly
from the following physical interpretation.
As stated above, the change in friction force from the

slipping junctions is balanced by the change in elastic
forces, which in this case means the pinned junctions
only, as we have assumed that the driving force is con-
stant. The change in force from the slipping junctions
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over a time step dt is νAPout of A(t), where Pout of A(t) is
the probability that leaves A during the time step. As-
suming no pinned junctions break, the change in force
from the pinned junctions is just dx kPS(t), as they all
have the same stiffness and are stretched by equally. Here
dx is the displacement required to balance the forces.
Combined with dt, this displacement determines the slow
slip velocity, vslow slip = dx/dt. PS is the sum of its ini-
tial value PS(0) and the cumulative probability that has
left A (recall that by assumption no junctions are leaving
S). Putting everything together and dividing by dt we
find

νA
Pout of A(t)

dt
=

k

(

PS(0) +

∫ t

0

Pout of A(t
′)

dt′
dt′
)

dx

dt
.

(68)

As before we can define Pout of A/dt = RA→S(t), which
can be found from equation (46). We can write the result
as

vslow slip =
νARA→S(t)

k
(

PS(0) +
∫ t

0
RA→S(t′) dt′

) . (69)

Equation (69) shows that slow slip exists in the model
as long as νA 6= 0. Information about the initial dis-
tribution of junctions in the slipping state is needed to
calculate the rate, RA→S , from A to S. As an example
of applying equation (69), consider Θ = constant. We
then have from equation (22) that 〈ta〉 = 1

Θ , and from

equation (46) that RA→S(t) = PA(0)Θe−Θt. Inserting
this in equation (69) yields a slow slip velocity

vslow slip =
νAPA(0)Θe−Θt

k (PS(0) + PA(0)(1− e−Θt))
(70)

=
1

〈ta〉
νAPA(0)e

−t/〈ta〉

k
(

PS(0) + PA(0)(1− e−t/〈ta〉)
) . (71)

The dependence on 1/〈ta〉 is consistent with previous re-
sults [32]. Note that we have chosen to neglect the con-
tribution from bulk elasticity, so that a complete corre-
spondence is not to be expected.

V. DISCUSSION - CONCLUSION

We have introduced a general framework for a fric-
tional interface consisting of a large number of micro-
junctions that can switch between a time-dependent slip-
ping state and a displacement-dependent pinned state.
The collective macroscopic state of the interface is de-
scribed in terms of the evolution of two coupled proba-
bility densities, one for each state of the junctions. This
general framework can be applied to a whole family of
behavior laws at the microscopic scale. As a matter of
fact, various models from the literature, introduced for

different frictional situations, are shown to be particular
subsets of this framework, e.g. [18–20, 28–32].

As the role of disorder in the properties of the pinned
state of the junctions has previously been studied in de-
tail [18–20, 28], we have chosen to focus on the properties
of the slipping state. To do this, we have deliberately re-
moved the disorder in the pinned state, i.e. all junctions
have the same breaking threshold. In the most generic
cases in which the properties of both the pinned and slip-
ping states would be disordered, we expect both the pre-
viously established and the present results to hold simul-
taneously. The detailed study of such a complete model
is out of the scope of the present paper.

The time-scale that controls the duration of the mi-
croscopic slipping state has several important conse-
quences at the macroscopic scale. Within the chosen
subset of the model, we showed that the macroscopic
steady sliding friction force is velocity-dependent. When
the force laws of both states of the micro-junctions,
as well as the probability of switching from the slip-
ping to pinned state, are velocity independent, macro-
scopic friction is monotonous; either velocity-weakening
or velocity-strengthening. In contrast, as soon as the
switching probability becomes velocity-dependent, the
macrosocpic friction law can become non-monotonous.
We showed that a realistic description of micro-contacts
at a rough interface leads to a velocity-weakening then
velocity-strengthening friction, as has been repeatedly
observed experimentally [7, 23, 33–35], used as a meso-
scopic friction law in numerical models [45] and discussed
theoretically [11, 34, 46].

However, most friction situations, like stick-slip motion
[49], other friction instabilities [50] or oscillating contacts
[47], are out-of equilibrium regimes, possibly involving
large accelerations. In these situations the steady-state
friction law is irrelevant, and the coupling between the
pinned and slipping populations gives rise to a history-

dependent friction behavior. We find that the macro-
scopic static friction coefficient at the onset of sliding is
strongly influenced by the slip dynamics of the previous
sliding event. In particular, the deceleration during the
stopping phase of the previous sliding event controls the
static friction coefficient of the next sliding event. This
effect arises through the following mechanisms: The dis-
tribution of forces among the pinned junctions controls
the total force required to bring a macroscopic interface
into sliding, i.e. the static friction force. The full de-
pendency is non-trivial, but as a rule of thumb narrower
distributions yield higher static friction. This relation-
ship implies a dependence of the static friction on how
the junctions are brought back into their pinned state in
the preceding slip event. If the slider stops abruptly while
most junctions are in the slipping state, then they will
all relax and repin at low force levels, yielding a narrow
distribution and thus a high static friction. Conversely,
if the slider stops through a long deceleration period,
the time-distributed transitions from slipping to pinned
state will translate into a wide distribution of forces, as
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the junctions will be loaded by the moving slider after
repinning, and the static friction will be low.

Recent experiments [51] and models [18, 31, 52–54]
have recognized that the static friction coefficient is not
only controlled by the normal force and the material pa-
rameters, but is also dependent on the details of how the
external loading is applied to the interface. Here we have
demonstrated that it may in addition exhibit history-
dependence: it varies according to how the system came
to rest in the previous slip event. Note that the origin of
this effect is completely different from that of the classical
strengthening of interfaces due to aging. We suggest that
this additional form of history-dependence of the static
friction coefficient should be investigated in experiments.
Our model predicts that it could be observed provided
the deceleration is on the order of sm/〈ta〉2 (the char-
acteristic length scale over the characteristic time-scale
squared). In recent experiments [25], we estimate this
characteristic deceleration to be on the order of m/s2.

In the above discussion, the distribution of forces in
the pinned junctions appears to be a characteristic of
the microscopic state of the interface which controls its
future frictional behavior. This state plays a role anal-
ogous to the contact age in the classical state-and-rate
friction framework [7, 10]. The contact age also implies a
dependence of the instantaneous behavior of the interface
on its history. However, the effects of the junction distri-
bution state and the contact age state are not equivalent.
To see this directly, consider an interface at rest. In the
pure aging case, the strength of the interface will contin-
uously increase in time. In our model, the strength of the
interface will evolve until the last junction gets repinned.
After this transient, the strength will stay constant. If
the two states would be relevant simultaneously, both a
transient and a continuous increase of the static friction
force are to be expected. Given the generality of both
states, we strongly advocate in favor of the development
of improved macroscopic state-and-rate friction laws in-
volving the standard age and the force distribution as
two different internal states of the interface.

The distribution of forces from micro-junctions in the
pinned state is usually hard to access experimentally, as
interfacial measurements like the local stresses [48, 51,
55–57] or the local true area of contact [49, 51, 52, 57]
are commonly made over length scales encompassing a
large number of micro-junctions. The local shear stress
is a direct measure of the mean value of this force dis-
tribution, but it does not carry information about its
shape or width. Interestingly, the recent use of micro-
structured frictional surfaces made of deterministically
prepared micro-asperities [58–61] may provide a way
around this limitation and enable a direct test of our
theory. The shear force on each individual junction can
be measured through its in-plane displacement [60, 61].
When the asperities are spherical, the normal force on
each junction can also be measured simultaneously [61].

Another implication of the model is the prediction of
slow slip, which is a generic phenomenon observed in a

wide variety of frictional systems [3, 4, 25, 35–39]. In the
present model, slow slip arises from a time-dependent de-
crease in the friction force over a timescale on the order
of the lifetime in the slipping state, and not from an ex-
ternal loading. The precise properties of the slow slip
will depend on the microscopic force law chosen, and on
the interplay between the local frictional response and
the interactions with the surrounding parts of the slid-
ing system. Note that no slow slip is expected if the
only time-dependence in the junction force law is aging.
Recently, slow slip has been shown to be important for
rupture velocities during the onset of frictional sliding
[32].
Here we have considered a single rigid slider connected

to a track via a series of micro-junctions. However, elas-
ticity is sometimes an important aspect of the dynamics
of the slider, like for instance for the study of rupture
front propagation across macroscopic contacts. In that
case, the slider is usually divided into nodes interacting
elastically, each node moving according to an effective
mesoscopic law [42, 43, 54, 62] or according to the col-
lective behavior of many junctions like here [29–32]. To
reduce computational costs, it is desirable to reduce the
latter case to the former. By using a handful of coupled
effective equations at the node scale, one could avoid the
need to solve for the individual motion of a large num-
ber of micro-junctions. How to derive such effective laws
from the present framework is still an open question.
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Appendix A: Mapping between a threshold

distribution and Φ

In this section we show that equation (6),

Pout of S = dx

∫ ∞

−∞
S(s, t)Φ(s) ds, (A1)

is mathematically equivalent to having a distribution of
junction strengths, as used in Braun and Peyrard [19, 20].
We start by going from a distribution of strengths to Φ,
then we go from Φ and back, before we end with a worked
example. The time equivalent of the mapping we derive
here applies between Θ and a distribution of lifetimes
in the slipping state, for which we give the formulae in
appendix B.
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Let the junction strength be described by the distribu-
tion Sm. Let a fraction of junctions P 0

S with this strength
distribution have stretching s = 0 at some time t. We
will follow these junctions as they stretch and break. At
stretching s the original probability P 0

S has been reduced
to

P s
S = P 0

S

∫ ∞

s

Sm(s
′) ds′, (A2)

because the junctions with a stretching threshold below
s have been broken. Within the next displacement dx
the probability that leaves S is

Pout of S = P 0
S

∫ s+dx

s

Sm(s
′) ds′ ≈ P 0

SSm(s) dx, (A3)

if dx → 0. We must find the same value when we cal-
culate Pout of S from Φ. The procedure is explained in
FIG. 3 and gives

Pout of S = P s
SΦ(s) dx. (A4)

Equating the two expressions for Pout of S we find

Φ(s) =
Sm(s)

∫∞
s

Sm(s′) ds′
, (A5)

where we note that P 0
S has cancelled out. The inverse

mapping takes Φ(s) as the starting point and Sm as the
result. The derivation is the same as the one performed
for time in Appendix C. The spatial equivalent to equa-
tion (C8) is

Sm(s)dx = dxΦ(s)e−
∫

s

0
Φ(s′) ds′ (A6)

so that

Sm(s) = Φ(s)e−
∫

s

0
Φ(s′) ds′ . (A7)

A worked example will serve to make the relationship
between Φ and Sm clear. We take Φ = β (a constant),
and from equation (A7) we find

Sm(s) = βe−βs. (A8)

Inserting this in equation (A5) we find Φ = β as expected.
To demonstrate how the mapping works, consider a frac-
tion P 0

S of junctions which has stretching s = 0 at some
time t. As s increases the probability remaining in S
evolves as

dPS

ds
= −PSΦ = −βPS , (A9)

from which it follows that P s
S = P 0

Se
−βs. To check for

consistency we calculate P s
S from equation (A2) and get

P s
S = P 0

S

∫ ∞

s

βe−βs′ ds′ (A10)

= P 0
Se

−βs, (A11)

which is what we also found from using Φ directly.
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FIG. 10: Example of mapping from a distribution of delay
times τ(ta) (top) to Θ(ta) (bottom) using equation (B1). Here,
τ(ta) is gaussian with mean value 2ms and standard deviation
0.6ms, similar to the values used in [32].

Appendix B: Mapping between a delay time

distribution and Θ

In direct analogy with equations (A5) and (A7) we can
find a mapping between a delay time distribution τ and
Θ. This can be useful when formulating models from the
literature in our general framework. The derivation is
the same as in appendix A and the corresponding results
are

Θ(ta) =
τ(ta)

∫∞
ta

τ(ta
′) dta

′ , (B1)

τ(ta) = Θ(ta)e
−

∫
ta
0

Θ(ta
′) dta

′

. (B2)

In [32], we used a corrected gaussian as a distribution of
delay times, τ . FIG. 10 shows the mapping from τ to Θ
for a gaussian with mean value of 2ms and a standard
deviation of 0.6ms.

Appendix C: The evolution of probability in A and

the steady state A-distribution

This appendix includes calculations that were left out
of section III in order to make the main text shorter
and the main ideas more easily accessible. We detail the
evolution of probability in A and use this to derive 〈ta〉
and Asteady state(ta) (equation (C13)) and 〈ta〉 (equation
(C10)).
Consider a spike of probability as it decreases in am-

plitude with increasing slipping time ta. It enters A with
amplitude P δ

A(0) and with ta = 0. After a time dt, the
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probability that remains in A is

P δ
A(dt) = P δ

A(0)
(

1− dtΘ(0)
)

. (C1)

After one more time step the probability is

P δ
A(2 dt) = P δ

A(0)
(

1− dtΘ(0)
)(

1− dtΘ(dt)
)

, (C2)

and after n time steps, the probability is

P δ
A(n dt) = P δ

A(0)

n−1
∏

i=0

(1− dtΘ(idt)). (C3)

We find the difference between two time steps:

P δ
A(n dt)− P δ

A((n− 1) dt)

= P δ
A(0)

n−1
∏

i=0

(

1− dtΘ(idt)
)

− P δ
A(0)

n−2
∏

i=0

(

1− dtΘ(idt)
)

= −dtΘ((n− 1) dt)P δ
A(0)

n−2
∏

i=0

(

1− dtΘ(i dt)
)

= −dtΘ((n− 1) dt)P δ
A((n− 1) dt)

(C4)

P δ
A(n dt)− P δ

A((n− 1) dt)

dt
= −Θ((n−1) dt)P δ

A((n−1) dt).

(C5)
Now let dt → 0, and set (n− 1)dt = ta. We find

dP δ
A(ta)

dta
= −Θ(ta)P

δ
A(ta). (C6)

This first order ordinary differential equation is to be
solved with the initial condition P δ

A(ta = 0) = P δ
A(0).

The equation is separable and the solution is

P δ
A(ta) = P δ

A(0)e
−

∫
ta
0

Θ(t′a) dt
′

a . (C7)

We can use this result to calculate the average time 〈ta〉
a junction spends in the slipping state. The probability
of breaking after a time ta during a time step dt is

Pbreak(ta) = P δ
A(ta)− P δ

A(ta + dt)

= dtΘ(ta)P
δ
A(ta)

= dtΘ(ta)P
δ
A(0)e

−
∫

ta
0

Θ(t′a) dt
′

a .

(C8)

The average time spent in A is then

〈ta〉 =
∫ ∞

0

taΘ(ta)e
−

∫
ta
0

Θ(t′a) dt
′

a dta. (C9)

This is the expectation value of ta in the distribution
of delay times, τ , which has a direct mapping from
Θ given in equation (B2). Θ(ta) is positive, and so

tae
−

∫
ta
0

Θ(t′a)dt
′

a → 0 when ta → ∞. Using Leibniz’ inte-

gral rule to show that e−
∫

ta
0

Θ(t′a) dt
′

a is an antiderivative

of Θ(ta)e
−

∫
ta
0

Θ(t′a) dt
′

a we perform an integration by parts
in which the surface term vanishes, to obtain

〈ta〉 =
∫ ∞

0

e−
∫

ta
0

Θ(t′a) dt
′

a dta. (C10)

We now turn to the calculation of A(ta). In the
steady state, probability is continuously being trans-
ferred from S to A. It appears in A with amplitude
Pout of S/dt (equation (14)) and leaves A according to
the function P δ

A(ta) that we have already calculated.
In mathematical form: Asteady state(ta) = P δ

A(ta) when
P δ
A(0) = Pout of S/dt. At constant velocity, we have

Pout of S = S(sm)dx =
dx

sm + v〈ta〉
, (C11)

which means that

Asteady state(ta) =
dx

dt

1

sm + v〈ta〉
e−

∫
ta
0

Θ(t′a) dt
′

a (C12)

=
ve−

∫
ta
0

Θ(t′a) dt
′

a

sm + v〈ta〉
. (C13)

We verify that this is consistent with equation (19) for
the net probability residing in A by integrating over all
ta to find

PA =

∫ ∞

0

A(ta) dta =
v〈ta〉

sm + v〈ta〉
, (C14)

where we used equation (C10).

Appendix D: Steady state friction coefficient,

velocity dependent Θ

This appendix contains supplementary equations that
build on and analyze equation (38). The behavior of
the steady state friction coefficient with velocity becomes
more evident if we take the derivative with respect to v̂:

∂

∂v̂
µsteady state(v̂) =

2ν0
(

(α̂+ 1)s(v̂ + 1)2 + α̂v̂2
)

− k̂ŝ2(α̂+ v̂ + 1)2

2(α̂+ v̂ + 1)2(ŝv̂ + ŝ+ v̂)2
. (D1)

If this derivative is negative, friction is velocity weak-
ening, and if the derivative is positive, friction is veloc-
ity strengthening. Taking the ratio of the two terms in
the numerator we conclude that µsteady state(v) is velocity
weakening if

k̂ŝ2(α̂+ v̂ + 1)2

2ν0 ((α̂+ 1)s(v̂ + 1)2 + α̂v̂2)
> 1, (D2)

and velocity strengthening if

k̂ŝ2(α̂+ v̂ + 1)2

2ν0 ((α̂+ 1)s(v̂ + 1)2 + α̂v̂2)
< 1. (D3)
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Depending on the parameter values there can also be a
transition from negative derivative for small velocities to
positive derivative for high velocities. The opposite is
not possible because the negative term in the numerator
has a v̂ dependence, while the positive term has a v̂+ v̂2

dependence. (All the parameters take positive values).
In the weakening-strengthening case we can locate the
minimum of the friction law by solving for the transition
velocity at which the derivative is zero. We find

v̂transition =
±
√
2

√

α̂3k̂ν0ŝ3 + α̂3k̂ν0ŝ2 + α̂2k̂ν0ŝ3 + 2α̂2kν0ŝ2 − 2α̂2ν20 ŝ+ α̂k̂ν0ŝ2 − 2α̂ν20 ŝ+ α̂k̂ŝ2 − 2α̂ν0ŝ+ k̂ŝ2 − 2ν0ŝ

2α̂ν0ŝ+ 2α̂ν0 − k̂ŝ2 + 2ν0ŝ
.

(D4)

Three requirements for the minimum to exist follow.
First, the expression must evaluate to v̂transition > 0. Sec-
ond, the solution must be real, that is, the argument of
the square root must be non-negative, which after fac-
torization is seen to require

k̂ŝ (α̂ŝ+ α̂+ 1) ≥ 2ν0. (D5)

Third, the denominator must be different from zero for
the transition to occur at a finite velocity:

2ν0(α̂+ ŝα̂+ ŝ) 6= k̂ŝ2. (D6)

Appendix E: Calculating A(ta, t) after onset of slip

In this appendix we calculate the distribution of slip-
ping times A(ta, t) immediately after onset of slip. This
could be used to find the evolution of the friction force
during sliding initiation. Assume that we have a distri-
bution of stretchings, S(s, 0), and that PS = 1 at t = 0.
This occurs when the slider has been at rest for a pe-
riod much longer than 〈ta〉. We start by calculating the
probability that shifts from S to A as a function of time.
Let Ainitial be the distribution of slip times if Θ = 0.
The probability that entered A a time ta ago then equals
the probability that left S at that time because junctions
reached their stretching threshold,

Ainitial(ta, t)dt = S(sm, t− ta) dx. (E1)

The displacement is dx = v(t− ta) dt and we find

Ainitial(ta, t) = S(sm, t− ta)v(t− ta). (E2)

This is related to the initial stretching distribution S(s, 0)
through the displacement, ∆x(t). Defining t′ = t− ta we
get

Ainitial(t− t′, t) = v(t′)S(sm −∆x(t′), 0). (E3)

The next step is to combine Ainitial with the decaying
amplitude as probability returns to S. Depending on Θ
the probability that enters A stays there for a shorter or

longer time. When it returns to S it stays there until an
additional displacement of sm occurs. More than one cy-
cle of probability shift is difficult to handle analytically.
We therefore restrict our calculation to the initial time
period before any probability that leaves A returns to
A again. For general Θ and non-negative v this corre-
sponds to the time interval before the displacement be-
comes larger than sm. Then the decay in Ainitial(t− t′, t)
follows equation (C7) so that

A(t− t′, t) = Ainitial(t− t′, t)e−
∫

t′

0
Θ(ta) dta , (E4)

which is valid as long as Θ does not depend on velocity.
Integrating νA(ta) multiplied with equation (E4) gives
the contribution from the sliding junctions on the friction
force during onset of slip.

Appendix F: Analytical solution for the macroscopic

static friction coefficient for a uniform S distribution

In our previous work [32] we found the dependence of
µs on the width of S numerically. Here we find the ana-
lytical result for this dependence by solving equation (50)
when S is a uniform distribution of width sσ. We use
νS(s) = ks and assume that breaking is fast compared
to 〈ta〉 so that equation (49) applies.
A uniform distribution of width sσ has amplitude 1/sσ.

The friction force increases linearly as long as no junc-
tions reach sm, because all the individual contributions
go up. We therefore take the point where the first junc-
tions reach sm as our starting point. Next, we distin-
guish two cases based on whether the stretching of the
least stretched contacts, sm−sσ, is larger than or smaller
than the stretching corresponding to the dynamic force
contribution, sA ≡ νA(0)/k.
When sm − sσ > sA, the total friction force goes down

when junctions start breaking. To see this, consider the
situation after a small displacement ∆x. The junctions
from the range [sm −∆x, sm] have been broken and are
at the force level νA(0). However, since S is uniform the
junctions from the range [sm−2∆x, sm−∆x] have taken
their place, while the junctions from the range [sm −
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sσ, sm − sσ + ∆x] have not been replaced. The change
in the friction is then exactly the amount corresponding
to shifting all the contacts in [sm − sσ, sm − sσ + ∆x]
down to sA. Since we are considering situations where
sA ≤ sm − sσ, this reduces ν. Increasing ∆x reduces ν
further, and the value of µs is therefore attained where
the first junctions break,

µs =

∫ sm

sm−sσ

ks
1

sσ
ds =

k

2
(2sm − sσ) , sm − sσ > sA.

(F1)

Conversely, when sm − sσ ≤ sA, the friction force
increases when junctions start breaking. This is true
until the least stretched junctions are at sA, then the
friction force starts to decrease. This point is reached
at displacement ∆xpeak = sA − (sm − sσ). The force
contribution from the sliding junctions is PAνA(0) =
∆xpeak

sσ
νA(0). The contribution from the pinned junctions

is
∫ sm
sA

ks 1
sσ
ds = k

2sσ

(

sm
2 − sA

2
)

, yielding the static fric-

tion coefficient

µs =
∆xpeak

sσ
νA(0) +

k

2sσ

(

sm
2 − sA

2
)

, sm − sσ ≤ sA.

(F2)

We see that in both situations µs is reduced as sσ in-
creases, and that the two solutions take the same value
when sm − sσ = sA. Further, for the special case
νA(0) = 0, sA = 0 and sm − sσ ≤ sA only when sσ = sm;
the friction coefficient is µs,min = ksm

2 both from equa-
tion (F1) and (F2). From equation (F1) we also recover
µs,max = ksm when sσ = 0.

In [32] we compared the dependence of µs on the width
of S for different shapes of S. For the uniform distribu-
tions considered here the width can be defined simply as
sσ, but in general the standard deviation would be our
preferred choice, as it can be defined for distributions of
arbitrary shape.

[1] C. Scholz, The Mechanics of Earthquakes and Faulting
(Cambridge University Press, 2002).

[2] J. Scheibert, S. Leurent, A. Prevost, and
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