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A PROBABILISTIC APPROACH TO LARGE TIME BEHAVIOUR OF MILD

SOLUTIONS OF HJB EQUATIONS IN INFINITE DIMENSION

YING HU∗, PIERRE-YVES MADEC†, AND ADRIEN RICHOU‡

Abstract. We study the large time behaviour of mild solutions of HJB equations in infinite dimension by a
purely probabilistic approach. For that purpose, we show that the solution of a BSDE in finite horizon T taken at
initial time behaves like a linear term in T shifted with the solution of the associated EBSDE taken at initial time.
Moreover we give an explicit rate of convergence, which seems to be new up to our best knowledge.

Key words. Backward stochastic differential equations; Ergodic backward stochastic differential equations;
HJB equations in infinite dimension; Large time behaviour; Mild solutions; Ornstein-Uhlenbeck operator.

AMS subject classifications. 35B40, 60H30, 35R15, 93E20

1. Introduction. We are concerned with the large time behaviour of solutions of the Cauchy
problem in an infinite dimensional real Hilbert space H :

{
∂u(t,x)

∂t = L u(t, x) + f(x,∇u(t, x)G), ∀(t, x) ∈ R+ ×H,
u(0, x) = g(x), ∀x ∈ H,

(1.1)

where u : R+ ×H → R is the unknown function and L is the formal generator of the Kolmogorov
semigroup Pt of an H-valued random process solution of the following Ornstein-Uhlenbeck stochas-
tic differential equation:

{
dXt = (AXt + F (Xx

t ))dt+GdWt, t ∈ R+,
X0 = x, x ∈ H,

with W a Wiener process with values in another real Hilbert space Ξ, assumed to be separable, and
G a linear operator from Ξ to H . We recall that (formally), ∀h : H → R,

(L h)(x) =
1

2
Tr(GG∗∇2h(x)) + 〈Ax+ F (x),∇h(x)〉.

Our method uses only probabilistic arguments and can be described as follows.
First, let (v, λ) be the solution of the ergodic PDE:

L v + f(x,∇v(x)G) − λ = 0, ∀x ∈ H.

Then we have the following probabilistic representation. Let (Y T,x, ZT,x) be solution of the BSDE:

{
dY T,x

s = −f(Xx
s , Z

T,x
s )ds+ ZT,x

s dWs,

Y T,x
T = g(Xx

T ),
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2 Y. Hu, P.-Y. Madec and A. Richou

and (Y, Z, λ) be solution of the EBSDE:

dYs = −(f(Xx
s , Z

x
s )− λ)ds + Zx

s dWs.

Then we get
{

Y T,x
s = u(T − s,Xx

s ),
Y x
s = v(Xx

s ).

Finally, due to Girsanov transformations and the use of an important coupling estimate result, we
deduce that there exists a constant L ∈ R such that for all x ∈ H ,

Y T,x
0 − λT − Y x

0 −→
T→+∞

L,

i.e.

u(T, x)− λT − v(x) −→
T→+∞

L.

Our method uses not only purely probabilistic arguments, but also gives a rate of convergence:

|u(T, x)− λT − v(x) − L| ≤ C(1 + |x|2+µ)e−η̂T .

The constant µ appearing above is the polynomial growth power of g(·) and f(·, 0) while η̂ is linked
to the dissipative constant of A.

Large time behaviour of solutions has been studied for various types of HJB equations of second
order; see, e.g., [1], [7], [9] and [11]. In [1], a result in finite dimension is stated under periodic
assumptions for f and a periodic and Lipschitz assumption for g. Furthermore, they assume that
f(x, z) is of linear growth in z and bounded in x. In [7], some results are stated in finite dimensionnal
framework, under locally Hölder conditions for the coeffcients. More precisely, they assume that
f(x, z) = H1(z)−H2(x) with H1 a Lipschitz function and with locally Hölder conditions for H2 and
g. They also treat the case of H1 locally Lipschitz but consequently need to assume that H2 and g
are Lipschitz. Furthermore, they only treat the Laplacian case, namely they assume that G = Id.
No result on rate of convergence is given in that paper. In [9], the authors deal with the problem
in finite dimension. They also only treat the Laplacian case and assume that f(x, z) is a convex
function of quadratic growth in z and of polynomial growth in x. No result on rate of convergence
is given in this paper. Up to our best knowledge, the explicit rate of convergence only appears in
Theorem 1.2 of [11] but in finite dimension and under periodic assumptions for f(·, z) and g(·).
Furthermore, they only deal with the Laplacian case and they assume restrictive assumptions on
f (i.e., there exists 0 < m < M such that m < f(x, z) ≤ M(1 + |z|) and boundedness hypotheses
about the partial derivatives of first and second order of f).

In this paper, we will assume that A is a dissipative operator, G : Ξ → H is an invertible and
bounded operator, g : H → R continuous with polynomial growth and f : H ×Ξ∗ → R continuous,
with polynomial growth in the first variable and Lipschitz in the second variable.

The paper is organised as follows: In section 2, we introduce some notations. In section 3, we
recall some results about existence and uniqueness results for solutions of an Ornstein-Ulhenbeck
SDE, a general BSDE and an EBSDE that will be useful for what follow in the paper. In section
4, we study the behaviour of the solution of the BSDE taken at initial time when the horizon T
of the BSDE increases. More precisely, in a first time we are concerned with the path dependent
framework, where a very general result can be stated. Then in the Markovian framework we obtain
a more precise result for the behaviour of solutions and a rate of convergence is given. In section
5, we apply our result to an optimal control problem.
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2. Notations. We introduce some notations. Let E1, E2 and E3 be real separable Hilbert
spaces. The norm and the scalar product will be denoted by | · |, 〈·, ·〉, with subscripts if needed.
L(E1, E3) is the space of linear bounded operators E1 → E3, with the operator norm, which
is denoted by | · |L(E1,E3) . The domain of a linear (unbounded) operator A is denoted by D(A).
L2(E1, E3) denotes the space of Hilbert-Schmidt operators from E1 to E3, endowed with the Hilbert-
Schmidt norm, which is denoted by | · |L2(E1,E3).

Given φ ∈ Bb(E1), the space of bounded and measurable functions φ : E1 → R, we denote by
||φ||0 = supx∈E1

|φ(x)|.
We say that a function F : E1 → E3 belongs to the class G 1(E1, E3) if it is continuous, has a

Gâteaux derivative ∇F (x) ∈ L(E1, E3) at any point x ∈ E1, and for every k ∈ E1, the mapping
x 7→ ∇F (x)k is continuous from E1 to E3. Similarly, we say that a function F : E1 × E2 → E3

belongs to the class G 1,0(E1 ×E2, E3) if it is continuous, Gâteaux differentiable with respect to the
first variable on E1 × E2 and ∇xF : E1 × E2 → L(E1, E3) is strongly continuous. In connection
with stochastic equations, the space G 1 has been introduced in [6], to which we refer the reader for
further properties.

Given a real and separable Hilbert space K and a probability space (Ω,F ,P) with a filtration
Ft, we consider the following classes of stochastic processes.

1. Lp
P
(Ω,C ([0, T ];K)), p ∈ [1,∞), T > 0, is the space of predictable processes Y with continuous

paths on [0, T ] such that

|Y |Lp

P
(Ω,C ([0,T ];K)) = E sup

t∈[0,T ]

|Yt|pK < ∞.

2. Lp
P
(Ω, L2([0, T ];K)), p ∈ [1,∞), T > 0, is the space of predictable processes Y on [0, T ] such

that

|Y |Lp

P
(Ω,L2([0,T ];K)) = E

(∫ T

0

|Yt|2Kdt

)p/2

< ∞.

3. L2
P,loc

(Ω, L2([0,∞);K)) is the space of predictable processes Y on [0,∞) which belong to the

space L2
P
(Ω, L2([0, T ];K)) for every T > 0. We define in the same way Lp

P,loc
(Ω,C ([0,∞);K)).

In the following, we consider a complete probability space (Ω,F ,P) and a cylindrical Wiener
process denoted by (Wt)t≥0 with values in Ξ, which is a real and separable Hilbert space. (Ft)t≥0

will denote the natural filtration of W augmented with the family of P-null sets of F . H denotes
a real and separable Hilbert space in which the SDE will take values.

3. Preliminaries. We will need some results about the solution of the SDE when a pertur-
bation term F is in the drift.

3.1. The perturbed forward SDE. Let us consider the following mild stochastic differential
equation for an unknown process (Xt)t≥0 with values in H :

Xt = etAx+

∫ t

0

e(t−s)AF (s,Xs)ds+

∫ t

0

e(t−s)AGdWs, ∀t ≥ 0, P− a.s. (3.1)

Let us introduce the following hypothesis.
Hypothesis 1.
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1. A is an unbounded operator A : D(A) ⊂ H → H, with D(A) dense in H. We assume that
A is dissipative and generates a stable C0-semigroup

{
etA
}
t≥0

. By this we mean that there

exist constants η > 0 and M > 0 such that

〈Ax, x〉 ≤ −η|x|2, ∀x ∈ D(A); |etA|L(H,H) ≤ Me−ηt, ∀t ≥ 0.

2. For all s > 0, esA is a Hilbert-Schmidt operator. Moreover |esA|L2(H,H) ≤ Ms−γ with
γ ∈ [0, 1/2).

3. F : R+ ×H → H is bounded and measurable.
4. G is a bounded linear operator in L(Ξ, H).
5. G is invertible. We denote by G−1 its bounded inverse given by Banach’s Theorem.

Remark 3.1. Note that under the previous set of hypotheses, we immediately get that:

|esAG|2L2(Ξ,H) ≤ |G|2L(Ξ,H)|esA|2L2(H,H)

≤ |G|2L(Ξ,H)|e
s
2
A|2L(H,H)|e

s
2
A|2L2(H,H)

≤ M2e−ηs
(s
2

)−2γ

,

which shows that for every s > 0 and x ∈ H, esAG ∈ L2(Ξ, H), which can be used to control the
stochastic integral over the time.

Definition 3.2. We say that the SDE (3.1) admits a martingale solution if there exists a new

F -Wiener process (Ŵ x)t≥0 with respect to a new probability measure P̂ (absolutely continuous with

respect to P), and an F -adapted process X̂x with continuous trajectories for which (3.1) holds with

W replaced by Ŵ .
Lemma 3.3. Assume that Hypothesis 1 (1.)-(4.) holds and that F is bounded and Lipschitz in x.

Then for every p ∈ [2,∞), for every T > 0 there exists a unique process Xx ∈ Lp
P
(Ω,C ([0, T ];H))

solution of (3.1). Moreover,

sup
0≤t<+∞

E|Xx
t |p ≤ C(1 + |x|)p, (3.2)

E

[
sup

0≤t≤T
|Xx

t |p
]
≤ C(1 + T )(1 + |x|p), (3.3)

for some constant C depending only on p, γ,M and supt≥0 supx∈H |F (t, x)|.
If F is only bounded and measurable, then the solution to equation (3.1) still exists but in the

martingale sense. Moreover (3.2) and (3.3) still hold (with respect to the new probability). Finally
such a martingale solution is unique in law.

Proof. For the first part of the lemma see [2], Theorem 7.4. For the estimate (3.2) see Appendix
A.1 in [3]. The end of the lemma is a simple consequence of the Girsanov Theorem. We will now
show the estimate (3.3). The ideas of this proof are adapted from [6] but under our assumptions,
we obtain an interesting bound depending polynomially on T . We have

sup
0≤t≤T

|Xx
t |p ≤ C

(
|x|p + C sup

0≤t≤T

(∫ t

0

e−η(t−s)ds

)p

+ sup
0≤t≤T

∣∣∣∣
∫ t

0

e(t−s)AGdWs

∣∣∣∣
p
)

≤ C

(
1 + |x|p + sup

0≤t≤T

∣∣∣∣
∫ t

0

e(t−s)AGdWs

∣∣∣∣
p
)
.
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Let us introduce

c−1
α =

∫ t

s

(t− u)α−1(u− s)−αdu

with α ∈]1/p, 1/2− γ[: we can assume that p is large enough and then for small p we will just use
Jensen inequality to obtain the result. Then, the classical factorization method gives us

∫ t

0

e(t−s)AGdWs = cα

∫ t

0

∫ t

s

(t− u)α−1(u− s)−αdue(t−s)AGdWs

= cα

∫ t

0

(t− u)α−1

∫ u

0

(u− s)−αe(t−s)AGdWsdu

= cα

∫ t

0

(t− u)α−1e(t−u)AYudu,

with

Yu =

∫ u

0

(u − s)−αe(u−s)AGdWs.

We apply Hölder’s inequality to obtain, with q the conjugate exponent of p
(
i.e. 1

p + 1
q = 1

)
,

∣∣∣∣
∫ t

0

e(t−s)AGdWs

∣∣∣∣
p

≤ C

(∫ t

0

(t− u)(α−1)qe−(t−u)ηqdu

)p/q (∫ t

0

|Yu|pdu
)

≤ C

(∫ t

0

s(α−1)qe−ηqsds

)p/q
(∫ T

0

|Yu|pdu
)

≤ C

∫ T

0

|Yu|pdu.

Thus we obtain, thanks to the BDG inequality,

E

[
sup

0≤t≤T

∣∣∣∣
∫ t

0

e(t−s)AGdWs

∣∣∣∣
p
]
≤ C

∫ T

0

E [|Yu|p] du

≤ CT sup
0≤u≤T

E [|Yu|p]

≤ CT sup
0≤u≤T

(∫ u

0

(u − s)−2α−2γe−(u−s)ηds

)p/2

≤ CT sup
0≤u≤T

(∫ u

0

v−2α−2γe−vηdv

)p/2

≤ CT.

We define the Kolmogorov semigroup associated to Eq. (3.1) as follows: ∀φ : H → R measurable
with polynomial growth

Pt[φ](x) = Eφ(Xx
t ).



6 Y. Hu, P.-Y. Madec and A. Richou

Lemma 3.4 (Basic Coupling Estimates). Assume that Hypothesis 1 holds true and that F is
a bounded and Lipschitz function. Then there exist ĉ > 0 and η̂ > 0 such that for all φ : H → R

measurable with polynomial growth (i.e. ∃C, µ > 0 such that ∀x ∈ H, |φ(x)| ≤ C(1 + |x|µ)),
∀x, y ∈ H,

|Pt[φ](x) − Pt[φ](y)| ≤ ĉ(1 + |x|1+µ + |y|1+µ)e−η̂t. (3.4)

We stress the fact that ĉ and η̂ depend on F only through supt≥0 supx∈H |F (t, x)|.
Proof. In the same manner as in the proof of Theorem 2.4 in [3], we obtain, for every x, y ∈ H ,

P(Xx
t 6= Xy

t ) ≤ ĉ(1 + |x|2 + |y|2)e−η̃t.

Hence we obtain, for every x, y ∈ H and φ : H → R measurable and such that ∀x ∈ H , |φ(x)| ≤
C(1 + |x|µ),

|Pt[φ](x) − Pt[φ](y)| ≤
√
E(|φ(Xx

t )− φ(Xy
t )|2)

√
P(Xx

t 6= Xy
t )

≤ C(1 + |x|µ + |y|µ)(1 + |x|+ |y|)e−(η̃/2)t

≤ C(1 + |x|1+µ + |y|1+µ)e−η̂t.

Corollary 3.5. Relation (3.4) can be extended to the case in which F is only bounded
measurable and for all t ≥ 0, there exists a uniformly bounded sequence of Lipschitz functions
in x (Fn(t, ·))n≥1 (i.e. ∀t ≥ 0, ∀n ∈ N, Fn(t, ·) is Lipschitz and supn supt supx |Fn(t, x)| < +∞ )
such that

lim
n

Fn(t, x) = F (t, x), ∀t ≥ 0, ∀x ∈ H.

Clearly in this case in the definition of Pt[φ] the mean value is taken with respect to the new

probability P̂.
Proof. It is enough to show that if Pn is the Kolmogorov semigroup corresponding to equation

(3.1) but with F replaced by Fn, then ∀x ∈ H and ∀t ≥ 0,

P
n
t [φ](x) −→

n→+∞
Pt[φ](x).

See the proof of Corollary 2.5 in [3] for more details.
Remark 3.6. Similarly, if for every t ≥ 0, there exists a uniformly bounded sequence of

Lipschitz functions (Fm,n(t, ·)m∈N,n∈N (i.e. ∀t ≥ 0, ∀n ∈ N, ∀m ∈ N, Fm,n(t, ·) is Lipschitz and
supm supn supt supx |Fm,n(x)| < +∞) such that

lim
n

lim
m

Fm,n(t, x) = F (t, x), ∀t ≥ 0, ∀x ∈ H,

then, if Pm,n is the Kolmogorov semigroup corresponding to equation (3.1) but with F replaced by
Fm,n, we have ∀x ∈ H and ∀t ≥ 0,

lim
n

lim
m

P
m,n
t [φ](x) = Pt[φ](x).
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We will need to apply the lemma above to some functions with particular form.
Lemma 3.7. Let f : H×Ξ∗ → R be continuous in the first variable and Lipschitz in the second

one and ζ, ζ′ : R+ ×H → Ξ∗ be such that for all s ≥ 0, ζ(s, ·) and ζ′(s, ·) are weakly* continuous.
We define

Υ(s, x) =

{
f(x,ζ(s,x))−f(x,ζ′(s,x))

|ζ(s,x)−ζ′(s,x)|2 (ζ(s, x) − ζ′(s, x))∗, if ζ(s, x) 6= ζ′(s, x),

0, if ζ(s, x) = ζ′(s, x).

There exists a uniformly bounded sequence of Lipschitz functions (Υm,n(s, ·))m∈N∗,n∈N∗ (i.e. ∀m ∈
N∗, ∀n ∈ N∗, Υm,n(s, ·) is Lipschitz and supm supn sups supx |Υm,n(s, x)| < ∞) such that

lim
n

lim
m

Υm,n(s, x) = Υ(s, x), ∀s ≥ 0, ∀x ∈ H.

Proof. See the proof of Lemma 3.5 in [3].

3.2. The BSDE. Let us fix T > 0 and let us consider the following BSDE in finite horizon
for an unknown process (Y T,t,x

s , ZT,t,x
s )s∈[t,T ] with values in R× Ξ∗:

Y T,t,x
s = ξT +

∫ T

s

f(Xt,x
r , ZT,t,x

r )dr −
∫ T

s

ZT,t,x
r dWr, ∀s ∈ [t, T ], (3.5)

where (Xt,x
s )s≥0 is the mild solution of (3.1) starting from x at time t ≥ 0. If t = 0, we use the

following standard notations Y T,x
s := Y T,0,x

s and ZT,x
s := ZT,0,x

s .
We will assume the following assumptions.
Hypothesis 2 (Path dependent case). There exist l > 0, µ ≥ 0 such that the function

f : H × Ξ∗ → R and ξT satisfy:
1. F : H → H is a Lipschitz bounded function and belongs to the class G 1,
2. ξT is an H valued random variable FT measurable and there exists µ ≥ 0 such that |ξT | ≤

C(1 + supt≤s≤T |Xx
s |µ),

3. ∀x ∈ H, ∀z, z′ ∈ Ξ∗, |f(x, z)− f(x, z′)| ≤ l|z − z′|,
4. f(·, z) is continuous and ∀x ∈ H, |f(x, 0)| ≤ C(1 + |x|µ).

Lemma 3.8. Assume that Hypotheses 1 and 2 hold true then there exists a unique solution
(Y T,t,x, ZT,t,x) ∈ Lp

P
(Ω,C ([t, T ];R))× Lp

P
(Ω, L2([t, T ]; Ξ∗)) for all p ≥ 2 to the BSDE (3.5).

Proof. See [6], Proposition 4.3.
We recall here the link between solutions of such BSDEs and PDEs which will justify our

probabilistic approach. For this purpose we will consider the following set of Markovian hypotheses.
Note that this set of hypotheses is a particular case of Hypothesis 2.

Hypothesis 3 (Markovian case). There exist l > 0, µ ≥ 0 such that the function f : H×Ξ∗ →
R and ξT satisfy:

1. F : H → H is a Lipschitz bounded function that belongs to the class G 1,
2. ξT = g(Xt,x

T ), where g : H → R is continuous and have polynomial growth: for all x ∈ H,
|g(x)| ≤ C(1 + |x|µ),

3. ∀x ∈ H, ∀z, z′ ∈ Ξ∗, |f(x, z)− f(x, z′)| ≤ l|z − z′|,
4. f(·, z) is continuous and ∀x ∈ H, |f(x, 0)| ≤ C(1 + |x|µ).

We recall the concept of mild solution. We consider the HJB equation
{

∂u(t,x)
∂t + L u(t, x) + f(x,∇u(t, x)G) = 0, ∀(t, x) ∈ R+ ×H,

u(T, x) = g(x), ∀x ∈ H,
(3.6)
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where L u(t, x) = 1
2 Tr(GG∗∇2u(t, x))+〈Ax+F (x),∇u(t, x)〉. We can define the semigroup (Pt)t≥0

corresponding to X by the formula Pt[φ](x) = Eφ(Xx
t ) for all measurable functions φ : H → R

having polynomial growth, and we notice that L is the formal generator of Pt. We give the
definition of a mild solution of equation (3.6):

Definition 3.9. We say that a continuous function u : [0, T ]×H → R is a mild solution of
the HJB equation (3.6) if the following conditions hold:

1. u ∈ G 0,1([0, T ]×H,R);

2. There exist some constant C > 0 and some real function k satisfying
∫ T

0 k(t)dt < +∞ such
that for all x ∈ H, h ∈ H, t ∈ [0, T ) we have

|u(t, x)| ≤ C(1 + |x|C), |∇u(t, x)h| ≤ C|h|k(t)(1 + |x|C);

3. the following equality holds:

u(t, x) = PT−t[g](x) +

∫ T

t

Ps−t[f(·,∇u(t, ·)G)](x)ds, ∀t ∈ [0, T ], ∀x ∈ H.

Lemma 3.10. Assume that Hypotheses 1 and 3 hold true, then there exists a unique mild
solution u of the HJB equation (3.6) given by the formula

uT (t, x) = Y T,t,x
t .

Proof. See Theorem 4.2 in [5].
Remark 3.11. By the following change of time: ũT (t, x) := uT (T − t, x), we remark that

ũT (t, x) is the unique mild solution of (1.1). Now, remark that ũT (T, x) = uT (0, x) = Y T,0,x
0 =

Y T,x
0 , therefore the large time behaviour of Y T,x

0 is the same as that of the solution of equation
(1.1).

3.3. The EBSDE. Let us consider the following ergodic BSDE for an unknown process
(Y x

t , Zx
t , λ)t≥0 with values in R× Ξ∗ × R:

Y x
t = Y x

T +

∫ T

t

(f(Xx
s , Z

x
s )− λ)ds−

∫ T

t

Zx
s dWs, ∀0 ≤ t ≤ T < +∞. (3.7)

Hypothesis 4. There exist l > 0, µ ≥ 0 such that the functions F : H → H and f : H×Ξ∗ → R

satisfy:
1. F : H → H is a Lipschitz bounded function and belongs to the class G 1,
2. ∀x ∈ H, ∀z, z′ ∈ Ξ∗, |f(x, z)− f(x, z′)| ≤ l|z − z′|,
3. f(·, z) is continuous and ∀x ∈ H, |f(x, 0)| ≤ C(1 + |x|µ).

Lemma 3.12 (Existence). Assume that Hypotheses 1 and 4 hold true then there exists a
solution (Y x, Zx, λ) ∈ L2

P,loc(Ω,C ([0,∞[;R))×L2
P,loc(Ω, L

2([0,∞[; Ξ∗))×R, to the EBSDE (3.7).

Moreover there exists v : H → R of class G 1 such that, for all x, x′ ∈ H, for all t ≥ 0:

Y x
t = v(Xx

t ) and Zx
t = ∇v(Xx

t )G,

v(0) = 0,

|v(x) − v(x′)| ≤ C(1 + |x|1+µ + |x′|1+µ),

|∇v(x)| ≤ C(1 + |x|1+µ).
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Proof. This can be proved in the same way as in [3], the only difference coming from the
polynomial growth of f(x, 0).

Remark 3.13. We stress the fact that the method used for the construction of a solution
to the EBSDE requires the generator f to have the following invariance property: ∀(x, y, z) ∈
H×R×Ξ∗, ∀c ∈ R, f(x, y+c, z) = f(x, y, z) as well as to have ∀x, y1, y2, z ∈ H×R2×Ξ∗, 〈f(x, y1, z)−
f(x, y2, z), y1 − y2〉 ≤ 0. The first condition is equivalent to the fact that f does not depend on y
which implies the second one.

Lemma 3.14 (Uniqueness). The solution (Y x, Zx, λ) of previous lemma is unique in the class
of solutions (Y, Z, λ) such that Y = v(Xx), |v(x)| ≤ C(1 + |x|p) for some p ≥ 0, v(0) = 0,
Z ∈ L2

P,loc(Ω, L
2([0,∞); Ξ∗)), and Z = ζ(Xx) where ζ : H → Ξ∗ is continuous for the weak*

topology.
Proof. We give a simpler proof than that in [3]. Indeed, let us consider two solutions (Y 1 =

v1(Xx), Z1 = ζ1(Xx), λ1) and (Y 2 = v2(Xx), Z2 = ζ2(Xx), λ2). From Theorem 3.10 in [3], we get
λ1 = λ2. Then, we have

v1(x) − v2(x) = v1(Xx
T )− v2(Xx

T ) +

∫ T

0

(f(Xx
s , Z

1
s )− f(Xx

s , Z
2
s ))ds−

∫ T

t

(Z1
s − Z2

s )dWs

= v1(Xx
T )− v2(Xx

T ) +

∫ T

0

(Z1
s − Z2

s )
(f(Xx

s , Z
1
s )− f(Xx

s , Z
2
s ))(Z

1
s − Z2

s )
∗

|Z1
s − Z2

s |2
ds

−
∫ T

0

(Z1
s − Z2

s )dWs.

Now we define

β(x) =

{
(f(x,ζ1(x))−f(x,ζ2(x)))(ζ1(x)−ζ2(x))∗

|ζ1(x)−ζ2(x)|2 , if ζ1(x) − ζ2(x) 6= 0

0, otherwise.

As β(Xx
s ) is measurable and bounded, one can apply Girsanov’s theorem to deduce the existence

of a new probability QT under which W̃t = Wt −
∫ t

0
βsds, 0 ≤ s ≤ T is a Wiener process. Then

v1(x)− v2(x) = EQT

[v1(Xx
T )− v2(Xx

T )]

= PT [v
1 − v2](x)

where Pt is the Kolmogorov semigroup associated to the following SDE
{

dUx
t = AUx

t dt+ F (Ux
t )dt+Gβ(Ux

t )dt+GdWt, t ≥ 0,
Ux
0 = x.

Now, remark that β satisfies hypotheses of Lemma 3.7, therefore by Remark 3.6,

|(v1 − v2)(x) − ((v1 − v2)(0))| =
∣∣PT [v

1 − v2](x)− PT [v
1 − v2](0)

∣∣
≤ C(1 + |x|p+1)e−η̂T .

Then, letting T → +∞ and noting that (v1 − v2)(0) = 0 leads us to

v1(x) = v2(x), ∀x ∈ H.
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An Itô’s formula applied to |Y 1
t − Y 2

t |2 is enough to show that for all T > 0

E

∫ T

0

|Z1
s − Z2

s |2ds = 0,

which concludes the proof of uniqueness.
Similarly to the case of BSDE, we recall the link between solutions of such EBSDEs and ergodic

HJB equations. We consider the following ergodic HJB equation for an unknown pair (v(·), λ),

L v(x) + f(x,∇v(x)G) − λ = 0, ∀x ∈ H. (3.8)

Since we are dealing with an elliptic equation it is natural to consider (v, λ) as mild solution of
equation (3.8) if and only if, for arbitrary time T > 0, v(x) coincides with the mild solution u(t, x)
of the corresponding parabolic equation having v as a terminal condition:

{
∂u(t,x)

∂t + L u(t, x) + f(x,∇u(t, x)G) − λ = 0, ∀t ∈ [0, T ], ∀x ∈ H,
u(T, x) = v(x), ∀x ∈ H.

Thus we are led to the following definition:
Definition 3.15. A pair (v, λ), (v : H → R and λ ∈ R) is a mild solution of the HJB equation

(3.8) if the following are satisfied:
1. v ∈ G 1(H,R);
2. there exists C > 0 such that |∇v(x)| ≤ C(1 + |x|C) for every x ∈ H;
3. for all 0 ≤ t ≤ T and x ∈ H,

v(x) = PT−t[v](x) +

∫ T

t

(Ps−t[f(·,∇v(·)G)](x) − λ)ds.

We recall the following result.
Lemma 3.16. Assume that Hypotheses 1 and 4 hold true. Then equation (3.8) admits a unique

mild solution which is the pair (v, λ) defined in Lemma 3.12.
Proof. See Theorem 4.1 in [3].

4. Large time behaviour. We recall that (Y T,x
s , ZT,x

s )s≥0 denotes the solution of the finite
horizon BSDE (3.5) with t = 0 and that (Y x

s , Zx
s , λ) denotes the solution of the EBSDE (3.7).

4.1. First behaviour: path dependent framework and Markovian framework. The-
orem 4.1. Assume that Hypotheses 1 and 2 hold true (path dependent case). Then, ∀T > 0,
∀n ∈ N∗:

∣∣∣∣∣
Y T,x
0

T
− λ

∣∣∣∣∣ ≤
Cn(1 + T 1/n)(1 + |x|1+µ)

T
. (4.1)

In particular,

Y T,x
0

T
−→

T→+∞
λ,

uniformly in any bounded set of H.



Prob. approach to large time behaviour of HJB eq. 11

Assume that Hypotheses 1 and 3 hold true (Markovian case). Then, ∀T > 0:
∣∣∣∣∣
Y T,x
0

T
− λ

∣∣∣∣∣ ≤
C(1 + |x|1+µ)

T
, (4.2)

i.e.
∣∣∣∣
u(T, x)

T
− λ

∣∣∣∣ ≤
C(1 + |x|1+µ)

T
, (4.3)

where u is the mild solution of (1.1). In particular,

u(T, x)

T
=

Y T,x
0

T
−→

T→+∞
λ,

uniformly in any bounded set of H.
Proof. First we treat the path dependent case, that is, when Hypotheses 1 and 2 hold true. For

all x ∈ H , T > 0:
∣∣∣∣∣
Y T,x
0

T
− λ

∣∣∣∣∣ ≤
∣∣∣∣∣
Y T,x
0 − Y x

0 − λT

T

∣∣∣∣∣+
∣∣∣∣
Y x
0

T

∣∣∣∣ .

We have:

Y T,x
0 − Y x

0 − λT = ξT − v(Xx
T ) +

∫ T

0

(f(Xx
s , Z

T,x
s )− f(Xx

s , Z
x
s ))ds−

∫ T

0

(ZT,x
s − Zx

s )dWs

= ξT − v(Xx
T ) +

∫ T

0

(ZT,x
s − Zs)β

T
s ds−

∫ T

0

(ZT,x
s − Zs)dWs,

where for all s ∈ [0, T ]

βT
s =

{
(f(Xx

s ,ZT,x
s )−f(Xx

s ,Zx
s ))(Z

T,x
s −Zx

s )
∗

|ZT,x
s −Zx

s |2
, if ZT,x

s − Zx
s 6= 0

0, otherwise.

The process βT
s is progressively measurable and bounded by l therefore we can apply Girsanov’s

Theorem to obtain that there exists a probability measure QT under which W̃T
t = −

∫ t

0 β
T
s ds+Wt,

0 ≤ t ≤ T is a Wiener process. We recall that if we define

MT = exp

(∫ T

0

βT
s dWs −

1

2

∫ T

0

|βT
s |2Ξds

)
,

the following formula holds: dQT = MTdP.
Taking the expectation with respect to QT we get

Y T,x
0 − Y x

0 − λT = EQT

(ξT − v(Xx
T )). (4.4)

Hence we have
∣∣∣∣∣
Y T,x
0 − Y x

0 − λT

T

∣∣∣∣∣ ≤ C
1 + EQT

[sup0≤t≤T |Xx
t |µ]

T
+ C

1 + EQT (|Xx
T |1+µ

)

T
.
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The process (Xx
t )t≥0 is the mild solution of

{
dXx

t = AXx
t dt+ F (Xx

t )dt+GβT
t dt+GdW̃T

t , t ∈ [0, T ],
Xx

0 = x.

Thus, by Jensen’s inequality and the estimate (3.3), there exists a constant Cn which does not
depend on time such that

EQT

[ sup
0≤t≤T

|Xx
t |µ] ≤ (EQT

[ sup
0≤t≤T

|Xx
t |nµ])1/n ≤ Cn(1 + T 1/n)(1 + |x|µ),

and by Lemma 3.3,

EQT

(|Xx
T |1+µ) ≤ C(1 + |x|1+µ),

which allows us to obtain
∣∣∣∣∣
Y T,x
0 − Y x

0 − λT

T

∣∣∣∣∣ ≤
Cn(1 + T 1/n)(1 + |x|1+µ)

T
.

Finally we note that

∣∣∣∣
Y x
0

T

∣∣∣∣ ≤
C(1 + |x|1+µ)

T
,

which gives the result for the path dependent case.
Now we treat the Markovian case: by equality (4.4), we obtain

Y T,x
0 − Y x

0 − λT = EQT

(g(Xx
T )− v(Xx

T )). (4.5)

Therefore, since |g(x)− v(x)| ≤ C(1 + |x|1+µ),

∣∣∣∣∣
Y T,x
0 − Y x

0 − λT

T

∣∣∣∣∣ ≤ C
1 + EQT (|Xx

T |1+µ
)

T
≤ C

1 + |x|1+µ

T
,

which gives the result.
Remark 4.2. If G is possibly degenerate, Theorem 4.1 remains true under additional assump-

tions that f is locally Lipschitz in x (i.e. ∃µ ≥ 0, ∀x, x′ ∈ H, ∀z ∈ Ξ∗, |f(x, z) − f(x′, z)| ≤
C(1+ |x|µ + |x′|µ)|x− x′|) and that A+F is dissipative. In this case, we have existence of solution
to the EBSDE and λ is unique from [4].

4.2. Second behaviour and third behaviour: Markovian framework. In this section,
we introduce a new set of hypothesis without loss of generality. Note that it is the same as Hy-
pothesis 3 but with F ≡ 0. However we write it again for reader’s convenience.

Hypothesis 5 (Markovian case, F ≡ 0). There exist l > 0, µ ≥ 0 such that the function
f : H × Ξ∗ → R and ξT satisfy:

1. F ≡ 0,
2. ξT = g(Xx

T ), where g : H → R is continuous and have polynomial growth: for all x ∈ H,
|g(x)| ≤ C(1 + |x|µ),
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3. ∀x ∈ H, ∀z, z′ ∈ Ξ∗, |f(x, z)− f(x, z′)| ≤ l|z − z′|,
4. f(·, z) is continuous and of polynomial growth, i.e. ∀x ∈ H, |f(x, 0)| ≤ C(1 + |x|µ).

Remark 4.3. Note that setting F ≡ 0 is not restrictive. Indeed let us recall that the purpose
of this paper is to study the large time behaviour of the mild solution of

{
∂u(t,x)

∂t = L u(t, x) + f(x,∇u(t, x)G), ∀(t, x) ∈ R+ ×H,
u(0, x) = g(x), ∀x ∈ H.

Now remark that

〈Ax + F (x),∇u(t, x)〉 + f(x,∇u(t, x)G) = 〈Ax,∇u(t, x)〉 + f̃(x,∇u(t, x)G),

where f̃(x, z) = f(x, z) + 〈F (x), zG−1〉 is a continuous function in x with polynomial growth in x
and Lipschitz in z. Therefore, under our assumptions, we can always consider the case F ≡ 0 by
replacing f by f̃ if necessary.

Theorem 4.4. Assume that Hypotheses 1 and 5 hold true. Then there exists L ∈ R such that,

∀x ∈ H, Y T,x
0 − λT − Y x

0 −→
T→+∞

L,

i.e.

∀x ∈ H, u(T, x)− λT − v(x) −→
T→+∞

L,

where u is the mild solution of (1.1).
Furthermore the following rate of convergence holds

|Y T,x
0 − λT − Y x

0 − L| ≤ C(1 + |x|2+µ)e−η̂T ,

i.e.

|u(T, x)− λT − v(x) − L| ≤ C(1 + |x|2+µ)e−η̂T ,

where u is the mild solution of (1.1).
Proof. Let us start by defining

uT (t, x) := Y T,t,x
t

wT (t, x) := uT (t, x)− λ(T − t)− v(x).

We recall that Y T,t,x
s = uT (s,X

t,x
s ) and that Y x

s = v(Xx
s ), where v is defined in Lemma 3.7. We

recall that for all T, S ≥ 0, uT is the unique mild solution of

{
∂uT (t,x)

∂t + L uT (t, x) + f(x,∇uT (t, x)G) = 0, ∀(t, x) ∈ [0, T ]×H,
uT (T, x) = g(x), ∀x ∈ H,

and that uT+S is the unique mild solution of

{
∂uT+S(t,x)

∂t + L uT+S(t, x) + f(x,∇uT+S(t, x)G) = 0, ∀(t, x) ∈ [0, T + S]×H,
uT+S(T + S, x) = g(x), ∀x ∈ H.
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This implies that uT (0, x) = uT+S(S, x), for all x ∈ H , and then,

wT (0, x) = wT+S(S, x). (4.6)

We will need some estimates on wT given in the following lemma.
Lemma 4.5. Under the hypotheses of Theorem 4.4, ∃C > 0, ∀x, y ∈ H, ∀T > 0, ∀0 < T ′ ≤ T ,

∃CT ′ > 0,

|wT (0, x)| ≤ C(1 + |x|1+µ),

|∇xwT (0, x)| ≤
CT ′√
T ′

(1 + |x|1+µ),

|wT (0, x)− wT (0, y)| ≤ C(1 + |x|2+µ + |y|2+µ)e−η̂T .

We stress the fact that C depends only on η, M , γ, G, µ, supx∈H
|g(x)|
1+|x|µ , supx∈H

|f(x)|
1+|x|µ and l and

C′
T depends on same parameters as C and T ′.

Proof. [Proof of Lemma 4.5 ] The first inequality of the lemma is a direct application of estimate
in Theorem 4.1. Indeed, ∀x ∈ H, ∀T > 0,

|wT (0, x)| = |uT (0, x)− λT − v(x)|
= |Y T,x

0 − Y x
0 − λT |

≤ C(1 + |x|1+µ). (4.7)

Now, let us establish the gradient estimate. The process (wT (s,X
t,x
s ))t≤s≤T satisfies the fol-

lowing equation, for all t ≤ s ≤ T ,

wT (s,X
t,x
s ) = wT (T,X

t,x
T ) +

∫ T

s

(f(Xt,x
r , ZT,t,x

r )− f(Xt,x
r , Zt,x

r ))dr

−
∫ T

s

(ZT,t,x
r − Zt,x

r )dWr.

Now remark that for all t ≤ T and t ≤ s ≤ T ′ ≤ T we have

wT (s,X
t,x
s ) = wT (T

′, Xt,x
T ′ ) +

∫ T ′

s

(f(Xt,x
r , ZT,t,x

r )− f(Xt,x
r , Zt,x

r ))dr

−
∫ T ′

s

(ZT,t,x
r − Zt,x

r )dWr

= wT−T ′(0, Xt,x
T ′ ) +

∫ T ′

s

(f(Xt,x
r , ZT,t,x

r − Zt,x
r + Zt,x

r )− f(Xt,x
r , Zt,x

r ))dr

−
∫ T ′

t

(ZT,t,x
r − Zt,x

r )dWr ,

where we have used equality (4.6) for the second equality.
We also recall that (see [5] Theorem 4.2 and [3] Theorem 3.8), ∀x ∈ H, ∀s ∈ [t, T [,

ZT,t,x
s = ∇xuT (s,X

t,x
s )G, and Zt,x

s = ∇xv(X
t,x
s )G.
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Then we easily obtain that

ZT,t,x
r − Zt,x

r = ∇xwT (r,X
t,x
r )G.

Thus, applying the Bismut-Elworthy formula (see [5], Theorem 4.2), we get ∀x, h ∈ H , ∀t < T ,

∇xwT (t, x)h = E

∫ T ′

t

[f
(
Xt,x

s ,∇xwT (s,X
t,x
s )G+ Zt,x

s

)
− f

(
Xt,x

s , Zt,x
s

)
]Uh(s, t, x)ds

+ E
[
[wT−T ′(0, Xt,x

T ′ )]U
h(T ′, t, x)

]
,

where, ∀0 ≤ s ≤ T , ∀x ∈ H ,

Uh(s, t, x) =
1

s− t

∫ s

t

〈G−1∇xX
t,x
u h, dWu〉.

Let us recall that

∇xX
t,x
s h = e(s−t)Ah,

then,

E|Uh(s, t, x)|2 =
1

|s− t|2
∫ s

t

|G−1∇xX
t,x
u h|2du ≤ C|h|2

s− t
,

where C is independent of t, s and x.
Thus we get,∀x, h ∈ H , ∀t < T , using inequality (4.7),

|∇xwT (t, x)h| ≤ C

∫ T ′

t

√
E(|∇xwT (s,X

t,x
s )|2)|h|

√
s− t

ds+ C
(1 + |x|1+µ)|h|√

T ′ − t
.

We define

ϕ(t) = sup
x∈H

|∇xwT (t, x)|
(1 + |x|1+µ)

,

and we remark that ϕ(t) is well defined for all t < T . Indeed ∇xwT (t, x) = ∇xuT (t, x)−∇xv(x) and
we have |∇xuT (t, x)| ≤ CT (T−t)−1/2(1+|x|µ) (see Theorem 4.2 in [6]) and |∇xv(x)| ≤ C(1+|x|1+µ)
(by Lemma 3.12). Then we obtain

|∇xwT (t, x)h| ≤ C

∫ T ′

t

ϕ(s)√
s− t

√
E((1 + |Xt,x

s |1+µ)2)|h|ds+ C
(1 + |x|1+µ)|h|√

T ′ − t

which leads to

|∇xwT (t, x)h|
(1 + |x|1+µ)

≤ C|h|
(∫ T ′

t

ϕ(s)√
s− t

ds+
1√

T ′ − t

)
.

Taking the supremum over h such that |h| = 1 and x ∈ H , we have

ϕ(t) ≤ C

∫ T ′

t

ϕ(s)√
s− t

ds+
C√
T ′ − t

.
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Now remark that we can rewrite the above inequality as follows:

ϕ(T ′ − t) ≤ C

∫ t

0

ϕ(T ′ − s)√
t− s

ds+
C√
t
,

then by Lemma 7.1.1 in [8] we get

ϕ(T ′ − t) ≤ C√
t
+ Cθ

∫ t

0

E′(θ(t− s))
1√
s
ds,

where

θ = (CΓ(1/2))2, and E(z) =

∞∑

0

zn/2

Γ(n/2 + 1)
.

Therefore, taking t = T ′ leads us to

ϕ(0) ≤ C√
T ′

+ Cθ

∫ T ′

0

E′(θ(T ′ − s))
1√
s
ds

which implies

|∇xwT (0, x)| ≤ CT ′(1 + |x|1+µ)
1 +

√
T ′

√
T ′

.

For the third inequality of Lemma 4.5, we have in the same way as for equation (4.5), ∀x ∈ H ,
∀T > 0,

wT (0, x) = EQT

(g(Xx
T )− v(Xx

T ))

= PT [g − v](x),

where Pt is the Kolmogorov semigroup associated to the following SDE

dUx
t = [AUx

t +GβT (t, Ux
t )]dt+GdWt, Ux

0 = x, t ≥ 0,

and where βT (t, x) =




(f(x,∇uT (t,x)G)−f(x,∇v(x)G))(∇uT (t,x)G−∇v(x)G)∗

|(∇uT (t,x)−∇v(x))G|2 1t<T

+ (f(x,∇uT (T,x)G)−f(x,∇v(x)G))(∇uT (T,x)G−∇v(x)G)∗

|(∇uT (T,x)−∇v(x))G|2 1t≥T if ∇uT (t, x)−∇v(x) 6= 0,

0 , otherwise.

Therefore, ∀x ∈ H , ∀T > 0 we can write

|wT (0, x)− wT (0, y)| = |PT [g − v](x)− PT [g − v](y)|.

Then, as βT is uniformly bounded in t and x, by Lemma 3.7, and thanks to Remark 3.6 we obtain,
since (g(·)− v(·)) has polynomial growth of order 1 + µ:

|wT (0, x)− wT (0, y)| ≤ C(1 + |x|2+µ + |y|2+µ)e−η̂T , (4.8)
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which conclude the proof of the lemma. Now, let us come back to the proof of the theorem. The
first estimate of Lemma 4.5 allows us to construct, by a diagonal procedure, a sequence (Ti)i ր +∞
such that for a function w : D → R defined on a countable dense subset D of H , the following holds

∀x ∈ D, lim
i→+∞

wTi
(0, x) = w(x).

Then we fix T ′ > 0 and, by second estimate of Lemma 4.5, we obtain that for every x, y ∈ H , for
every T ≥ T ′,

|wT (0, x)− wT (0, y)| ≤
CT ′√
T ′

(1 + |x|1+µ + |y|1+µ)|x − y|.

By using this last inequality it is possible to extend w to the whole H . Indeed if x /∈ D then there
exists (xp)p∈N ∈ DN such that xp → x. Thus if we set w(x) := limp→+∞ w(xp), it is easy to check
that wT (0, x) −→

T→+∞
w(x) for any x ∈ H .

Now, let us show that w : H → R is a constant function. We have, by the third inequality of
Lemma 4.5, for all x, y ∈ H and T > 0,

|wT (0, x)− wT (0, y)| ≤ C(1 + |x|2+µ + |y|2+µ)e−η̂T .

Applying the previous inequality with T = Ti and taking the limit in i shows us that x 7→ w(x)
is a constant function, namely there exists L1 ∈ R (independent of x) such that: ∀x ∈ H ,

lim
i
wTi

(0, x) = L1.

We remark that for any compact subset K of H ,
{
wT (0, ·)|K ;T > 1

}
is a relatively com-

pact subspace of the space of continuous functions K → R for the uniform distance (denoted by
(C (K,R), || · ||K,∞) thanks to the two first inequalities of Lemma 4.5. Note now that L1 is an accu-
mulation point of

{
wT (0, ·)|K ;T > 1

}
since wTi

(·) converges uniformly toward L1 on any compact
subset of H by the second inequality of Lemma 4.5.

Therefore, if we show that for every compact subset K of H ,
{
wT (0, ·)|K ;T > 1

}
admits only

one accumulation point (independently of K), it will imply that for all K compact subset of H , for
all x ∈ K

lim
T→+∞

wT (0, x) = L1,

or, in other words, for all x ∈ H ,

lim
T→+∞

wT (0, x) = L1.

Now we claim that the accumulation point is unique. Let us assume that there exists another
subsequence (T ′

i )i∈N ր +∞ and w∞,K(·) ∈ C (K,R)such that

‖ wT ′

i
(0, ·)− w∞,K(·) ‖K,∞ −→

i→+∞
0.

Then, by the third inequality of Lemma 4.5, there exists L2,K such that ∀x ∈ K, w∞,K(x) = L2,K .
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Let us write, ∀x ∈ H , ∀T, S > 0:

wT+S(0, x) = Y T+S,x
0 − λ(T + S)− Y x

0

= Y T+S,x
S − λT − Y x

S +

∫ S

0

(f(Xx
r , Z

T+S,x
r )− f(Xx

r , Z
x
r ))dr

−
∫ S

0

(ZT+S,x
r − Zx

r )dWr

= Y T+S,x
S − λT − Y x

S +

∫ S

0

(ZT+S,x
r − Zx

r )dW̃
T,S
r ,

with

W̃T,S
t = −

∫ t

0

βT,S(s,Xx
s )ds+Wt, ∀t ∈ [0, S]

and where βT,S(t, x) =




(f(x,∇uT+S(t,x)G)−f(x,∇v(x)G))((∇uT+S(t,x)−∇v(x))G)∗

|(∇uT+S(t,x)−∇v(x))G|2 1t≤S ,

+
(f(x,∇uT+S(S,x)G)−f(x,∇v(x)G))((∇uT+S(S,x)−∇v(x))G)∗

|(∇uT+S(S,x)−∇v(x))G|2 1t>S if ∇uT+S(t, x)−∇v(x) 6= 0

0, otherwise.

Taking the expectation with respect to the probability QT,S under which WT,S is a Brownian
motion we get (using equality (4.6) for the third equality):

wT+S(0, x) = EQT,S

(Y T+S,x
S − λT − Y x

S )

= EQT,S

(wT+S(S,X
x
S))

= EQT,S

(wT (0, X
x
S))

= PS [wT (0, ·)](x), (4.9)

where Pt is the Kolmogorov semigroup of the following SDE defined ∀t ∈ R+:

dUx
t = [AUx

t +GβT,S(t, Ux
t )]dt+GdWt, Ux

0 = x.

This implies, substituting T by T ′
i and S by Ti − T ′

i , (up to a subsequence for (Ti)i∈N such that
Ti > T ′

i ), for all x ∈ H ,

wTi
(0, x) = PTi−T ′

i
[wT ′

i
(0, ·)](x).

We recall that limi wTi
(0, x) = L1 and we will show that the second term converges toward L2,K

when x ∈ K. We have, for all x ∈ K,

|PTi−T ′

i
[wT ′

i
(0, ·)](x)− L2,K | ≤ |PTi−T ′

i
[wT ′

i
(0, ·)](x)− wT ′

i
(0, x)|+ |wT ′

i
(0, x)− L2,K |

We recall that |wT ′

i
(0, x)−L2,K| −→

i→+∞
0. Furthermore, if we denote by Ux,m,n the mild solution of

dUx,m,n
t = [AUx,m,n

t +GβT,S
m,n(t, U

x,m,n
t )]dt+GdWt, Ux,m,n

0 = x,
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where (βT,S
m,n)m∈N∗,n∈N∗ is the sequence of functions obtained by Lemma 3.7, then we have

|PTi−T ′

i
[wT ′

i
(0, ·)](x) − wT ′

i
(0, x)| = | lim

n
lim
m

E(wT ′

i
(0, Ux,m,n

Ti−T ′

i
))− wT ′

i
(0, x)|

≤ lim
n

lim
m

|E(wT ′

i
(0, Ux,m,n

Ti−T ′

i
))− wT ′

i
(0, x)|

≤ lim
n

lim
m

E|wT ′

i
(0, Ux,m,n

Ti−T ′

i
)− wT ′

i
(0, x)|

≤ lim
n

lim
m

E[C(1 + |Ux,m,n
Ti−T ′

i
|2+µ + |x|2+µ)e−η̂T ′

i ]

≤ C(1 + |x|2+µ)e−η̂T ′

i

where the third line is obtained thanks to the third inequality of Lemma 4.5. Therefore, letting
i → +∞ shows us that for all x ∈ K,

PTi−T ′

i
[wT ′

i
(0, ·)](x) −→ L2,K .

Thus, for any compact subset K of H , L1 = L2,K , which as mentioned before, implies that for all
x ∈ H ,

lim
T→+∞

wT (0, x) = L1.

Finally we prove that this convergence holds with an explicit rate of convergence. Let us write,
∀x ∈ H, ∀T > 0,

|wT (0, x)− L| = lim
V →+∞

|wT (0, x)− wV (0, x)|

= lim
V →+∞

|wT (0, x)− PV−T [wT (0, ·)](x)|

thanks to equality (4.9), where Pt is Kolmogorov semigroup associated to the following SDE defined
∀t ∈ R+:

dUx
t = [AUx

t + βT,V −T (t, Ux
t )]dt+GdWt, U0 = x.

Now, if we denote by Ux,m,n the mild solution of the following SDE, ∀t ≥ 0,

dUx,m,n
t = [AUx,m,n

t +GβT,V −T
m,n (t, Ux

t )]dt+GdWt, Ux,m,n
0 = x,

where (βT,V −T
m,n )m∈N∗,n∈N∗ is the sequence of functions obtained by lemma 3.7, then we have,

|wT (0, x)− L| = lim
V→+∞

|wT (0, x)− lim
n→+∞

lim
m→+∞

E(wT (0, U
x,m,n
V−T ))|

≤ lim
V→+∞

lim
n→+∞

lim
m→+∞

CE(1 + |x|2+µ + |Ux,m,n
V−T |2+µ)e−η̂T

≤ C(1 + |x|2+µ)e−η̂T

thanks to the third estimate in Lemma 4.5.
Remark 4.6. By the third inequality of Lemma 4.5, we have

|Y T,x
0 − Y T,0

0 − (Y x
0 − Y 0

0 )| ≤ C(1 + |x|2+µ)e−η̂T ,

i.e.

|u(T, x)− u(T, 0)− (v(x) − v(0))| ≤ C(1 + |x|2+µ)e−η̂T ,

which provides possibly an efficient approximation for Y x
0 and v(x).
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5. Application to an ergodic control problem. In this section, we show how we can apply
our results to an ergodic control problem. In this section we will still assume that Hypothesis 1
hold true and that F is Lipschitz and bounded and belong to the class G 1. Let U be a separable
metric space. We define a control a as an (Ft)-predictable U -valued process. We will assume the
following

Hypothesis 6. The functions R : U → H, L : H × U → R and g0 : H → R are measurable
and satisfy, for some constants c > 0, C > 0 and µ,

1. |R(a)| ≤ c, for all a ∈ U ;
2. L(·, a) is continuous in x uniformly with respect to a ∈ U ; furthermore |L(x, a)| ≤ C(1 +

|x|µ) for all x ∈ H and all a ∈ U ;
3. g0(·) is continuous and |g0(x)| ≤ C(1 + |x|µ) for all x ∈ H.

We denote by (Xx
t )t≥0 the solution of (3.1). Given an arbitrary control a and T > 0, we

introduce the Girsanov density

ρx,aT = exp

(∫ T

0

G−1R(as)dWs −
1

2

∫ T

0

|G−1R(as)|2Ξds
)

and the probability Pa
T = ρaTP on FT . We introduce two costs. The first one is the cost in finite

horizon:

JT (x, a) := Ea,T

∫ T

0

L(Xx
s , as)ds+ Ea,T g0(X

x
T ),

where Ea,T denotes the expectation with respect to Pa
T . The associated optimal control problem is

to minimize the cost JT (x, a) over all controls aT : Ω× [0, T ] → U , progressively measurable.
The second one is called the ergodic cost and is the time averaged finite horizon cost:

J(x, a) := lim sup
T→+∞

1

T
Ea,T

∫ T

0

L(Xx
s , as)ds.

The associated optimal control problem is to minimize the cost J(x, a) over all controls a : Ω ×
[0,+∞[→ U , progressively measurable.

We notice that W a
t = Wt −

∫ t

0 G−1R(as)ds is a Wiener process on [0, T ] under Pa
T and that

dXx
t = (AXx

t + F (Xx
t ) +R(at))dt+GdW a

t , t ∈ [0, T ],

and this justifies our formulation of the control problem.
We want to show how our results can be applied to such an optimisation problem to get an

asymptotic expansion of the finite horizon cost involving the ergodic cost.
To apply our results, we first define the Hamiltonian in the usual way

f0(x, z) = inf
a∈U

{
L(x, a) + zG−1R(a)

}
, (5.1)

and we remark that, if for all x, z, the infimum is atttained in (5.1) then by the Filippov Theorem,
see [10], there exists a measurable function γ : H × Ξ∗ → U such that

f0(x, z) = L(x, γ(x, z)) + zG−1R(γ(x, z)).
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Lemma 5.1. Under the above assumptions, the Hamiltonian f0 satisfies assumptions on f in
hypotheses 2, 3, 4 or 5.

Proof. See Lemma 5.2 in [6].
We recall the following results about finite horizon cost:
Lemma 5.2. Assume that Hypotheses 1 and 6 hold true and that F is Lipschitz bounded and

belong to the class G 1, then for arbitrary control a,

JT (x, a) ≥ u(T, x),

where u(t, x) is the mild solution of

{
∂u(t,x)

∂t = L u(t, x) + f0(x,∇u(t, x)G), ∀(t, x) ∈ R+ ×H,
u(0, x) = g0(x), ∀x ∈ H.

Furthermore, if for all x, z the infimum is attained in (5.1) then we have the equality:

JT (x, aT ) = u(T, x),

where aTt = γ(Xx,aT

t ,∇u(t,Xx,aT

t )G).
Proof. See Theorem 5.3 in [5].
Similarly, for the ergodic cost we have the following result.
Lemma 5.3. Assume that Hypotheses 1 and 6 hold true and that F is Lipschitz bounded and

belong to the class G 1, then for arbitrary control a,

J(x, a) ≥ λ,

where (v, λ) is the mild solution of

L v(x) + f0(x,∇v(x)G) − λ = 0, ∀x ∈ H.

Furthermore, if for all x, z the infimum is attained in (5.1) then we have the equality:

J(x, a) = λ,

where at = γ(Xx,a
t ,∇v(Xx,a

t )G).
Finally, we apply our result to obtain the following theorem.
Theorem 5.4. Assume that Hypotheses 1 and 6 hold true and that F is Lipschitz bounded and

belong to the class G 1. For any control a we have

lim inf
T→+∞

JT (x, a)

T
≥ λ.

Furthermore, if the infimum is attained in (5.1) then

JT (x, aT ) ∽

T→+∞
J(x, a)T + v(x) + L.

Proof. The proof is a straightforward consequence of the two previous lemmas above and of
Theorem 4.4.
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