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#### Abstract

We investigate the fast relaxation of internal energy in nonequilibrium gas models derived from the kinetic theory of gases. We establish uniform a priori estimates and existence theorems for symmetric hyperbolic-parabolic systems of partial differential equations with small second order terms and stiff sources. We prove local in time error estimates between the out of equilibrium solution and the one-temperature equilibrium fluid solution for well prepared data and justify the apparition of volume viscosity terms.


## 1 Introduction

The kinetic theory of polyatomic gases shows that the volume viscosity coefficient is related to the time required for the internal and translational temperatures to come to equilibrium $[6,16,35,36,3,4,5]$. We establish in this paper local in time error estimates between the solution of an out of equilibrium two-temperature model and the solution of a one-temperature equilibrium model-including volume viscosity terms - when the relaxation time goes to zero.

The system of partial differential equations modeling fluids out of thermodynamic equilibrium as derived from the kinetic theory of gases is first summarized $[3,4]$. This system and its symmetrizability properties have been investigated in our previous work [25]. The symmetrizing normal variable w of the out of equilibrium model is taken in the form

$$
\begin{equation*}
\mathrm{w}=\left(\rho, \boldsymbol{v}, \frac{1}{T_{\mathrm{tr}}}-\frac{1}{T_{\mathrm{in}}},-\frac{1}{T}\right)^{t}, \tag{1.1}
\end{equation*}
$$

where $\rho$ denotes the gas density, $\boldsymbol{v}$ the fluid velocity, $T_{\mathrm{tr}}$ the translational temperature, $T_{\mathrm{in}}$ the internal temperature, and $T$ the local equilibrium temperature. The resulting system of partial differential equations is in the general form

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{j} \mathrm{w}\right)+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \mathrm{w}=\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}, \partial_{\times} \mathrm{w}_{\mathrm{II}}\right), \tag{1.2}
\end{equation*}
$$

where $\partial_{t}$ denotes the time derivative operator, $\partial_{i}$ the space derivative operator in the $i$ th direction, $\mathcal{D}=\{1, \ldots, d\}$ the spatial directions, $d$ the space dimension, $\epsilon, \epsilon_{d} \in(0,1]$ two positive parameters and $\mathrm{w}=\left(\mathrm{w}_{\mathrm{I}}, \mathrm{w}_{\mathrm{II}}\right)^{t}$ is decomposed into its hyperbolic components $\mathrm{w}_{\mathrm{I}}$ and parabolic components $\mathrm{w}_{\mathrm{II}}$. The matrix $\overline{\mathrm{A}}_{0}$ is symmetric positive definite and bloc-diagonal, $\overline{\mathrm{A}}_{i}$ are symmetric, $\overline{\mathrm{B}}_{i j}^{t}=\overline{\mathrm{B}}_{j i}$, $\overline{\mathrm{B}}_{i j}$ have nonzero components only into the right lower $\overline{\mathrm{B}}_{i j}^{\mathrm{II}, \mathrm{II}}$ blocs, $\overline{\mathrm{B}}^{\mathrm{II}, \mathrm{II}}=\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}^{\mathrm{II}, \mathrm{II}}(\mathrm{w}) \xi_{i} \xi_{j}$ is positive definite for $\boldsymbol{\xi} \in \Sigma^{d-1}, \overline{\mathrm{~L}}$ is positive semi-definite with a fixed nullspace $\overline{\mathcal{E}}$, and $\overline{\mathrm{b}}\left(\mathrm{w}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{II}}\right)$ is quadratic in the gradients. Denoting by $\pi$ the orthogonal projector onto $\bar{E}^{\perp}$, the normal variable w is such that we have the commutation relation $\pi \overline{\mathrm{A}}_{0}=\overline{\mathrm{A}}_{0} \pi$. The source term is also naturally in quasilinear form as is typical in a relaxation framework and often encountered in mathematical physics [45]. The small parameter $\epsilon$ is associated with energy relaxation and the small parameter $\epsilon_{d}$ with second order dissipative terms.

We establish uniform a priori estimates for linearized symmetric hyperbolic-parabolic systems with small dissipation and stiff sources obtained from the nonlinear equations (1.2). Symmetrized forms are important for analyzing hyperbolic as well as hyperbolic-parabolic systems of partial differential equations modeling fluids $[26,17,42,34,29,33,30,31,7,39,20,18,8,9,40,28,15,44,32,19,21,2$, $40,24,9,23]$. A priori estimates are obtained uniformly with respect to the parameters $\epsilon_{d} \in(0,1]$ and $\epsilon \in(0,1]$. The differences with the estimates established by Kawashima [29] are the inclusion of extra terms associated with the fast variable $\pi \mathrm{w} / \epsilon$ and the estimates for time derivatives. Denoting by $\mathrm{w}^{\star}$ a constant equilibrium state and $\bar{\tau}$ a positive time, we estimate $\mathrm{w}-\mathrm{w}^{\star}$ in the space $C^{0}\left([0, \bar{\tau}], H^{l}\right)$ as well as $\partial_{t} \mathrm{w}$ and $\pi \mathrm{w} / \epsilon$ in $L^{2}\left((0, \bar{\tau}), H^{l-1}\right)$ for $l \geq[d / 2]+2$ where $H^{l}=H^{l}\left(\mathbb{R}^{d}\right)$ denotes the usual Sobolev space when the initial solution is close to the equilibrium manifold. A priori estimates require the commutation between the mass matrix and the orthogonal projector onto the fast manifold $\pi \overline{\mathrm{A}}_{0}=\overline{\mathrm{A}}_{0} \pi$. These estimates lead to local existence theorems for well prepared initial conditions on a time interval independent of both parameters $\epsilon_{d} \in(0,1]$ and $\epsilon \in(0,1]$. Key points for local existence are notably to take into account stiff sources in the linearized equations in order to build approximated solutions, the new estimates for time derivatives, and the convergence rate of successive approximations that may depends on $\epsilon$. Stronger estimates for $\partial_{t} \mathrm{w}$ in $C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ as well as for $\pi \partial_{t} \mathrm{w} / \epsilon$ in $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$ with $l \geq[d / 2]+4$ are also established when the initial time derivative is close to the equilibrium manifold. These theorems yield the first existence results for the out of equilibrium two-temperature model derived in [3] and symmetrized in [25]. The situation of ill prepared data is also addressed with inital layers.

We finally investigate the singular limit $\epsilon, \epsilon_{d} \rightarrow 0$ in the system modeling fluids out of thermodynamic equilibrium. Various relaxation models have also been investigated in the literature in different physical and mathematical contexts $[7,8,10,32,37,43,46]$. In order to investigate the asymptotic behavior of solutions as $\epsilon, \epsilon_{d} \rightarrow 0$ we combine a priori estimates out of thermodynamic equilibrium with stability results associated with the equilibrium limit model. The fast variable notably corresponds to the rescaled temperature difference with $\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right) / \epsilon=-T_{\mathrm{tr}} T_{\mathrm{in}} \pi \mathrm{w} / \epsilon$ and we use that perturbed hyperbolic-parabolic systems with small second order terms and perturbing right hand sides admit local solutions that depend continuously on perturbations. Denoting by $\mathrm{w}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \boldsymbol{v}_{\mathrm{e}},-1 / T_{\mathrm{e}}\right)^{t}$ the solution of the equilibrium one-temperature model including the volume viscosity terms and by $\varphi \mathrm{w}=(\rho, \boldsymbol{v},-1 / T)^{t}$ the projection on the slow manifold of the normal variable w out of equilibrium, we establish that $\varphi \mathrm{w}-\mathrm{w}_{\mathrm{e}}=\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)$. This justifies the addition of the volume viscosity term $-\kappa_{\mathrm{e}}\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\mathrm{e}}\right) \boldsymbol{I}$ in the viscous tensor $\boldsymbol{\Pi}_{\mathrm{e}}$ at equilibrium

$$
\boldsymbol{\Pi}_{\mathrm{e}}=-\kappa_{\mathrm{e}}\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\mathrm{e}}\right) \boldsymbol{I}-\eta_{\mathrm{e}}\left(\boldsymbol{\nabla} \boldsymbol{v}_{\mathrm{e}}+\left(\boldsymbol{\nabla} \boldsymbol{v}_{\mathrm{e}}\right)^{t}-\frac{2}{3}\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\mathrm{e}}\right) \boldsymbol{I}\right),
$$

where $\kappa_{\mathrm{e}}$ and $\eta_{\mathrm{e}}$ denote the equilibrium volume and shear viscosities, discarding $\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)$ Burnett type residuals. In the situation where $\epsilon=\epsilon_{d}$, it has also been established that the equilibrium system corresponds to a second order Chapman-Enskog expansion for small relaxation times [25] and the error estimates of $\varphi \mathrm{w}-\mathrm{w}_{\mathrm{e}}$ yields a rigorous jusitification of the second order accuracy. To the author's knowledge, it is the first time that the apparition of volume viscosity terms is justified rigorously with an error estimate. Note incidentally that experimental measurements [38, 41] as well as theoretical calculations $[6,16,35,3]$ have shown that the volume viscosity coefficient is of the same order as the shear viscosity coefficient for polyatomic gases and the impact of volume viscosity in fluid mechanics has also been established $[12,13,11,27,1,3]$.

The nonequilibrium two-temperature model and its symmetrization are summarized in Section 2. A priori estimates and local existence results are established in Section 3. Stability for equilibrium models and convergence of the nonequilibrium model towards the one-temperature model is established in Section 4.

## 2 Governing equations

The system of equations modeling fluids out of thermodynamic equilibrium as derived from the kinetic of gases is summarized and recast into a convenient normal form [3, 4, 25]. The local equilibrium temperature, the volume viscosity coefficient, and the equations at equilibrium are also discussed.

### 2.1 Conservation equations

In a nonequilibrium gas with internal degrees of freedom, the conservation of mass, momentum, internal energy and total energy may be written in the form [3]

$$
\begin{align*}
& \partial_{t} \rho+\boldsymbol{\nabla} \cdot(\rho \boldsymbol{v})=0,  \tag{2.1}\\
& \partial_{t}(\rho \boldsymbol{v})+\boldsymbol{\nabla} \cdot(\rho \boldsymbol{v} \otimes \boldsymbol{v}+p \boldsymbol{I})+\boldsymbol{\nabla} \cdot \boldsymbol{\Pi}=0,  \tag{2.2}\\
& \partial_{t}\left(\rho e_{\mathrm{in}}\right)+\boldsymbol{\nabla} \cdot\left(\rho \boldsymbol{v} e_{\mathrm{in}}\right)+\boldsymbol{\nabla} \cdot \boldsymbol{Q}_{\mathrm{in}}=\omega_{\mathrm{in}}  \tag{2.3}\\
& \begin{aligned}
\partial_{t}\left(\rho\left(e_{\mathrm{tr}}+e_{\mathrm{in}}+\frac{1}{2}|\boldsymbol{v}|^{2}\right)\right)+\boldsymbol{\nabla} \cdot\left(\rho \boldsymbol { v } \left(e_{\mathrm{tr}}\right.\right. & \left.\left.+e_{\mathrm{in}}+\frac{1}{2}|\boldsymbol{v}|^{2}\right)+\boldsymbol{v} p\right) \\
& +\boldsymbol{\nabla} \cdot\left(\boldsymbol{Q}_{\mathrm{tr}}+\boldsymbol{Q}_{\mathrm{in}}+\boldsymbol{\Pi} \cdot \boldsymbol{v}\right)=0
\end{aligned}
\end{align*}
$$

where $\boldsymbol{\nabla}$ denotes the space derivative operator, $\rho$ the mass density, $\boldsymbol{v}$ the fluid velocity, $\otimes$ the tensor product symbol, $p$ the pressure, $\boldsymbol{\Pi}$ the viscous tensor, $\boldsymbol{I}$ the unit tensor in the physical space $\mathbb{R}^{d}, e_{\text {in }}$ the internal energy of internal origin per unit mass, $\boldsymbol{Q}_{\text {in }}$ the heat flux of internal origin, $\omega_{\text {in }}$ the energy exchange rate, $e_{\mathrm{tr}}$ the internal energy of translational origin per unit mass, and $\boldsymbol{Q}_{\mathrm{tr}}$ the heat flux of translational origin. The components of $\boldsymbol{v}$ and $\boldsymbol{\nabla}$ are written $\boldsymbol{v}=\left(v_{1}, \ldots, v_{d}\right)^{t}$ and $\boldsymbol{\nabla}=\left(\partial_{1}, \ldots, \partial_{d}\right)^{t}$ where $v_{i}$ denotes the velocity in the $i$ th spatial direction, $\partial_{i}$ the derivation in the $i$ th spatial direction and bold symbols are used for vector or tensor quantities in the physical space $\mathbb{R}^{d}$. The equations (2.2)-(2.4) have to be completed by relations expressing the thermodynamic properties $e_{\mathrm{in}}, e_{\mathrm{tr}}$, and $p$, the rate of energy exchange $\omega_{\mathrm{in}}$, and the transport fluxes $\boldsymbol{\Pi}, \boldsymbol{Q}_{\mathrm{in}}$ and $\boldsymbol{Q}_{\mathrm{tr}}$.

### 2.2 Thermodynamics

The pressure $p$, the total internal energy per unit mass $e$, the internal energy of translational origin per unit mass $e_{\mathrm{tr}}$, and the internal energy of internal origin per unit mass $e_{\mathrm{in}}$ are in the form

$$
\begin{equation*}
p=\rho r T_{\mathrm{tr}}, \quad e=e_{\mathrm{tr}}+e_{\mathrm{in}}, \quad e_{\mathrm{tr}}=c_{\mathrm{v}, \mathrm{tr}} T_{\mathrm{tr}}, \quad e_{\mathrm{in}}=e_{\mathrm{in}, \mathrm{st}}+\int_{T_{\mathrm{st}}}^{T_{\mathrm{in}}} c_{\mathrm{in}}\left(T^{\prime}\right) \mathrm{d} T^{\prime} \tag{2.5}
\end{equation*}
$$

where $r$ denotes the gas constant per unit mass, $c_{\mathrm{v}, \mathrm{tr}}=\frac{3}{2} r$ the translational heat at constant volume per unit mass, $T_{\text {tr }}$ the translational temperature, $c_{\text {in }}$ the internal heat per unit mass, $T_{\text {in }}$ the internal temperature, $T_{\mathrm{st}}$ the standard temperature, and $e_{\mathrm{in}, \mathrm{st}}$ the internal formation energy at the standard temperature. We will also use in the following the translational heat at constant pressure per unit $\operatorname{mass} c_{p, \operatorname{tr}}=\frac{5}{2} r$ and the formation energy at zero temperature $e_{\mathrm{in}}^{0}=e_{\mathrm{in}}(0)$.

The rate of energy exchange between the translational and internal degrees of freedom $\omega_{\text {in }}$ may also be written [3]

$$
\begin{equation*}
\omega_{\mathrm{in}}=\frac{\rho c_{\mathrm{in}}}{\tau_{\mathrm{in}}}\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right) \tag{2.6}
\end{equation*}
$$

where $\tau_{\text {in }}$ denotes the energy exchange time.

### 2.3 Transport fluxes

In the framework of the kinetic theory of polyatomic gases out of thermodynamic equilibrium, the translational and internal heat fluxes are in the form [3]

$$
\begin{align*}
& \boldsymbol{Q}_{\mathrm{tr}}=-\lambda_{\mathrm{tr}, \mathrm{tr}} \boldsymbol{\nabla} T_{\mathrm{tr}}-\lambda_{\mathrm{tr}, \mathrm{in}} \nabla T_{\mathrm{in}}  \tag{2.7}\\
& \boldsymbol{Q}_{\mathrm{in}}=-\lambda_{\mathrm{in}, \mathrm{tr}} \boldsymbol{\nabla} T_{\mathrm{tr}}-\lambda_{\mathrm{in}, \mathrm{in}} \boldsymbol{\nabla} T_{\mathrm{in}} \tag{2.8}
\end{align*}
$$

where $\lambda_{\mathrm{tr}, \mathrm{tr}}, \lambda_{\mathrm{tr}, \mathrm{in}}, \lambda_{\mathrm{in}, \mathrm{tr}}$, and $\lambda_{\mathrm{in}, \mathrm{in}}$ denote thermal conductivities. On the other hand, the viscous tensor is given by

$$
\begin{equation*}
\boldsymbol{\Pi}=-\eta\left(\boldsymbol{\nabla} \boldsymbol{v}+(\boldsymbol{\nabla} \boldsymbol{v})^{t}-\frac{2}{d^{\prime}}(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}\right) \tag{2.9}
\end{equation*}
$$

where $\eta$ denotes the shear viscosity and $d^{\prime}$ the dimension of the velocity space in the underlying kinetic framework. It will be assumed in the following that the dimension of the kinetic velocity space $d^{\prime}$ is such that $2 \leq d^{\prime}$ and $d \leq d^{\prime}$. The assumption $1 \leq d \leq d^{\prime}$ means that the spatial dimension $d$ of the
model has eventually been reduced. The assumption $2 \leq d^{\prime}$ is natural since $d^{\prime}=3$ in our physical world and since $\Pi$ is identically zero when $d^{\prime}=1$.

The thermal conductivities $\lambda_{\mathrm{tr}, \mathrm{tr}}, \lambda_{\mathrm{tr}, \mathrm{in}}, \lambda_{\mathrm{in}, \mathrm{tr}}$, and $\lambda_{\mathrm{in}, \mathrm{in}}$ and the shear viscosity $\eta$ are obtained from the kinetic theory of non equilibrium gases [3]. From the expression (2.9) it is also noted that the viscous tensor $\boldsymbol{\Pi}$ does not present a volume viscosity term and our aim is to investigate the apparition of such a contribution in the one-temperature equilibrium limit model as the relaxation time $\tau_{\text {in }}$ goes to zero.

### 2.4 Mathematical assumptions

The mathematical assumptions associated with the thermodynamic properties, the energy exchange rate, and the transport coefficients are the following where $\varkappa \geq 3$ denotes the regularity class $[22,18$, 3, 25].
$\left.\mathbf{( T}_{\mathbf{1}}\right) \quad$ The formation energy $e_{\mathrm{in}, \mathrm{st}}$ and formation entropies $s_{\mathrm{tr}, \mathrm{st}}$ and $s_{\mathrm{in}, \mathrm{st}}$ are real constants. The mass per unit mole $m$, the gas constant $R$, and the gas constant per unit mass $r=R / m$ are positive. The internal species heat per unit mass $c_{\mathrm{in}}\left(T_{\mathrm{in}}\right)$ is a $C^{\varkappa-1}$ function over $[0, \infty)$ and there exist constants $\underline{c}$ and $\bar{c}$ such that $0<\underline{c} \leqslant c_{\mathrm{in}}\left(T_{\mathrm{in}}\right) \leqslant \bar{c}$ for all $T_{\mathrm{in}} \geqslant 0$.
( $\mathbf{T}_{2}$ ) The energy exchange rate $\tau_{\mathrm{in}}\left(p, T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$ is in the form

$$
\begin{equation*}
\tau_{\mathrm{in}}=\epsilon \bar{\tau}_{\mathrm{in}}=\epsilon \frac{p^{\mathrm{st}} \bar{\tau}_{\mathrm{in}}^{\mathrm{st}}}{p} \tag{2.10}
\end{equation*}
$$

where $\epsilon \in(0,1]$ denotes a positive parameter, $\bar{\tau}_{\mathrm{in}}\left(p, T_{\mathrm{tr}}, T_{\mathrm{in}}\right)=p^{\mathrm{st}} \bar{\tau}_{\mathrm{in}}^{\text {st }} / p$ the rescaled energy exchange time and $\bar{\tau}_{\mathrm{in}}^{\mathrm{st}}\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$ the rescaled energy exchange time at the standard pressure $p^{\text {st }}$ which only depends on $T_{\mathrm{tr}}$ and $T_{\mathrm{in}}$. The rescaled time $\bar{\tau}_{\mathrm{in}}^{\mathrm{st}}$ is a positive $C^{\varkappa}$ function of the two temperatures $T_{\mathrm{tr}}, T_{\mathrm{in}} \in(0, \infty)$.
( $\left.\mathbf{T r}_{1}\right)$ The coefficients $\eta, \lambda_{\mathrm{tr}, \mathrm{tr}}, \lambda_{\mathrm{tr}, \mathrm{in}}, \lambda_{\mathrm{in}, \mathrm{tr}}$, and $\lambda_{\mathrm{in}, \mathrm{in}}$ are in the form

$$
\begin{align*}
\eta=\epsilon_{d} \bar{\eta}, \quad \lambda_{\mathrm{tr}, \mathrm{tr}}= & \epsilon_{d} \bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}, \quad \lambda_{\mathrm{tr}, \mathrm{in}}=\epsilon_{d} \bar{\lambda}_{\mathrm{tr}, \mathrm{in}} \\
& \lambda_{\mathrm{in}, \mathrm{tr}}=\epsilon_{d} \bar{\lambda}_{\mathrm{in}, \mathrm{tr}}, \quad \lambda_{\mathrm{in}, \mathrm{in}}=\epsilon_{d} \bar{\lambda}_{\mathrm{in}, \mathrm{in}} \tag{2.11}
\end{align*}
$$

where $\epsilon_{d} \in(0,1]$ denotes a positive parameter, and $\bar{\eta}, \bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}, \bar{\lambda}_{\mathrm{tr}, \mathrm{in}}, \bar{\lambda}_{\mathrm{in}, \mathrm{tr}}$, and $\bar{\lambda}_{\mathrm{in}, \mathrm{in}}$ the rescaled transport coefficients. The rescaled coefficients $\bar{\eta}, \bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}, \bar{\lambda}_{\mathrm{tr}, \mathrm{in}}, \bar{\lambda}_{\mathrm{in}, \mathrm{tr}}$, and $\bar{\lambda}_{\mathrm{in}, \mathrm{in}}$ are $C^{\varkappa}$ functions of the two temperatures $T_{\mathrm{tr}}, T_{\mathrm{in}} \in(0, \infty)$.
$\left(\mathbf{T r}_{2}\right) \quad$ For any $T_{\mathrm{tr}}, T_{\mathrm{in}} \in(0, \infty)$, the matrix

$$
\left[\begin{array}{ll}
T_{\mathrm{in}}^{2} \bar{\lambda}_{\mathrm{in}, \mathrm{in}} & T_{\mathrm{tr}}^{2} \bar{\lambda}_{\mathrm{in}, \mathrm{tr}}  \tag{2.12}\\
T_{\mathrm{in}}^{2} \bar{\lambda}_{\mathrm{tr}, \mathrm{in}} & T_{\mathrm{tr}}^{2} \bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}
\end{array}\right]
$$

is symmetric positive definite. In the viscous tensor (2.9), the coefficient $\eta$ is positive and the dimension $d^{\prime}$ of the kinetic velocity space is such that $\max (2, d) \leq d^{\prime}$.

The rescaled energy exchange time $\bar{\tau}_{\text {in }}$ as well as the rescaled transport coefficients $\bar{\eta}, \bar{\lambda}_{\text {tr,tr }}, \bar{\lambda}_{\text {tr,in }}$, $\bar{\lambda}_{\text {in,tr }}$, and $\bar{\lambda}_{\text {in,in }}$ have been introduced in order to investigate the fast relaxation limit.

### 2.5 Volume viscosity

The local thermal equilibrium temperature is defined as the unique scalar $T$ such that

$$
\begin{equation*}
e_{\mathrm{tr}}(T)+e_{\mathrm{in}}(T)=e_{\mathrm{tr}}\left(T_{\mathrm{tr}}\right)+e_{\mathrm{in}}\left(T_{\mathrm{in}}\right) \tag{2.13}
\end{equation*}
$$

keeping in mind that $e_{\mathrm{tr}}(T)+e_{\mathrm{in}}(T)$ is an increasing function of $T$. The temperature $T$ is a $C^{\varkappa}$ function of $\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$ and is the temperature that would be obtained at local thermal equilibrium $T_{\mathrm{tr}}=T_{\mathrm{in}}$
assuming that the internal energy $e_{\text {tr }}+e_{\text {in }}$ is kept fixed. Letting $\widetilde{c}_{\text {in }}=\int_{0}^{1} c_{\text {in }}\left(T_{\text {in }}+s\left(T-T_{\text {in }}\right)\right) \mathrm{d} s$, we may write $e_{\text {in }}(T)-e_{\text {in }}\left(T_{\text {in }}\right)=\left(T-T_{\text {in }}\right) \widetilde{c}_{\text {in }}$ so that $\left(T_{\text {tr }}-T\right) c_{\mathrm{v}, \mathrm{tr}}=\left(T-T_{\text {in }}\right) \widetilde{c}_{\text {in }}$ and $\left(T_{\mathrm{tr}}-T\right) \widetilde{c}_{\mathrm{v}}=\left(T_{\mathrm{tr}}-T_{\text {in }}\right) \widetilde{c}_{\text {in }}$ where $\widetilde{c}_{\mathrm{V}}=c_{\mathrm{v}, \mathrm{tr}}+\widetilde{c}_{\mathrm{in}}\left(T, T_{\mathrm{in}}\right)$. Letting $c_{\mathrm{v}}\left(T_{\mathrm{in}}\right)=c_{\mathrm{V}, \operatorname{tr}}+c_{\mathrm{in}}\left(T_{\mathrm{in}}\right)$ and

$$
\begin{equation*}
\kappa=\kappa\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)=\frac{r \widetilde{c}_{\mathrm{in}} p \tau_{\mathrm{in}}}{c_{\mathrm{v}} \widetilde{c}_{\mathrm{v}}}=\epsilon \frac{r \widetilde{c}_{\mathrm{in}} p^{\mathrm{st}} \bar{\tau}_{\mathrm{in}}^{\mathrm{st}}}{c_{\mathrm{v}} \widetilde{c}_{\mathrm{v}}} \tag{2.14}
\end{equation*}
$$

the following relation is obtained after some algebra

$$
\begin{align*}
\rho r\left(T_{\mathrm{tr}}-T\right)=-\kappa \boldsymbol{\nabla} \cdot \boldsymbol{v} & -\frac{\kappa}{p}\left(\boldsymbol{\Pi}: \boldsymbol{\nabla} \boldsymbol{v}+\boldsymbol{\nabla} \cdot \boldsymbol{Q}_{\mathrm{tr}}-\frac{c_{\mathrm{v}, \mathrm{tr}}}{c_{\mathrm{in}}} \boldsymbol{\nabla} \cdot \boldsymbol{Q}_{\mathrm{in}}\right. \\
& \left.+\rho \partial_{t}\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right)+\rho \boldsymbol{v} \cdot \boldsymbol{\nabla}\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right)\right) . \tag{2.15}
\end{align*}
$$

Note that we have $\kappa=\epsilon \bar{\kappa}$ with $\bar{\kappa}=r \widetilde{c}_{\text {in }} p \bar{\tau}_{\text {in }} /\left(c_{\mathrm{v}} \widetilde{c}_{\mathrm{V}}\right)$ from assumption (2.10). Equation (2.15) is a relaxation equation that yields formally $\rho r\left(T_{\operatorname{tr}}-T\right)=-\kappa \boldsymbol{\nabla} \cdot \boldsymbol{v}+\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)$ so that both temperatures $T_{\mathrm{tr}}$ and $T_{\mathrm{in}}$ should converge towards the local equilibrium temperature $T$. In the momentum equation, the pressure tensor $\rho r T_{\operatorname{tr}} \boldsymbol{I}+\boldsymbol{\Pi}$ is thus asymptotically in the form

$$
\rho r T_{\mathrm{tr}} \boldsymbol{I}+\boldsymbol{\Pi}=\rho r T \boldsymbol{I}-\kappa(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}-\eta\left(\boldsymbol{\nabla} \boldsymbol{v}+(\boldsymbol{\nabla} \boldsymbol{v})^{t}-\frac{2}{d^{\prime}}(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}\right)+\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)
$$

This is in agreement with classical one-temperature models where the pressure $\rho r T$ is evaluated at the thermal equilibrium temperature $T$ and the viscous tensor $\boldsymbol{\Pi}$ includes a volume viscosity term $-\kappa(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}$. Such a physically intuitive derivation may be found in many physics papers and books either in a molecular framework or in a macroscopic fluid framework usually around equilibrium states $[6,16,35,36,3,4,5]$. Numerical simulations using Boltzmann equation have consistently established that the limit one-temperature model is an accurate description of the two temperature fluid when the relaxation time is small [3]. In our previous work [25], it has further been established that the Chapman-Enskog method exactly yields the one-temperature fluid equations with the volume viscosity terms at second order in the fast relaxation limit. The goal of this paper is to justify with an error estimate both the above physically intuitive approximation as well as the accuracy of the two term Chapman-Enskog expansion [25].

### 2.6 Quasilinear forms

Letting $n=d+3$, the conservative variable $\mathrm{u} \in \mathbb{R}^{n}$ associated with equations (2.1)-(2.4) is found to be

$$
\mathrm{u}=\left(\rho, \rho \boldsymbol{v}, \rho e_{\mathrm{in}}, \rho\left(e_{\mathrm{tr}}+e_{\mathrm{in}}+\frac{1}{2}|\boldsymbol{v}|^{2}\right)\right)^{t}
$$

and the natural variable $\mathrm{z} \in \mathbb{R}^{n}$ is defined by $\mathrm{z}=\left(\rho, \boldsymbol{v}, T_{\mathrm{in}}, T_{\mathrm{tr}}\right)^{t}$. For convenience, the velocity components of vectors in $\mathbb{R}^{n}=\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{2}$ are generally written as vectors of $\mathbb{R}^{d}$. We introduce the corresponding open sets $\mathcal{O}_{\mathrm{u}}$ and $\mathcal{O}_{\mathrm{z}}$ of $\mathbb{R}^{n}$ given by

$$
\mathcal{O}_{\mathrm{u}}=\left\{\mathrm{u}=\left(\mathrm{u}_{\rho}, \mathrm{u}_{\boldsymbol{v}}, \mathrm{u}_{\mathrm{in}}, \mathrm{u}_{\mathrm{tl}}\right)^{t} \in \mathbb{R}^{n} ; \mathrm{u}_{\rho}>0, \mathrm{u}_{\mathrm{in}}>\mathrm{u}_{\rho} e_{\mathrm{in}}^{0}, \mathrm{u}_{\mathrm{tl}}>f\left(\mathrm{u}_{\rho}, \mathrm{u}_{\boldsymbol{v}}, \mathrm{u}_{\mathrm{in}}\right)\right\}
$$

where $f\left(\mathrm{u}_{\rho}, \mathrm{u}_{\boldsymbol{v}}, \mathrm{u}_{\mathrm{in}}\right)=\mathrm{u}_{\mathrm{in}}+\frac{1}{2} \mathrm{u}_{\boldsymbol{v}} \cdot \mathrm{u}_{\boldsymbol{v}} / \mathrm{u}_{\rho}$ and $\mathcal{O}_{\mathrm{z}}=(0, \infty) \times \mathbb{R}^{d} \times(0, \infty)^{2}$. The following proposition has been established in our previous work [25].

Proposition 2.1. Assuming that $\left(\mathrm{T}_{1}\right)$ holds, the map $\mathrm{z} \longmapsto \mathrm{u}$ is a $C^{\varkappa}$ diffeomorphism from the open set $\mathcal{O}_{\mathrm{z}}$ onto the open set $\mathcal{O}_{\mathrm{u}}$ and the open set $\mathcal{O}_{\mathrm{u}}$ is convex.

The equations modeling fluids out of thermodynamic equilibrium may then be written in the compact form

$$
\begin{equation*}
\partial_{t} \mathbf{u}+\sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~F}_{i}+\epsilon_{d} \sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~F}_{i}^{\text {diss }}-\frac{1}{\epsilon} \Omega=0 \tag{2.16}
\end{equation*}
$$

where $\mathrm{F}_{i}$ denotes the convective flux in the $i$ th direction, $\epsilon_{d}$ the Knudsen number, $\mathrm{F}_{i}^{\text {diss }}$ the rescaled dissipative flux in the $i$ th direction, $\epsilon$ the relaxation parameter, and $\Omega$ the rescaled source term.

From the governing equations (2.1)-(2.4) the convective flux $F_{i}$ in the $i$ th direction is given by

$$
\begin{equation*}
\mathrm{F}_{i}=\left(\rho v_{i}, \rho \boldsymbol{v} v_{i}+p \boldsymbol{e}_{i}, \rho e_{\mathrm{in}} v_{i},\left(\rho e_{\mathrm{tr}}+\rho e_{\mathrm{in}}+\frac{1}{2} \rho|\boldsymbol{v}|^{2}+p\right) v_{i}\right)^{t} \tag{2.17}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ denotes the basis vectors of $\mathbb{R}^{d}$. Similarly, the dissipative flux $\epsilon_{d} \mathrm{~F}_{i}^{\text {diss }}$ is given by

$$
\begin{equation*}
\epsilon_{d} \mathrm{~F}_{i}^{\mathrm{diss}}=\left(0, \boldsymbol{\Pi}_{i}, Q_{\mathrm{in}, i}, Q_{\mathrm{tr}, i}+Q_{\mathrm{in}, i}+\boldsymbol{\Pi}_{i} \cdot \boldsymbol{v}\right)^{t} \tag{2.18}
\end{equation*}
$$

where $\boldsymbol{Q}_{\mathrm{tr}}=\left(Q_{\mathrm{tr}, 1}, \ldots, Q_{\operatorname{tr}, d}\right)^{t}, \boldsymbol{Q}_{\mathrm{in}}=\left(Q_{\mathrm{in}, 1}, \ldots, Q_{\mathrm{in}, d}\right)^{t}, \Pi_{i j}, 1 \leq i, j \leq d$, are the components of the viscous tensor $\boldsymbol{\Pi}$, and $\boldsymbol{\Pi}_{i}=\left(\Pi_{1 i}, \ldots, \Pi_{d i}\right)^{t}$. The source term is finally given by

$$
\begin{equation*}
\frac{1}{\epsilon} \Omega=\left(0, \mathbf{0}, \omega_{\mathrm{in}}, 0\right)^{t} \tag{2.19}
\end{equation*}
$$

From the expressions of the viscous tensor and of the heat fluxes we deduce that the dissipative fluxes $F_{i}^{\text {diss }}$ are linear expression in terms of spatial derivatives of $z$ and may thus be written in the form $\mathrm{F}_{i}^{\text {diss }}=-\sum_{j \in \mathcal{D}} \widehat{\mathrm{~B}}_{i j}(\mathrm{z}) \partial_{j} \mathrm{z}$. Using Proposition 2.1, we may then write that $\mathrm{F}_{i}^{\text {diss }}=-\sum_{j \in \mathcal{D}} \mathrm{~B}_{i j}(\mathrm{u}) \partial_{j} \mathbf{u}$ where the dissipation matrix $\mathrm{B}_{i j}$ is defined as $\mathrm{B}_{i j}=\widehat{\mathrm{B}}_{i j} \partial_{\mathrm{u}} \mathrm{z}$. Further introducing the Jacobian matrices of the convective fluxes $\mathrm{A}_{i}=\partial_{\mathrm{u}} \mathrm{F}_{i}$ the governing equations are finally rewritten into the compact form

$$
\begin{equation*}
\partial_{t} \mathbf{u}+\sum_{i \in \mathcal{D}} \mathrm{~A}_{i}(\mathbf{u}) \partial_{i} \mathbf{u}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\mathrm{~B}_{i j}(\mathbf{u}) \partial_{j} \mathbf{u}\right)-\frac{1}{\epsilon} \Omega(\mathbf{u})=0 . \tag{2.20}
\end{equation*}
$$

In our previous work [25], all possible normal variables leading to a symmetric hyperbolic-parabolic structure have been shown to be in the form $\left(\mathcal{F}_{\mathrm{I}}(\rho), \mathcal{F}_{\mathrm{II}}\left(\boldsymbol{v}, T_{\mathrm{in}}, T_{\mathrm{tr}}\right)\right)^{t}$ where $\mathcal{F}_{\mathrm{I}}$ and $\mathcal{F}_{\text {II }}$ are diffeomorphisms in $\mathbb{R}$ and $\mathbb{R}^{d+2}$, respectively. The natural variable $\mathbf{z}$ is in particular a normal variable but for convenience the following normal variable will be used

$$
\begin{equation*}
\mathrm{w}=\left(\rho, \boldsymbol{v}, \frac{1}{T_{\mathrm{tr}}}-\frac{1}{T_{\mathrm{in}}},-\frac{1}{T}\right)^{t} \tag{2.21}
\end{equation*}
$$

The density $\mathrm{w}_{\mathrm{I}}=\rho$ is the hyperbolic variable, $\mathrm{w}_{\mathrm{II}}=\left(\boldsymbol{v}, \frac{1}{T_{\mathrm{tr}}}-\frac{1}{T_{\mathrm{in}}},-\frac{1}{T}\right)^{t}$ the parabolic variable, and the corresponding normal form has been evaluated [25]. The third component of w goes to zero with the relaxation time and the other components $(\rho, \boldsymbol{v},-1 / T)^{t}$ are expected to converge towards the corresponding normal variable at thermodynamic equilibrium $\mathrm{w}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \boldsymbol{v}_{\mathrm{e}},-1 / T_{\mathrm{e}}\right)^{t}$.

Theorem 2.2. Assume that $\left(\mathrm{T}_{1}\right)\left(\mathrm{T}_{2}\right)$ and $\left(\mathrm{Tr}_{1}\right)\left(\mathrm{Tr}_{2}\right)$ hold. Then the map $\mathrm{u} \rightarrow \mathrm{w}$ is a $C^{\varkappa-1}$ diffeomorphism from the open set $\mathcal{O}_{\mathrm{u}}$ onto the open set $\mathcal{O}_{\mathrm{w}}=(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R} \times(-\infty, 0)$. The system written in the w variable is in the normal form with a source term in quasilinear form

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{j} \mathrm{w}\right)+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \mathrm{w}=\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{II}}\right) \tag{2.22}
\end{equation*}
$$

and the matrices $\overline{\mathrm{A}}_{0}, \overline{\mathrm{~A}}_{i}, i \in \mathcal{D}, \overline{\mathrm{~B}}_{i j}, i, j \in \mathcal{D}, \overline{\mathrm{~L}}$, as well as the quadratic residual $\overline{\mathrm{b}}$ and the source term $\bar{\Omega}$ are detailed in previous work [25]. The matrix $\overline{\mathrm{A}}_{0}$ is symmetric positive definite, $\overline{\mathrm{A}}_{i}, i \in \mathcal{D}$, are symmetric, we have $\overline{\mathrm{B}}_{i j}^{t}=\overline{\mathrm{B}}_{j i}, i, j \in \mathcal{D}, \overline{\mathrm{~L}}$ is positive semi-definite with a fixed nullspace $\overline{\mathcal{E}}$, and $\overline{\mathrm{b}}\left(\mathrm{w}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{II}}\right)$ is quadratic in the gradients. Using the bloc structure induced by the partitioning between hyperbolic and parabolic variable, $\overline{\mathrm{A}}_{0}$ is bloc diagonal, $\overline{\mathrm{B}}_{i j}$ has nonzero coefficients only in the right lower bloc $\overline{\mathrm{B}}_{i j}^{\mathrm{II}, \mathrm{II}}$ and for any $\boldsymbol{\xi}$ in the sphere $\Sigma^{d-1}$ the matrix $\overline{\mathrm{B}}^{\mathrm{II}, \mathrm{II}}(\mathbf{w}, \boldsymbol{\xi})=\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathbf{w}) \xi_{i} \xi_{j}$ is positive definite. The matrices $\overline{\mathrm{B}}_{i j}$ have the structure $\overline{\mathrm{B}}_{i j}=\frac{1}{r} \overline{\mathrm{~B}}^{\lambda} \delta_{i j}+\frac{\bar{\eta}}{r T_{\mathrm{tr}}} \overline{\mathrm{B}}_{i j}^{\eta}$ where $\overline{\mathrm{B}}^{\lambda}$ is associated with thermal conductivities and $\overline{\mathrm{B}}_{i j}^{\eta}$ with shear viscous effects. The equilibrium linear manifold with respect to the normal variable is the fixed subspace $\overline{\mathcal{E}}=\mathbb{R} \times \mathbb{R}^{d} \times\{0\} \times \mathbb{R}$ and the normal variable w is quasilinear on the fast manifold $\overline{\mathcal{E}}^{\perp}=\mathbb{R e}_{d+2}$. Finally, the normal variable is compatible with the fast manifold so that $\pi \overline{\mathrm{A}}_{0}=\overline{\mathrm{A}}_{0} \pi$.

### 2.7 Equations at equilibrium

In order to investigate the fast relaxation limit $\epsilon \rightarrow 0$ we will need to establish a stability theorem for the equations governing fluids at thermodynamic equilibrium that are summarized in this section. The equations modeling one-temperature fluids are in the form $[6,16,18]$

$$
\begin{align*}
& \partial_{t} \rho_{\mathrm{e}}+\boldsymbol{\nabla} \cdot\left(\rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}}\right)=0  \tag{2.23}\\
& \partial_{t}\left(\rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}}\right)+\boldsymbol{\nabla} \cdot\left(\rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}} \otimes \boldsymbol{v}_{\mathrm{e}}+p_{\mathrm{e}} \boldsymbol{I}\right)+\boldsymbol{\nabla} \cdot \boldsymbol{\Pi}_{\mathrm{e}}=0  \tag{2.24}\\
& \partial_{t}\left(\rho e_{\mathrm{e}}+\frac{1}{2} \rho\left|\boldsymbol{v}_{\mathrm{e}}\right|^{2}\right)+\boldsymbol{\nabla} \cdot\left(\boldsymbol{v}_{\mathrm{e}}\left(\rho e_{\mathrm{e}}+\frac{1}{2} \rho\left|\boldsymbol{v}_{\mathrm{e}}\right|^{2}+p_{\mathrm{e}}\right)\right)+\boldsymbol{\nabla} \cdot\left(\boldsymbol{Q}_{\mathrm{e}}+\boldsymbol{\Pi}_{\mathrm{e}} \cdot \boldsymbol{v}_{\mathrm{e}}\right)=0 \tag{2.25}
\end{align*}
$$

where the subscript e denotes thermodynamic equilibrium, $\rho_{\mathrm{e}}$ the mass density, $\boldsymbol{v}_{\mathrm{e}}$ the fluid velocity, $p_{\mathrm{e}}$ the pressure, $\boldsymbol{\Pi}_{\mathrm{e}}$ the viscous tensor involving the volume viscosity, $e_{\mathrm{e}}$ the internal energy per unit mass, and $\boldsymbol{Q}_{\mathrm{e}}$ the heat flux.

The pressure $p_{\mathrm{e}}$ and the internal energy per unit mass $e_{\mathrm{e}}$ are in the form $p_{\mathrm{e}}=\rho_{\mathrm{e}} r T_{\mathrm{e}}$ and $e_{\mathrm{e}}=$ $e_{\mathrm{e}, \mathrm{st}}+\int_{T_{\mathrm{st}}}^{T_{\mathrm{e}}} c_{\mathrm{v}}\left(T^{\prime}\right) \mathrm{d} T^{\prime}$ where $c_{\mathrm{v}}\left(T_{\mathrm{e}}\right)=c_{\mathrm{v}, \mathrm{tr}}+c_{\mathrm{in}}\left(T_{\mathrm{e}}\right)$ denotes the heat at constant volume per unit mass, $T_{\mathrm{e}}$ the equilibrium temperature, $e_{\mathrm{e}, \mathrm{st}}$ formation energy at the standard temperature and we have $e_{\mathrm{e}}\left(T_{\mathrm{e}}\right)=e_{\mathrm{tr}}\left(T_{\mathrm{e}}\right)+e_{\mathrm{in}}\left(T_{\mathrm{e}}\right)$. The equilibrium viscous tensor is in the form

$$
\begin{equation*}
\boldsymbol{\Pi}_{\mathrm{e}}=-\kappa_{\mathrm{e}}\left(T_{\mathrm{e}}\right)\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\mathrm{e}}\right) \boldsymbol{I}-\eta_{\mathrm{e}}\left(T_{\mathrm{e}}\right)\left(\boldsymbol{\nabla} \boldsymbol{v}_{\mathrm{e}}+\left(\boldsymbol{\nabla} \boldsymbol{v}_{\mathrm{e}}\right)^{t}-\frac{2}{d^{\prime}}\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\mathrm{e}}\right) \boldsymbol{I}\right) \tag{2.26}
\end{equation*}
$$

where $\eta_{\mathrm{e}}\left(T_{\mathrm{e}}\right)=\eta\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)$ and $\kappa_{\mathrm{e}}\left(T_{\mathrm{e}}\right)=\kappa\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)$ so that $\kappa_{\mathrm{e}}=r c_{\mathrm{in}} p \tau_{\mathrm{in}} / c_{\mathrm{v}}^{2}$, and the heat flux is given by $\boldsymbol{Q}_{\mathrm{e}}=-\lambda_{\mathrm{e}}\left(T_{\mathrm{e}}\right) \boldsymbol{\nabla} T_{\mathrm{e}}$, with $\lambda_{\mathrm{e}}\left(T_{\mathrm{e}}\right)=\lambda_{\operatorname{tr}, \operatorname{tr}}\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)+\lambda_{\mathrm{tr}, \text { in }}\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)+\lambda_{\mathrm{in}, \operatorname{tr}}\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)+\lambda_{\text {in, in }}\left(T_{\mathrm{e}}, T_{\mathrm{e}}\right)$.

Letting $n_{\mathrm{e}}=d+2$, the conservative variable $\mathrm{u}_{\mathrm{e}} \in \mathbb{R}^{n_{\mathrm{e}}}$ associated with equations (2.23)-(2.25) is $\mathrm{u}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}}, \rho e_{\mathrm{e}}+\frac{1}{2} \rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}} \cdot \boldsymbol{v}_{\mathrm{e}}\right)^{t}$ and the corresponding natural variable reads $\mathrm{z}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \boldsymbol{v}_{\mathrm{e}}, T_{\mathrm{e}}\right)^{t}$. The corresponding open sets are given by $\mathcal{O}_{\mathrm{u}_{\mathrm{e}}}=\left\{\mathrm{u}_{\mathrm{e}}=\left(\mathrm{u}_{\rho}, \mathrm{u}_{\boldsymbol{v}}, \mathrm{u}_{\mathrm{tl}}\right)^{t} \in \mathbb{R}^{n_{\mathrm{e}}} ; \mathrm{u}_{\rho}>0, \mathrm{u}_{\mathrm{tl}}>f^{e}\left(\mathrm{u}_{\rho}, \mathrm{u}_{v}\right\}\right.$ where $f^{\mathrm{e}}\left(\mathrm{u}_{\rho}, \mathrm{u}_{v}\right)=\mathrm{u}_{\rho} e_{\mathrm{e}}^{0}+\frac{1}{2} \frac{\mathrm{u}_{v} \cdot \mathrm{u}_{v}}{\mathrm{u}_{\rho}}$ and $\mathcal{O}_{\mathrm{z}_{\mathrm{e}}}=(0, \infty) \times \mathbb{R}^{d} \times(0, \infty)$. The map $\mathrm{z}_{\mathrm{e}} \rightarrow \mathrm{u}_{\mathrm{e}}$ is easily shown to be a $C^{\varkappa}$ diffeomorphism from $\mathcal{O}_{z_{e}}$ onto $\mathcal{O}_{\mathrm{u}_{\mathrm{e}}}$. Introducing the convective and dissipative fluxes of the equilibrium fluid model (2.23)-(2.25)

$$
\begin{gather*}
\mathrm{F}_{i}^{\mathrm{e}}=\left(\rho_{\mathrm{e}} v_{\mathrm{e} i}, \rho_{\mathrm{e}} \boldsymbol{v}_{\mathrm{e}} v_{\mathrm{e} i}+p_{\mathrm{e}} \boldsymbol{e}_{i},\left(\rho e_{\mathrm{e}}+p_{\mathrm{e}}+\frac{1}{2} \rho_{\mathrm{e}}\left|\boldsymbol{v}_{\mathrm{e}}\right|^{2}\right) v_{\mathrm{e} i}\right)^{t}  \tag{2.27}\\
\epsilon_{d} \mathrm{~F}_{i}^{\mathrm{e} d i s s}=\left(0, \boldsymbol{\Pi}_{\mathrm{e} i}, Q_{\mathrm{e} i}+\boldsymbol{\Pi}_{\mathrm{e} i} \cdot \boldsymbol{v}_{\mathrm{e}}\right)^{t} \tag{2.28}
\end{gather*}
$$

using straighforward notation, the system at equilibrium may be rewritten in qualilinear form

$$
\begin{equation*}
\partial_{t} \mathrm{u}_{\mathrm{e}}+\sum_{i \in \mathcal{D}} \mathrm{~A}_{i}^{\mathrm{e}}\left(\mathrm{u}_{\mathrm{e}}\right) \partial_{i} \mathrm{u}_{\mathrm{e}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\mathrm{~B}_{i j}^{\mathrm{e}}\left(\mathrm{u}_{\mathrm{e}}\right) \partial_{j} \mathrm{u}_{\mathrm{e}}\right)=0 \tag{2.29}
\end{equation*}
$$

where $\mathrm{A}_{i}^{\mathrm{e}}, i \in \mathcal{D}$, denote the Jacobian matrices $\mathrm{A}_{i}^{\mathrm{e}}=\partial_{\mathrm{u}_{\mathrm{e}}} \mathrm{F}_{i}^{\mathrm{e}}$ and $\mathrm{B}_{i j}^{\mathrm{e}}, i, j \in \mathcal{D}$, the dissipation matrices at equilibrium with $\mathrm{F}_{i}^{\mathrm{ediss}}=-\sum_{j \in \mathcal{D}} \mathrm{~B}_{i j}^{\mathrm{e}} \partial_{j} \mathrm{u}_{\mathrm{e}}[29,31,18]$. The equations of the one-temperature equilibrium model may also be written in normal form [25] with the normal variable

$$
\begin{equation*}
\mathrm{w}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \boldsymbol{v}_{\mathrm{e}},-\frac{1}{T_{\mathrm{e}}}\right)^{t} \tag{2.30}
\end{equation*}
$$

where the density $\mathrm{w}_{\mathrm{eI}}=\rho_{\mathrm{e}}$ is the hyperbolic variable and $\mathrm{w}_{\mathrm{eII}}=\left(\boldsymbol{v}_{\mathrm{e}},-\frac{1}{T_{\mathrm{e}}}\right)^{t}$ the parabolic variable.
Theorem 2.3. Assume that $\left(\mathrm{T}_{1}\right)\left(\mathrm{T}_{2}\right)$ and $\left(\mathrm{Tr}_{1}\right)\left(\mathrm{Tr}_{2}\right)$ hold. Then the map $\mathrm{v}_{\mathrm{e}} \rightarrow \mathrm{w}_{\mathrm{e}}$ is a $C^{\varkappa-1}$ diffeomorphism from the open set $\mathcal{O}_{\mathrm{v}_{\mathrm{e}}}$ onto the open set $\mathcal{O}_{\mathrm{w}_{\mathrm{e}}}=(0, \infty) \times \mathbb{R}^{d} \times(-\infty, 0)$. The system written in the $\mathrm{w}_{\mathrm{e}}$ variable is of the normal form

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{t} \mathrm{w}_{\mathrm{e}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{i} \mathrm{w}_{\mathrm{e}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{j} \mathrm{w}_{\mathrm{e}}\right)=\epsilon_{d} \overline{\mathrm{~b}}_{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{IIe}}\right) \tag{2.31}
\end{equation*}
$$

where $\overline{\mathrm{A}}_{0}^{\mathrm{e}}, \overline{\mathrm{A}}_{i}^{\mathrm{e}}, i \in \mathcal{D}, \overline{\mathrm{~B}}_{i j}^{\mathrm{e}}$, are detailed in [25] and have regularity at least $\kappa-1$, and $\overline{\mathrm{b}}_{\mathrm{e}}$ is a quadratic residual. The matrices at equilibirum are related to the analog matrices out of equilibrium with the
relations $\overline{\mathrm{A}}_{0}^{\mathrm{e}}=\psi^{t} \overline{\mathrm{~A}}_{0}\left(\psi \mathrm{w}_{\mathrm{e}}\right) \psi, \overline{\mathrm{A}}_{i}^{\mathrm{e}}=\psi^{t} \overline{\mathrm{~A}}_{i}\left(\psi \mathrm{w}_{\mathrm{e}}\right) \psi$ with

$$
\psi=\left[\begin{array}{ccc}
1 & 0_{1, d} & 0  \tag{2.32}\\
0_{d, 1} & \boldsymbol{I} & 0_{d, 1} \\
0 & 0_{1, d} & 0 \\
0 & 0_{1, d} & 1
\end{array}\right]
$$

Moreover, the dissipation matrices $\overline{\mathrm{B}}_{i j}^{\mathrm{e}}$ have the structure $\overline{\mathrm{B}}_{i j}^{\mathrm{e}}=\frac{1}{r} \overline{\mathrm{~B}}^{\lambda, \mathrm{e}} \delta_{i j}+\frac{\bar{\kappa}_{\mathrm{e}}}{r T_{\mathrm{e}}} \overline{\mathrm{B}}_{i j}^{\kappa, \mathrm{e}}+\frac{\bar{\eta}_{\mathrm{e}}}{r T_{\mathrm{e}}} \overline{\mathrm{B}}_{i j}^{\eta, \mathrm{e}}$ with $\overline{\mathrm{B}}^{\lambda, \mathrm{e}}=\psi^{t} \overline{\mathrm{~B}}^{\lambda}\left(\psi \mathrm{w}_{\mathrm{e}}\right) \psi$ and $\overline{\mathrm{B}}_{i j}^{\eta, \mathrm{e}}=\psi^{t} \overline{\mathrm{~B}}_{i j}^{\eta}\left(\psi \mathrm{w}_{\mathrm{e}}\right) \psi$ whereas the matrices $\overline{\mathrm{B}}_{i j}^{\kappa, \mathrm{e}}, i, j \in \mathcal{D}$, are given in [25].

Denoting by $\varphi$ the linear operator $\varphi=\psi^{t}$ where $\psi$ is the rectangular matrix (2.32), one of the goal of this paper is to establish that the equilibrium projection $\varphi \mathrm{w}$ of the normal variable $w$ out of thermodynamic equilibrium is close to the normal variable $w_{e}$ at thermodynamic equilibrium so that $\varphi \mathrm{w}-\mathrm{w}_{\mathrm{e}}=\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)$.

## 3 Hyperbolic-parabolic systems with stiff source terms

We investigate in this section local existence theorems for hyperbolic-parabolic systems of partial differential equations in normal form with small second order terms and stiff sources. We generally follow the elegant formalism and methods of proof of Kawashima [29], the differences being due to the stiff sources.

### 3.1 Preliminaries

We consider an abstract hyperbolic-parabolic system with small second order terms and stiff sources in normal form. The system is written

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{j} \mathrm{w}\right)+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \mathrm{w}=\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}, \partial_{\times} \mathrm{w}_{\mathrm{II}}\right) \tag{3.1}
\end{equation*}
$$

where $\mathrm{w}=\left(\mathrm{w}_{\mathrm{I}}, \mathrm{w}_{\mathrm{II}}\right)^{t} \in \mathcal{O}_{\mathrm{w}}, \mathcal{O}_{\mathrm{w}}$ is an open set of $\mathbb{R}^{n}, \mathrm{w}_{\mathrm{I}}$ are the hyperbolic components, $\mathrm{w}_{\mathrm{II}}$ the parabolic components, and $\epsilon_{d}, \epsilon \in(0,1]$ are two positive parameters. The dimensions of the hyperbolic and parabolic components are denoted by $n_{\mathrm{I}}$ and $n_{\mathrm{II}}$ respectively so that $n=n_{\mathrm{I}}+n_{\mathrm{II}}$. The matrices $\overline{\mathrm{A}}_{0}, \overline{\mathrm{~A}}_{i}, \overline{\mathrm{~B}}_{i j}$, and $\overline{\mathrm{L}}$ are assumed to have at least regularity $\varkappa-2$. We will generally assume that $\varkappa$ is as large as required by the various theorems in the following, in particular that $\varkappa-3 \geq l+1 \geq l_{0}+2$ where $l_{0}=[d / 2]+1$. The matrix $\overline{\mathrm{A}}_{0}$ is symmetric positive definite, the matrices $\overline{\mathrm{A}}_{i}$ are symmetric, $\overline{\mathrm{B}}_{i j}$ satisfy $\overline{\mathrm{B}}_{i j}^{t}=\overline{\mathrm{B}}_{j i}$, and $\overline{\mathrm{L}}$ is positive semi-definite with a fixed nullspace $\overline{\mathcal{E}}$. The matrices $\overline{\mathrm{A}}_{0}$ and $\overline{\mathrm{B}}_{i j}$, $i, j \in \mathcal{D}$, have the bloc structure

$$
\overline{\mathrm{A}}_{0}=\left[\begin{array}{cc}
\overline{\mathrm{A}}_{0}^{\mathrm{I}, \mathrm{I}} & 0_{n_{\mathrm{I}}, n_{\mathrm{II}}} \\
0_{n_{\mathrm{I}}, n_{\mathrm{I}}} & \overline{\mathrm{~A}}_{0}^{\mathrm{II}, \mathrm{II}}
\end{array}\right], \quad \overline{\mathrm{B}}_{i j}=\left[\begin{array}{cc}
0_{n_{\mathrm{I}}, n_{\mathrm{I}}} & 0_{n_{\mathrm{I}}, n_{\mathrm{II}}} \\
0_{n_{\mathrm{II}}, n_{\mathrm{I}}} & \overline{\mathrm{~B}}_{i j}^{\mathrm{IIII}}
\end{array}\right],
$$

and $\overline{\mathrm{B}}^{\mathrm{II}, \mathrm{II}}(\mathrm{w}, \boldsymbol{\xi})=\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}^{\mathrm{II}, \mathrm{II}}(\mathrm{w}) \xi_{i} \xi_{j}$ is positive definite for $\mathrm{w} \in \mathcal{O}_{\mathrm{w}}$ and $\boldsymbol{\xi} \in \Sigma^{d-1}$. The quadratic source term is also in the form

$$
\begin{equation*}
\overline{\mathrm{b}}\left(\mathrm{w}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{II}}\right)=\sum_{i, j \in \mathcal{D}} \overline{\mathrm{M}}_{i j}(\mathrm{w}) \partial_{i} \mathrm{w} \partial_{j} \mathrm{w}=\left(0, \sum_{i, j \in \mathcal{D}} \overline{\mathrm{M}}_{i j}^{\mathrm{II}, \mathrm{II}, \mathrm{II}}(\mathrm{w}) \partial_{i} \mathrm{w}_{\mathrm{II}} \partial_{j} \mathrm{w}_{\mathrm{II}},\right)^{t} \tag{3.2}
\end{equation*}
$$

where $\overline{\mathrm{M}}_{i j}$ are third order tensors depending on $w$ with at least regularity $\varkappa-3$. Denoting by $\pi$ the orthogonal projector onto the orthogonal of the equilibrium manifold $\overline{\mathcal{E}}^{\perp}$, we assume that $\overline{\mathrm{A}}_{0}$ satisfies the compatibility condition

$$
\begin{equation*}
\pi \overline{\mathrm{A}}_{0}(\mathrm{w})=\overline{\mathrm{A}}_{0}(\mathrm{w}) \pi, \quad \mathrm{w} \in \mathcal{O}_{\mathrm{w}} \tag{3.3}
\end{equation*}
$$

We are only interested in well prepared initial data in this section, that is, we assume that the initial condition $\mathrm{w}_{0}$ is close to the equilibrium manifold $\overline{\mathcal{E}}$ in such a way that $\pi \mathrm{w}_{0}$ is small. The situation of ill prepared data will be investigated with initial layers.

We denote by $u^{\star}$ and $w^{\star}$ corresponding constant equilibrium states in the $u$, and $w$ variables respectively, so that $\mathrm{w}^{\star} \in \mathcal{O}_{\mathrm{w}} \cap \overline{\mathcal{E}}$ and $\pi \mathrm{w}^{\star}=0$. We denote by $|\bullet|_{l}$ the norm in the Sobolev space $H^{l}=H^{l}\left(\mathbb{R}^{d}\right)$ and otherwise $\|\bullet\|_{A}$ in the functional space $A$. If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$ is a multiindex, we denote as usual by $\partial^{\alpha}$ the differential operator $\partial_{1}^{\alpha_{1}} \cdots \partial_{d}^{\alpha_{d}}$ and by $|\alpha|$ its order $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$. The square of $k^{\text {th }}$ derivatives of a scalar function $\phi$, like $T$, $\rho$, or $v_{i}, 1 \leq i \leq d$, is defined by

$$
\begin{equation*}
\left|\partial^{k} \phi\right|^{2}=\sum_{|\alpha|=k} \frac{k!}{\alpha!}\left(\partial^{\alpha} \phi\right)^{2}=\sum_{1 \leq i_{1}, \ldots, i_{k} \leq d}\left(\partial_{i_{1}} \cdots \partial_{i_{k}} \phi\right)^{2} \tag{3.4}
\end{equation*}
$$

where $k!/ \alpha!$ are the multinomial coefficients and similarly, for a vector function like $\boldsymbol{v}$ we define $\left|\partial^{k} \boldsymbol{v}\right|^{2}=$ $\sum_{1 \leq i \leq d}\left|\partial^{k} v_{i}\right|^{2}$. Finally, for any map $\phi:[0, \bar{\tau}] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ where $\bar{\tau}>0$ is positive and for any $\tau \in[0, \bar{\tau}]$, we denote by $\phi(\tau)$ the partial map $x \rightarrow \phi(\tau, \mathrm{x})$ defined over $\mathbb{R}^{d}$.

### 3.2 A priori estimates

We consider in this section linearized equations in the form

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \widetilde{\mathrm{w}}=\mathrm{f}+\epsilon_{d} \mathrm{~g} \tag{3.5}
\end{equation*}
$$

Such linearized equations (3.5) are useful in order to build sequences of successive approximations that converge towards solutions of the nonlinear equations (3.1) as well as to estimate the derivatives of such solutions. For a given $\bar{\tau}>0$ and $l \geq l_{0}+1$ where $l_{0}=[d / 2]+1$, we assume that w is such that

$$
\left\{\begin{array}{c}
\mathrm{w}_{\mathrm{I}}-\mathrm{w}_{\mathrm{I}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-1}\right), \\
\mathrm{w}_{\mathrm{II}}-\mathrm{w}_{\mathrm{II}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-2}\right),  \tag{3.7}\\
\partial_{t} \mathrm{w}_{\mathrm{II}} \in L^{2}\left((0, \bar{\tau}), H^{l-1}\right),
\end{array}\right.
$$

and we define

$$
\begin{equation*}
\sup _{0 \leq \tau \leq \bar{\tau}}\left|\mathrm{w}(\tau)-\mathrm{w}^{\star}\right|_{l}^{2}=M^{2}, \quad \int_{0}^{\bar{\tau}}\left|\partial_{t} \mathrm{w}(\tau)\right|_{l-1}^{2} d \tau=M_{1}^{2} . \tag{3.8}
\end{equation*}
$$

We consider $\mathcal{O}_{0}$ such that $\overline{\mathcal{O}}_{0} \subset \mathcal{O}_{\mathrm{w}}, d_{1}$ such that $0<d_{1}<d\left(\overline{\mathcal{O}}_{0}, \partial \mathcal{O}_{\mathrm{w}}\right)$, and define

$$
\begin{equation*}
\mathcal{O}_{1}=\left\{\mathbf{w} \in \mathcal{O}_{\mathrm{w}} ; d\left(\mathrm{w}, \overline{\mathcal{O}}_{0}\right)<d_{1}\right\} \tag{3.9}
\end{equation*}
$$

It is also assumed that $w_{0}$ and $w$ are such that

$$
\begin{equation*}
\mathrm{w}_{0}(\mathrm{x})=\mathrm{w}(0, \mathrm{x}) \in \mathcal{O}_{0}, \quad \mathrm{w}(t, \mathrm{x}) \in \mathcal{O}_{1}, \quad t \in[0, \bar{\tau}], \quad \mathrm{x} \in \mathbb{R}^{d} \tag{3.10}
\end{equation*}
$$

The following priori estimates for linearized equations will be of fundamental importance for existence theorem of the full quasilinear system (3.1). When the source terms are not stiff such estimates have been established by Kawashima [29]. The estimates in the situation of stiff sources differ by the inclusion of new terms associated with the fast variable $\pi w / \epsilon$ as well as for the time derivatives which cannot anymore be estimated directly from the governing equations but require well chosen test functions. In particular, the time derivatives are not in the space $\mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ uniformly in $\epsilon$ but only in the space $L^{2}\left([0, \bar{\tau}], H^{l-2}\right)$. Stronger estimates in $\mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-2}\right)$, obtained in the next section, indeed require the boundedness of $\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2} / \epsilon$.

Theorem 3.1. Let $l \geq l_{0}+1$ with $l_{0}=[d / 2]+1$, consider the linearized system (3.5), and assume that the solution $\widetilde{w}$ is such that

$$
\begin{align*}
& \widetilde{\mathrm{w}}_{\mathrm{I}}-\widetilde{\mathrm{w}}_{I}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-1}\right), \\
& \widetilde{\mathrm{w}}_{\mathrm{II}}-\widetilde{\mathrm{w}}_{\mathrm{II}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-2}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l+1}\right), \tag{3.11}
\end{align*}
$$

where $\widetilde{\mathrm{w}}^{\star}=\left(\widetilde{\mathrm{w}}_{\mathrm{I}}^{\star}, \widetilde{\mathrm{w}}_{\mathrm{II}}^{\star}\right)^{t}$ is a constant state $\widetilde{\mathrm{w}}^{\star} \in \overline{\mathcal{E}}$. Further assume that

$$
\begin{align*}
& \mathrm{f} \in C^{0}\left([0, \bar{\tau}], H^{l-1}\right) \cap L^{1}\left([0, \bar{\tau}], H^{l}\right),  \tag{3.12}\\
& \mathrm{g} \in C^{0}\left([0, \bar{\tau}], H^{l-1}\right), \quad \mathrm{g}_{\mathrm{I}}=0, \tag{3.13}
\end{align*}
$$

and denote by $\widetilde{\mathrm{w}}_{0}$ the initial state $\widetilde{\mathrm{w}}_{0}(\mathrm{x})=\widetilde{\mathrm{w}}(0, \mathrm{x})$. Then there exists constants $\mathrm{c}_{1}\left(\mathcal{O}_{1}\right) \geq 1$ and $\mathrm{c}_{2}\left(\mathcal{O}_{1}, M\right) \geq 1$, with $\mathrm{c}_{2}\left(\mathcal{O}_{1}, M\right)$ increasing with $M$, such that for any $t \in[0, \bar{\tau}]$

$$
\begin{align*}
& \sup _{0 \leq \tau \leq t}\left\{\left|\widetilde{\mathrm{w}}(\tau)-\widetilde{\mathrm{w}}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}|\pi \widetilde{\mathrm{w}}(\tau)|_{0}^{2}\right\}+\epsilon_{d} \int_{0}^{t}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)-\widetilde{\mathrm{w}}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau \\
& \quad+\frac{1}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l}^{2} d \tau \leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(\left|\widetilde{\mathrm{w}}_{0}-\widetilde{\mathrm{w}}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \widetilde{\mathrm{w}}_{0}\right|_{0}^{2}\right. \\
& \left.\quad+\epsilon_{d} \mathrm{c}_{2} \int_{0}^{t}\left|\mathrm{~g}_{\mathrm{II}}(\tau)\right|_{l-1}^{2} d \tau+\mathrm{c}_{2}\left\{\int_{0}^{t}|\mathrm{f}(\tau)|_{l} d \tau\right\}^{2}+\mathrm{c}_{2} \int_{0}^{t}|\pi \mathrm{f}(\tau)|_{0}^{2} d \tau\right)  \tag{3.14}\\
& \begin{array}{r}
\frac{1}{\epsilon} \sup _{0 \leq \tau \leq t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon^{2}} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2} d \tau+\int_{0}^{t}\left|\partial_{t} \widetilde{\mathrm{w}}(\tau)\right|_{l-1}^{2} d \tau \\
\leq \mathrm{c}_{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(\left|\widetilde{\mathrm{w}}_{0}-\widetilde{\mathrm{w}}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \widetilde{\mathrm{w}}_{0}\right|_{l-1}^{2}+\epsilon_{d} \int_{0}^{t}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2} d \tau\right. \\
\\
\left.+\left\{\int_{0}^{t}|\mathrm{f}|_{l} d \tau\right\}^{2}+\int_{0}^{t}|\mathrm{f}|_{l-1}^{2} d \tau\right)
\end{array}
\end{align*}
$$

Proof. The lengthy proof is given in Appendix A.

### 3.3 Local existence

We first restate an existence theorem for the linearized equations (3.5) which is a coupled system of hyperbolic-parabolic type established by Kawashima [29]. These linearized coupled hyperbolicparabolic solutions are then used in order to establish the existence of local solutions for the full nonlinear system (3.1).
Proposition 3.2. Let $l \geq l_{0}+1$ where $l_{0}=[d / 2]+1, \bar{\tau}>0$, assume that w is such that (3.6), (3.7) and (3.10) hold, that f and g satisfy (3.12) and (3.13), and that $\widetilde{\mathrm{w}}_{0}$ is such that $\widetilde{\mathrm{w}}_{0}-\widetilde{\mathrm{w}}^{\star} \in H^{l}$ for some constant state $\widetilde{w}^{\star} \in \overline{\mathcal{E}}$. Then there exists a unique solution $\widetilde{w}$ to the linearized equations (3.5) with initial condition $\widetilde{\mathrm{w}}_{0}$ and regularity (3.11).

We now establish a local existence theorem on a time interval $\bar{\tau}>0$ independent of $\epsilon_{d}$ and $\epsilon$ for the system of partial differential equation in normal form (3.1). Such an existence theorem is a fundamental step toward a convergence theorem for $\epsilon, \epsilon_{d} \rightarrow 0$. Since we are interested in convergence results on time intervals including the time origin $t=0$, we assume in this section that the initial data is well prepared or equivalently that $\pi \mathrm{w}_{0}$ is small. We follow the elegant method of proof of Kawashima in his seminal work on hyperbolic-parabolic systems [29]. The differences are in the definition of the approximated solutions which include the stiff sources, in the definition of the invariant set by iteration, and fundamentally in the convergence rate of the successive approximated solutions which may indeed depend on $\epsilon$.

Theorem 3.3. Let $d \geq 1$ and $l \geq l_{0}+1$, be integers with $l_{0}=[d / 2]+1$, and let $b>0$ be given. Let $\mathcal{O}_{0}$ such that $\overline{\mathcal{O}}_{0} \subset \mathcal{O}_{\mathrm{w}}$, $d_{1}$ such that $0<d_{1}<d\left(\overline{\mathcal{O}}_{0}, \partial \mathcal{O}_{\mathrm{w}}\right)$, and define $\mathcal{O}_{1}=\left\{\mathrm{w} \in \mathcal{O}_{\mathrm{w}} ; d\left(\mathrm{w}, \overline{\mathcal{O}}_{0}\right)<d_{1}\right\}$. There exists $\bar{\tau}>0$ depending on $\mathcal{O}_{1}$ and $b$, and independent on $\epsilon_{d} \in(0,1]$ and $\epsilon \in(0,1]$, such that for any $\mathrm{w}_{0}$ with

$$
\begin{equation*}
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}<b^{2} \tag{3.16}
\end{equation*}
$$

and $\mathrm{w}_{0} \in \overline{\mathcal{O}}_{0}$, there exists a unique local solution w to the system

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{j} \mathrm{w}\right)+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \mathrm{w}=\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}, \partial_{\times} \mathrm{w}_{\mathrm{II}}\right) \tag{3.17}
\end{equation*}
$$

with initial condition

$$
\mathrm{w}(0, \mathrm{x})=\mathrm{w}_{0}(\mathrm{x}), \quad \mathrm{x} \in \mathbb{R}^{d}
$$

such that

$$
\mathrm{w}(t, \mathrm{x}) \in \mathcal{O}_{1}, \quad t \in[0, \bar{\tau}], \quad \mathrm{x} \in \mathbb{R}^{d}
$$

and

$$
\begin{aligned}
& \mathrm{w}_{\mathrm{I}}-\mathrm{w}_{\mathrm{I}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-1}\right), \\
& \mathrm{w}_{\mathrm{II}}-\mathrm{w}_{\mathrm{II}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-2}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l+1}\right) .
\end{aligned}
$$

In addition, there exists $C>0$ which only depend on $\mathcal{O}_{1}$ and $b$, such that

$$
\begin{align*}
& \sup _{0 \leq \tau \leq \bar{\tau}}\left(\left|\mathrm{w}(\tau)-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}|\pi \mathrm{w}(\tau)|_{l-1}^{2}\right)+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\mathrm{w}_{\mathrm{II}}(\tau)-\mathrm{w}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau \\
& +\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l}^{2} d \tau+\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l-1}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t} \mathrm{w}(\tau)\right|_{l-1}^{2} d \tau \\
& \quad \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}\right) . \tag{3.18}
\end{align*}
$$

Proof. Solutions to the nonlinear system (3.17) are fixed points $\widetilde{w}=w$ of the linearized equations [29]

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \widetilde{\mathrm{w}}=\epsilon_{d} \mathrm{~g} \tag{3.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{g}\left(\mathrm{w}, \partial_{\mathrm{x}} \mathrm{w}\right)=\sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w})\right) \partial_{j} \mathrm{w}-\sum_{i, j \in \mathcal{D}} \partial_{i}\left(\partial_{\mathrm{w}} \mathrm{v}\right)^{t}\left(\partial_{\mathrm{v}} \mathrm{w}\right)^{t} \overline{\mathrm{~B}}_{i j} \partial_{j} \mathrm{w} \tag{3.20}
\end{equation*}
$$

Fixed points are investigated in the space $\mathrm{w} \in \mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M, M_{1}\right)$ defined by $\mathrm{w}_{\mathrm{I}}-\mathrm{w}_{\mathrm{I}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right), \partial_{t} \mathrm{w}_{\mathrm{I}} \in$ $\mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-1}\right), \mathrm{w}_{\mathrm{II}}-\mathrm{w}_{\mathrm{II}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l+1}\right), \partial_{t} \mathrm{w}_{\mathrm{II}} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-2}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l-1}\right)$, $\mathrm{w}(t, x) \in \mathcal{O}_{1}$, and

$$
\begin{aligned}
& \sup _{0 \leq \tau \leq \bar{\tau}}\left|\mathrm{w}(\tau)-\mathrm{w}^{\star}\right|_{l}^{2}+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\mathrm{w}_{\mathrm{II}}(\tau)-\mathrm{w}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l}^{2} d \tau \leq M^{2} \\
& \frac{1}{\epsilon} \sup _{0 \leq \tau \leq \bar{\tau}}|\pi \mathrm{w}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l-1}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t} \mathrm{w}(\tau)\right|_{l-1}^{2} d \tau \leq M_{1}^{2}
\end{aligned}
$$

For win $\mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M, M_{1}\right)$, we may use the estimates established for linearized systems in Theorem 3.1 of Section 3.2. Noting also that $f=0, g_{I}=0$, and that $g_{\text {II }}$ is quadratic in the gradients, we obtain upper bounds in the form

$$
\begin{equation*}
|\mathrm{g}(t)|_{l-1}^{2} \leq \mathrm{c}_{2} M^{2}, \quad t \in[0, \bar{\tau}] \tag{3.21}
\end{equation*}
$$

and the constants $\mathrm{c}_{2}$ of this estimate may be taken identical to the constant of the linear estimates, upon taking the maximum of both constants. Using assumption (3.16) and combining these bounds with the linear estimates (3.14) and (3.15), we obtain that

$$
\begin{align*}
& \sup _{0 \leq \tau \leq t}\left|\widetilde{\mathrm{w}}(\tau)-\mathrm{w}^{\star}(\tau)\right|_{l}^{2}+\epsilon_{d} \int_{0}^{t}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)-\mathrm{w}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau \\
&  \tag{3.22}\\
& +\frac{1}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l}^{2} d \tau \leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(b^{2}+t \epsilon_{d} \mathrm{c}_{2}^{2} M^{2}\right) \\
& \frac{1}{\epsilon} \sup _{0 \leq \tau \leq t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon^{2}} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2} d \tau+\int_{0}^{t}\left|\partial_{t} \widetilde{\mathrm{w}}(\tau)\right|_{l-1}^{2} d \tau \leq  \tag{3.23}\\
& \quad \mathrm{c}_{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(b^{2}+t \epsilon_{d} \mathrm{c}_{2} M^{2}\right)
\end{align*}
$$

We now define

$$
M_{b}=2 \mathrm{c}_{1}\left(\mathcal{O}_{1}\right) b, \quad M_{1 b}=\mathrm{c}_{2}\left(\mathcal{O}_{1}, M_{b}\right) 2 \mathrm{c}_{1}\left(\mathcal{O}_{1}\right) b
$$

Let then be $\bar{\tau} \leq 1$ small enough such that

$$
\begin{gathered}
\exp \left(\mathrm{c}_{2}\left(\mathcal{O}_{1}, M_{b}\right)\left(\bar{\tau}+M_{1 b} \sqrt{\bar{\tau}}\right)\right) \leq 2 \\
\mathrm{c}_{2}^{2}\left(\mathcal{O}_{1}, M_{b}\right) \bar{\tau}\left(2 \mathrm{c}_{1}\left(\mathcal{O}_{1}\right)\right)^{2} \leq 1 \\
\mathrm{c}_{0} M_{1 b} \sqrt{\bar{\tau}}<d_{1}
\end{gathered}
$$

where we have used $\|\phi\|_{L^{\infty}} \leq \mathrm{c}_{0}|\phi|_{l-1}$. Then for any $\mathrm{w} \in \mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M_{b}, M_{1 b}\right)$, any $\mathrm{w}_{0}(\mathrm{x})$ such that $\mathrm{w}_{0}-\mathrm{w}^{\star} \in H^{l}, \mathrm{w}_{0} \in \overline{\mathcal{O}}_{0}$, and $\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2} / \epsilon<b^{2}$, and any $\epsilon_{d}, \epsilon \in(0,1]$, the solution $\widetilde{\mathrm{w}}$ to the linearized equations with initial condition $\mathrm{w}_{0}$ stays in the space $\mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M_{b}, M_{1 b}\right)$. More specifically, letting $\widetilde{M}^{2}$ and $\widetilde{M}_{1}^{2}$ be the maximum of the left hand sides of (3.22) and (3.23) respectively, we obtain from (3.22) that

$$
\widetilde{M}^{2} \leq 2 \mathrm{c}_{1}^{2} b^{2}\left(1+4 \epsilon_{d} \mathrm{c}_{1}^{2} \mathrm{c}_{2}^{2} \bar{\tau}\right) \leq 4 \mathrm{c}_{1}^{2} b^{2}=M_{b}^{2}
$$

and from (3.23) we deduce that

$$
\widetilde{M}_{1}^{2} \leq 2 \mathrm{c}_{2}^{2} b^{2}\left(1+4 \epsilon_{d} \bar{\tau} \mathrm{c}_{1}^{2}\right) \leq M_{1 b}^{2}
$$

since $4 \bar{\tau} \mathrm{c}_{1}^{2} \leq 4 \bar{\tau} \mathrm{c}_{1}^{2} \mathrm{c}_{2}^{2} \leq 1$ and finally that $\left\|\widetilde{\mathrm{w}}-\mathrm{w}^{\star}\right\|_{L^{\infty}} \leq \mathrm{c}_{0} M_{1 \alpha} \sqrt{\bar{\tau}}<d_{1}$ and we have established that the space $\mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M_{b}, M_{1 b}\right)$ is stable.

Let w and $\widehat{\mathrm{w}}$ be in $\mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M_{b}, M_{1 b}\right)$, let $\mathrm{w}_{0}(\mathrm{x})$ and $\widehat{\mathrm{w}}_{0}(\mathrm{x})$ such that $\mathrm{w}_{0}-\mathrm{w}^{\star} \in H^{l}$, $\widehat{\mathrm{w}}_{0}-\mathrm{w}^{\star} \in H^{l}$, $\mathrm{w}_{0}, \widehat{\mathrm{w}}_{0} \in \overline{\mathcal{O}}_{0},\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2} / \epsilon<b^{2},\left|\widehat{\mathrm{w}}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\left|\pi \widehat{\mathrm{w}}_{0}\right|_{l-1}^{2} / \epsilon<b^{2}$, let $\epsilon_{d}, \epsilon \in(0,1]$, and define $\delta \mathrm{w}=\mathrm{w}-\widehat{\mathrm{w}}$ and $\delta \widetilde{\mathrm{w}}=\widetilde{\mathrm{w}}-\widetilde{\widehat{w}}$. Forming the difference between the linearized equations, we obtain that

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\widehat{\mathrm{w}}) \partial_{t} \delta \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\widehat{\mathrm{w}}) \partial_{i} \delta \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\widehat{\mathrm{w}}) \partial_{i} \partial_{j} \delta \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\widehat{\mathrm{w}}) \delta \widetilde{\mathrm{w}}=\delta \mathrm{f}+\epsilon_{d} \delta \mathrm{~g} \tag{3.24}
\end{equation*}
$$

Here

$$
\begin{align*}
\delta \mathrm{f}= & -\sum_{i \in \mathcal{D}}\left(\overline{\mathrm{~A}}_{0}(\widehat{\mathrm{w}})\left(\overline{\mathrm{A}}_{0}(\mathrm{w})\right)^{-1} \overline{\mathrm{~A}}_{i}(\mathrm{w})-\overline{\mathrm{A}}_{i}(\widehat{\mathrm{w}})\right) \partial_{i} \widetilde{\mathrm{w}} \\
& -\frac{1}{\epsilon}\left(\overline{\mathrm{~A}}_{0}(\widehat{\mathrm{w}})\left(\overline{\mathrm{A}}_{0}(\mathrm{w})\right)^{-1} \overline{\mathrm{~L}}(\mathrm{w})-\overline{\mathrm{L}}(\widehat{\mathrm{w}})\right) \pi \widetilde{\mathrm{w}}  \tag{3.25}\\
\delta \mathrm{~g}= & \overline{\mathrm{A}}_{0}(\widehat{\mathrm{w}})\left(\overline{\mathrm{A}}_{0}(\mathrm{w})\right)^{-1} \mathrm{~g}\left(\mathrm{w}, \partial_{\times} \mathrm{w}\right)-\mathrm{g}\left(\widehat{\mathrm{w}}, \partial_{\times} \widehat{\mathrm{w}}\right) \\
+ & \sum_{i, j \in \mathcal{D}}\left(\overline{\mathrm{~A}}_{0}(\widehat{\mathrm{w}})\left(\overline{\mathrm{A}}_{0}(\mathrm{w})\right)^{-1} \overline{\mathrm{~B}}_{i j}(\mathrm{w})-\overline{\mathrm{B}}_{i j}(\widehat{\mathrm{w}})\right) \partial_{i} \partial_{j} \widetilde{\mathrm{w}} \tag{3.26}
\end{align*}
$$

and we have in particular $\delta \mathrm{g}_{\mathrm{I}}=0$. These expressions imply that

$$
\begin{gathered}
\left|\delta \mathrm{f}_{\mathrm{I}}\right|_{l-1}^{2}+\left|\delta \mathrm{f}_{\mathrm{II}}\right|_{l-1}^{2} \leq \frac{\mathrm{c}_{2}}{\epsilon}|\delta \mathrm{w}|_{l-1}^{2}, \\
\left|\delta \mathrm{~g}_{\mathrm{II}}\right|_{l-2}^{2} \leq \mathrm{c}_{2}|\delta \mathrm{w}|_{l-1}^{2},
\end{gathered}
$$

where the $1 / \epsilon$ factor arises from the nonlinear stiff sources and will make the convergence of the successive approximations more difficult to establish than for non stiff problems. We define $N_{l-1}^{2}\left(a, a^{\prime}, \delta \widetilde{\mathrm{w}}\right)$ when $\left[a, a^{\prime}\right] \subset[0, \bar{\tau}]$ by

$$
\begin{align*}
& N_{l-1}^{2}\left(a, a^{\prime}, \delta \widetilde{\mathrm{w}}\right)=\sup _{a \leq \tau \leq a^{\prime}}\left(|\delta \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon}|\pi \delta \widetilde{\mathrm{w}}(\tau)|_{l-2}^{2}\right)+\epsilon_{d} \int_{a}^{a^{\prime}}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)\right|_{l}^{2} d \tau \\
& +\frac{1}{\epsilon} \int_{a}^{a^{\prime}}|\pi \delta \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2} d \tau+\frac{1}{\epsilon^{2}} \int_{a}^{a^{\prime}}|\pi \delta \widetilde{\mathrm{w}}(\tau)|_{l-2}^{2} d \tau+\int_{a}^{a^{\prime}}\left|\partial_{t} \delta \widetilde{\mathrm{w}}(\tau)\right|_{l-2}^{2} d \tau \tag{3.27}
\end{align*}
$$

In order to obtain fixed points, we introduce the sequence of successive approximations $\left\{\mathrm{w}^{k}\right\}_{k \geq 0}$ starting at $\mathrm{w}^{0}=\mathrm{w}^{\star}$ with $\mathrm{w}^{k+1}=\widetilde{\mathrm{w}}^{k}$, i.e., $\mathrm{w}^{k+1}$ is obtained as the solution $\widetilde{\mathrm{w}}=\mathrm{w}^{k+1}$ of linearized equations with $\mathrm{w}=\mathrm{w}^{k}$ and with initial condition $\mathrm{w}_{0}$. We also denote by $\delta^{k} \mathrm{w}$ the difference $\delta^{k} \mathrm{w}=$ $\mathrm{w}^{k+1}-\mathrm{w}^{k}$ for $k \geq 0$. We first establish that the sequence of successive approximations $\left\{\mathrm{w}^{k}\right\}_{k \geq 0}$ is convergent for the norm $N_{l-1}\left(0, \tau_{\epsilon}, \bullet\right)$ and thus also for the norm of $C^{0}\left(\left[0, \tau_{\epsilon}\right], H^{l-1}\right)$ over $\left[0, \tau_{\epsilon}\right]$ for a suitable $\tau_{\epsilon}$ small enough and we then gradually extend the convergence domain over each interval $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right] \subset[0, \bar{\tau}]$ by induction on $j$. We also establish uniqueness of solutions first over $\left[0, \tau_{\epsilon}\right]$ and gradually over each $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right]$ included in $[0, \bar{\tau}]$.

Using the linearized estimates and the difference equation (3.24) we first obtain

$$
\begin{equation*}
N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta \widetilde{\mathrm{w}}\right) \leq \mathrm{c}_{2}\left(\left|\delta \mathrm{w}_{0}\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \mathrm{w}_{0}\right|_{l-2}^{2}\right)+\frac{\tau_{\epsilon} \mathrm{c}_{2}^{\prime}}{\epsilon} \sup _{0 \leq \tau \leq \tau_{\epsilon}}|\delta \mathrm{w}(\tau)|_{l-1}^{2} \tag{3.28}
\end{equation*}
$$

where $\mathrm{c}_{2}$ and $\mathrm{c}_{2}^{\prime}$ depends on $\mathcal{O}_{1}$ and $b$ and where $\delta \mathrm{w}_{0}=\mathrm{w}_{0}-\widehat{\mathrm{w}}_{0}$. Let now $\tau_{\epsilon}$ be small enough such that

$$
\frac{\mathrm{c}_{2}^{\prime} \tau_{\epsilon}}{\epsilon}<\frac{1}{4}
$$

while $\bar{\tau} / \tau_{\epsilon}$ is an integer denoted by $N_{\epsilon}+1$. From the estimates (3.28) and since the successive approximations have the same initial condition, that is $\delta \mathrm{w}_{0}=0$, we obtain that

$$
N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right) \leq \frac{1}{4} N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k} \mathrm{w}\right)
$$

so that $N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k} \mathbf{w}\right) \leq N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{0} \mathbf{w}\right) / 4^{k}$ and defining for convenience $\Gamma^{0}=N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{0} \mathbf{w}\right)$, we have established that $4^{k} N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k} \mathbf{w}\right) \leq \Gamma^{0}$. Any fixed point $\overline{\mathrm{w}}$ is also unique from the difference estimates (3.28) written between two fixed points.

Letting for convenience

$$
\beta_{k}^{j}=N_{l-1}^{2}\left(j \tau_{\epsilon},(j+1) \tau_{\epsilon}, \delta^{k} \mathbf{w}\right), \quad 0 \leq k, \quad 0 \leq j \leq N_{\epsilon}
$$

we have established that $2^{k} \beta_{k}^{0} \leq \Gamma^{0}$, for $k \geq 0$, and we next consider the interval $\left[\tau_{\epsilon}, 2 \tau_{\epsilon}\right]$. From the difference equations and the linearized estimates over $\left[\tau_{\epsilon}, 2 \tau_{\epsilon}\right]$ we obtain that

$$
\begin{equation*}
N_{l-1}^{2}\left(\tau_{\epsilon}, 2 \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right) \leq \mathrm{c}_{2} N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right)+\frac{\tau_{\epsilon} \mathrm{c}_{2}^{\prime}}{\epsilon} N_{l-1}^{2}\left(\tau_{\epsilon}, 2 \tau_{\epsilon}, \delta^{k} \mathbf{w}\right) \tag{3.29}
\end{equation*}
$$

where we have used that $\left|\delta \widetilde{\mathrm{w}}\left(\tau_{\epsilon}\right)\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \widetilde{\mathrm{w}}\left(\tau_{\epsilon}\right)\right|_{l-2}^{2} \leq N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right)$. This now implies that $\beta_{k+1}^{1} \leq \mathrm{c}_{2} \beta_{k+1}^{0}+\frac{1}{4} \beta_{k}^{1}$ for $k \geq 0$ and multiplying by $2^{k+1}$ and letting

$$
\gamma_{k}^{j}=2^{k} \beta_{k}^{j}, \quad 0 \leq k, \quad 0 \leq j \leq N_{\epsilon}
$$

we have

$$
\begin{equation*}
\gamma_{k+1}^{1} \leq \mathrm{c}_{2} \gamma_{k+1}^{0}+\frac{1}{2} \gamma_{k}^{1}, \quad 0 \leq k \tag{3.30}
\end{equation*}
$$

Since $\gamma_{k}^{0} \leq \Gamma^{0}$ it is easily deduced from (3.30) that $\gamma_{k}^{1} \leq 2 \mathrm{c}_{2} \Gamma^{0}+\gamma_{0}^{1}$ and defining $\Gamma^{1}=2 \mathrm{c}_{2} \Gamma^{0}+\gamma_{0}^{1}$ we have $\gamma_{k}^{1} \leq \Gamma^{1}$ for $k \geq 0$. We further deduce that any fixed point $\bar{w}$ is unique over $\left[0,2 \tau_{\epsilon}\right]$ since it is already unique over $\left[0, \tau_{\epsilon}\right]$ and from (3.29) rewritten between two fixed points it is also unique over the interval $\left[\tau_{\epsilon}, 2 \tau_{\epsilon}\right]$.

The same type of estimates may now be established by induction on $j$ for $1 \leq j \leq N_{\epsilon}$. More specifically, assume that for $0 \leq i \leq j-1$ we have inequalities in the form $\gamma_{k}^{i} \leq \Gamma^{i}$ where the majorizing bounds $\Gamma^{i}$ are defined by $\Gamma^{0}=N_{l-1}^{2}\left(0, \tau_{\epsilon}, \delta^{0} \mathbf{w}\right)$ and $\Gamma^{i}=2 \mathrm{c}_{2} \Gamma^{i-1}+N_{l-1}^{2}\left(i \tau_{\epsilon},(i+1) \tau_{\epsilon}, \delta^{0} \mathbf{w}\right)$ for $1 \leq i \leq j-1$, and that uniqueness of fixed points holds over $\left[0, j \tau_{\epsilon}\right]$. We then consider the sequence of approximation over $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right]$. Using the difference equations and the linearized estimates over $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right]$, we obtain that

$$
\begin{align*}
& N_{l-1}^{2}\left(j \tau_{\epsilon},(j+1) \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right) \leq \mathrm{c}_{2} N_{l-1}^{2}\left((j-1) \tau_{\epsilon}, j \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right) \\
& +\frac{1}{4} N_{l-1}^{2}\left(j \tau_{\epsilon},(j+1) \tau_{\epsilon}, \delta^{k} \mathbf{w}\right), \tag{3.31}
\end{align*}
$$

where we have used

$$
\left|\delta \widetilde{\mathrm{w}}\left(j \tau_{\epsilon}\right)\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \widetilde{\mathrm{w}}\left(j \tau_{\epsilon}\right)\right|_{l-2}^{2} \leq N_{l-1}^{2}\left((j-1) \tau_{\epsilon}, j \tau_{\epsilon}, \delta^{k+1} \mathrm{w}\right)
$$

so that $\beta_{k+1}^{j} \leq \mathrm{c}_{2} \beta_{k+1}^{j-1}+\frac{1}{4} \beta_{k}^{j}$. Multiplying by $2^{k+1}$ we have therefore established that

$$
\begin{equation*}
\gamma_{k+1}^{j} \leq \mathrm{c}_{2} \gamma_{k+1}^{j-1}+\frac{1}{2} \gamma_{k}^{j}, \tag{3.32}
\end{equation*}
$$

and since $\gamma_{k}^{j-1} \leq \Gamma^{j-1}$ it is easily deduced from (3.32) that $\gamma_{k}^{j} \leq 2 \mathrm{c}_{2} \Gamma^{j-1}+\gamma_{0}^{j}$ so that defining $\Gamma^{j}=2 \mathrm{c}_{2} \Gamma^{j-1}+\gamma_{0}^{j}=2 \mathrm{c}_{2} \Gamma^{j-1}+N_{l-1}^{2}\left(j \tau_{\epsilon},(j+1) \tau_{\epsilon}, \delta^{0} \mathrm{w}\right)$ we have established that $\gamma_{k}^{j} \leq \Gamma^{j}$ for $k \geq 0$, so that

$$
\begin{equation*}
N_{l-1}^{2}\left(j \tau_{\epsilon},(j+1) \tau_{\epsilon}, \delta^{k} \mathrm{w}\right) \leq \frac{\Gamma_{j}}{2^{k}} \tag{3.33}
\end{equation*}
$$

We also deduce that any fixed point $\overline{\mathrm{w}}$ is unique over $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right]$ since it is already unique over $\left[0, j \tau_{\epsilon}\right]$ and from (3.31) written between two fixed points it is also unique over $\left[j \tau_{\epsilon},(j+1) \tau_{\epsilon}\right]$.

Letting for short $\mathrm{c}_{\epsilon}=\sum_{0 \leq j \leq N_{\epsilon}} \Gamma_{j}$, it is obtained from (3.33) that

$$
\begin{equation*}
N_{l-1}^{2}\left(0, \bar{\tau}, \delta^{k} \mathrm{w}\right) \leq \frac{\mathrm{c}_{\epsilon}}{2^{k}}, \quad 0 \leq k \tag{3.34}
\end{equation*}
$$

where $\mathrm{c}_{\epsilon}$ depends on $\epsilon, \mathcal{O}_{1}, b$, and the data but is independent of $k$. We thus conclude that the sequence if successive approximation $\left\{w^{k}\right\}_{k \geq 0}$ is convergent over $[0, \bar{\tau}]$ towards a fixed point $\bar{w}$ for the norm $N_{l-1}\left(0, \bar{\tau}, \mathrm{w}^{k}-\overline{\mathrm{w}}\right)$. Since the sequence $\left\{\mathrm{w}^{k}\right\}_{k \geq 0}$ is bounded in the space $\mathrm{X}_{\bar{\tau}}^{l}\left(\mathcal{O}_{1}, M_{b}, M_{1 b}\right)$, it follows from standard functional analysis arguments using weakly convergent subsequences that $\overline{\mathrm{w}}$ is the unique solution of the system of partial differential equations with the required regularity.

The estimates (3.18) are next established by using the fact that the solution is a fixed point $\widetilde{w}=w$. Denoting by w the solution of the nonlinear system of equations, letting

$$
M_{\mathrm{w}}^{2}=\sup _{0 \leq \tau \leq \bar{\tau}}\left|\mathrm{w}(\tau)-\mathrm{w}^{\star}(\tau)\right|_{l}^{2}+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\mathrm{w}_{\mathrm{II}}(\tau)-\mathrm{w}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l}^{2} d \tau
$$

the linearized estimate (3.14) now yields that

$$
M_{\mathrm{w}}^{2} \leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(\bar{\tau}+M_{1} \sqrt{\bar{\tau}}\right)\right)\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{0}^{2}+\bar{\tau} \epsilon_{d} \mathrm{c}_{2}^{2} M_{\mathrm{w}}^{2}\right)
$$

and since $\exp \left(\mathrm{c}_{2}\left(\bar{\tau}+M_{1} \sqrt{\bar{\tau}}\right)\right) \leq 2$ and $2 \mathrm{c}_{1}^{2} \mathrm{c}_{2}^{2} \bar{\tau} \leq 1 / 2$ by definition of $\bar{\tau}$ we get that

$$
\begin{equation*}
M_{\mathrm{w}}^{2} \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{0}^{2}\right) \tag{3.35}
\end{equation*}
$$

where $C$ only depends on $\mathcal{O}_{1}$ and $b$. On the other hand, from the linearized estimates (3.15) we further get that

$$
\begin{array}{r}
\frac{1}{\epsilon} \sup _{0 \leq \tau \leq \bar{\tau}}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}|\pi \widetilde{\mathrm{w}}(\tau)|_{l-1}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t} \widetilde{\mathrm{w}}(\tau)\right|_{l-1}^{2} d \tau \\
\leq \mathrm{c}_{2} \exp \left(\mathrm{c}_{2}\left(\bar{\tau}+M_{1} \sqrt{\bar{\tau}}\right)\right)\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l-1}^{2}+\bar{\tau} \epsilon_{d} M_{\mathrm{w}}^{2}\right) . \tag{3.36}
\end{array}
$$

Combining (3.35) and (3.36) finally yields (3.18) and the proof is complete.

### 3.4 Stronger time derivative estimates

We now strengthen the estimates for $\partial_{t} \mathrm{w}$ obtained with the local existence theorem. Such extra estimates for $\partial_{t} \mathrm{w} \in C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ and $\pi \partial_{t} \mathrm{w} / \epsilon \in L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$, uniformly in $\epsilon_{d}, \epsilon \in(0,1]$ when $l \geq[d / 2]+4$ are relevant when the initial time derivative $\partial_{t} \mathrm{w}_{0}$ at $t=0$ is close to the equilibrium manifold and will be needed in the convergence analysis of the fast relaxation limit.

Theorem 3.4. Keep the assumptions of Theorem 3.3 and further assume that $l \geq l_{0}+4$. There exists $C$ depending on $\mathcal{O}_{1}$ and $b$ such that the following estimates hold

$$
\begin{align*}
& \sup _{0 \leq \tau \leq \bar{\tau}}\left(\left|\partial_{t} \mathrm{w}(\tau)\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}(\tau)\right|_{l-3}^{2}\right)+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\partial_{t} \mathrm{w}_{\mathrm{II}}(\tau)\right|_{l-1}^{2} d \tau \\
& \quad+\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}\left|\pi \partial_{t} \mathrm{w}(\tau)\right|_{l-2}^{2} d \tau+\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}\left|\pi \partial_{t} \mathrm{w}(\tau)\right|_{l-3}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t}^{2} \mathrm{w}(\tau)\right|_{l-3}^{2} d \tau \\
& \quad \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}\right) \tag{3.37}
\end{align*}
$$

Proof. The proof in given in Appendix B.
Corollary 3.5. Keeping the assumptions of Theorem 3.4, there exists $C$ only depending on $\mathcal{O}_{1}$ and $b$ such that

$$
\begin{equation*}
\frac{1}{\epsilon^{2}} \sup _{0 \leq \tau \leq t}|\pi \mathrm{w}(\tau)|_{l-2}^{2} \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}\right) \tag{3.38}
\end{equation*}
$$

Moreover, if w and $\mathrm{w}^{\prime}$ corresponds to two initial conditions $\mathrm{w}_{0}$ and $\mathrm{w}_{0}^{\prime}$ as in Theorem 3.3 and if $\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}$ remains bounded by some constant only depending on $\mathcal{O}_{1}$ and $b$, letting $\delta \mathrm{w}=\mathrm{w}-\mathrm{w}^{\prime}$ and $\delta \mathrm{w}_{0}=\mathrm{w}_{0}-\mathrm{w}_{0}^{\prime}$, then there exists $C$ only depending on $\mathcal{O}_{1}$ and $b$ such that

$$
\begin{align*}
& \sup _{0 \leq \tau \leq \bar{\tau}}\left(|\delta \mathrm{w}(\tau)|_{l-1}^{2}+\frac{1}{\epsilon}|\pi \delta \mathrm{w}(\tau)|_{l-2}^{2}\right)+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\delta \mathrm{w}_{\mathrm{II}}(\tau)\right|_{l}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}|\pi \delta \mathrm{w}(\tau)|_{l-1}^{2} d \tau \\
& +\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}|\pi \delta \mathrm{w}(\tau)|_{l-2}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t} \delta \mathrm{w}(\tau)\right|_{l-2}^{2} d \tau \leq C\left(\left|\delta \mathrm{w}_{0}\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \mathrm{w}_{0}\right|_{l-2}^{2}\right) \tag{3.39}
\end{align*}
$$

Proof. The new estimate (3.38) is first a consequence of Theorem 3.4 and of the relation (B.4).
In order to establish the differential estimate (3.39) we now combine the linearized estimates, the equation (3.24) for the difference $\delta \widetilde{\mathrm{w}}$ (where $\widetilde{\mathrm{w}}=\mathrm{w}, \widetilde{\widehat{w}}=\widehat{\mathrm{w}}$ and $\delta \widetilde{\mathrm{w}}=\delta \mathrm{w}$ ) and the new estimates (3.38) of $\sup _{0 \leq \tau \leq t}|\pi \mathrm{w}(\tau)|_{l-2} / \epsilon$. Keeping in mind the notation (3.27) for $N_{l-1}^{2}\left(0, \tau^{\prime}, \delta \mathrm{w}\right)$ we obtain from the difference equations (3.24) and the linearized estimates that

$$
\begin{aligned}
& N_{l-1}^{2}\left(0, \tau^{\prime}, \delta \mathrm{w}\right) \leq \mathrm{c}_{2}\left(\left|\delta \mathrm{w}_{0}\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \mathrm{w}_{0}\right|_{l-2}^{2}\right) \\
& \quad+\mathrm{c}_{2}\left(\epsilon_{d} \int_{0}^{\tau^{\prime}}\left|\delta \mathrm{g}_{\mathrm{II}}\right|_{l-2}^{2} d \tau+\left\{\int_{0}^{\tau^{\prime}}|\delta \mathrm{f}|_{l-1} d \tau\right\}^{2}+\int_{0}^{\tau^{\prime}}|\delta \mathrm{f}|_{l-2}^{2} d \tau\right)
\end{aligned}
$$

From the expressions (3.25) and (3.26) of $\delta \mathrm{f}$ and $\delta \mathrm{g}$, all terms in the right hand side are easily majorized thanks to the a priori estimates obtained in the local existence theorem except for the terms arising from the stiff sources

$$
\delta f^{\prime}=-\frac{1}{\epsilon}\left(\overline{\mathrm{~A}}_{0}(\widehat{\mathrm{w}})\left(\overline{\mathrm{A}}_{0}(\mathrm{w})\right)^{-1} \overline{\mathrm{~L}}(\mathrm{w})-\overline{\mathrm{L}}(\widehat{\mathrm{w}})\right) \pi \mathrm{w}
$$

The corresponding integrals are next majorized with

$$
\left\{\int_{0}^{\tau^{\prime}}\left|\delta \mathrm{f}^{\prime}\right|_{l-1} d \tau\right\}^{2} \leq \tau^{\prime}\left\{\int_{0}^{\tau^{\prime}}\left|\delta \mathrm{f}^{\prime}\right|_{l-1}^{2} d \tau\right\} \leq \tau^{\prime} \mathrm{c}_{2} \sup _{\left[0, \tau^{\prime}\right]}|\delta \mathrm{w}|_{l-1}^{2}
$$

using the estimate for $\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}|\pi \mathrm{w}(\tau)|_{l-1}^{2} d \tau$ from the local existence theorem and by

$$
\int_{0}^{\tau^{\prime}}\left|\delta \mathrm{f}^{\prime}\right|_{l-2}^{2} d \tau \leq \tau^{\prime} \frac{\sup _{[0, \bar{\tau}]}|\pi \mathrm{w}|_{l-2}^{2}}{\epsilon^{2}} \sup _{\left[0, \tau^{\prime}\right]}|\delta \mathrm{w}|_{l-2}^{2} \leq \tau^{\prime} \mathrm{c}_{2} \sup _{\left[0, \tau^{\prime}\right]}|\delta \mathrm{w}|_{l-1}^{2}
$$

since $\frac{1}{\epsilon^{2}} \sup _{[0, \bar{\tau}]}|\pi \mathrm{w}(\tau)|_{l-2}^{2}$ is bounded with the new estimates (3.38). Collecting from previous results, we have established that

$$
N_{l-1}^{2}\left(0, \tau^{\prime}, \delta \mathrm{w}\right) \leq \mathrm{c}_{2}\left(\left|\delta \mathrm{w}_{0}\right|_{l-1}^{2}+\frac{1}{\epsilon}\left|\pi \delta \mathrm{w}_{0}\right|_{l-2}^{2}\right)+\tau^{\prime} \mathrm{c}_{2} \sup _{\left[0, \tau^{\prime}\right]}|\delta \mathrm{w}|_{l-1}^{2}
$$

and assuming then that $\tau^{\prime}$ is such that $\tau^{\prime} \mathrm{c}_{2}<\frac{1}{2}$, we obtain the estimates (3.39) over the interval $\left[0, \tau^{\prime}\right]$. Reitering the linearized estimates over the intervals $\left[j \tau^{\prime},(j+1) \tau^{\prime}\right] \subset[0, \bar{\tau}]$ whose number is independent of $\epsilon$ completes the proof.

Finally note that a priori estimates for $\pi \mathrm{w} / \epsilon$ generally improve as $\mathrm{w}_{0}$ and its time derivatives $\partial_{t}^{k} \mathrm{w}_{0}$, $k \geq 1$, are closer to the equilibrium manifold $\overline{\mathcal{E}}$. We may in particular use the extra estimates for the first time derivative itself and obtain the following new estimates.

Theorem 3.6. Keep the assumptions of Theorem 3.3 and assume that $l \geq l_{0}+6$. There exists $C$ depending on $\mathcal{O}_{1}$ and $b$ such that the following estimates hold

$$
\begin{align*}
& \sup _{0 \leq \tau \leq \bar{\tau}}\left(\left|\partial_{t}^{2} \mathrm{w}(\tau)\right|_{l-4}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t}^{2} \mathrm{w}(\tau)\right|_{l-5}^{2}\right)+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\partial_{t}^{2} \mathrm{w}_{\mathrm{II}}(\tau)\right|_{l-3}^{2} d \tau \\
& +\frac{1}{\epsilon} \int_{0}^{\bar{\tau}}\left|\pi \partial_{t}^{2} \mathrm{w}(\tau)\right|_{l-4}^{2} d \tau+\frac{1}{\epsilon^{2}} \int_{0}^{\bar{\tau}}\left|\pi \partial_{t}^{2} \mathrm{w}(\tau)\right|_{l-5}^{2} d \tau+\int_{0}^{\bar{\tau}}\left|\partial_{t}^{3} \mathrm{w}(\tau)\right|_{l-5}^{2} d \tau \\
& \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}\right. \\
& \left.\quad+\left|\partial_{t}^{2} \mathrm{w}_{0}\right|_{l-4}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t}^{2} \mathrm{w}_{0}\right|_{l-5}^{2}\right) . \tag{3.40}
\end{align*}
$$

Corollary 3.7. Keeping the assumptions of Theorem 3.6, we have estimates in the form

$$
\begin{align*}
& \frac{1}{\epsilon^{2}} \sup _{0 \leq \tau \leq t}\left|\pi \partial_{t} \mathrm{w}(\tau)\right|_{l-4}^{2} \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}\right. \\
&\left.+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}+\left|\partial_{t}^{2} \mathrm{w}_{0}\right|_{l-4}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t}^{2} \mathrm{w}_{0}\right|_{l-5}^{2}\right) \tag{3.41}
\end{align*}
$$

### 3.5 Initial layers

We discuss in this section the situation of ill prepared initial data. In order to bridge with the well prepared data case, it is then necessary to take into account initial layer correctors. Such correctors may notably be investigated by using composite expansions [43] but such a general study lay outside the range of the present work. More simply, in this paper, we are looking for a corrector in the form $\mathrm{w}^{0 l}(\tau, \mathrm{x})+\epsilon \mathrm{w}^{1 l}(\tau, \mathrm{x})$ where $\tau=t / \epsilon$. This corrector must decrease exponentially to zero as $\tau \rightarrow \infty$, and be such that the new variable

$$
\widehat{\mathrm{w}}=\mathrm{w}-\left(\mathrm{w}^{0 l}+\epsilon \mathrm{w}^{1 l}\right)
$$

corresponds to a well prepared data case. In other words, we want $w^{0 l}$ and $w^{1 l}$ to decrease exponentially with $\tau$ and $\widehat{w}$ to be such that $(1 / \epsilon)\left|\pi \widehat{\mathrm{w}}_{0}\right|_{l}^{2}$ and $(1 / \epsilon)\left|\pi \partial_{t} \widehat{\mathrm{w}}_{0}\right|_{l-1}^{2}$ remain bounded for $\epsilon \in(0,1]$. Note that the initial layer correctors are then only significant for small times since $\tau=t / \epsilon$.

At zeroth order, the initial layer is along the fast manifold $w^{0 l}=\pi w^{0 l}$ and is defined from the simplified system of ordinary differential equations

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}\left(\mathrm{w}_{0}\right) \partial_{\tau} \mathrm{w}^{0 l}+\overline{\mathrm{L}}\left(\mathrm{w}_{0}\right) \mathrm{w}^{0 l}=0 \tag{3.42}
\end{equation*}
$$

with initial condition $\mathrm{w}_{0}^{0 l}(\mathrm{x})=\pi \mathrm{w}(0, \mathrm{x})=\pi \mathrm{w}_{0}(\mathrm{x})$. The corresponding corrector $\mathrm{w}_{0}^{l}$ is given by

$$
\begin{equation*}
\mathrm{w}^{0 l}=\exp \left(-\tau \overline{\mathrm{A}}_{0}^{-1}\left(\mathrm{w}_{0}\right) \overline{\mathrm{L}}\left(\mathrm{w}_{0}\right)\right) \pi \mathrm{w}_{0} \tag{3.43}
\end{equation*}
$$

where $\overline{\mathrm{A}}_{0}^{-1}$ and $\overline{\mathrm{L}}$ are evaluated at the inital value of the normal variable $\mathrm{w}_{0}=\mathrm{w}_{0}(\mathrm{x})$.
At first order, only the fast component is also taken into account $\mathrm{w}^{1 l}=\pi \mathrm{w}^{1 l}$, and we define $\mathrm{w}^{1 l}$ from the system of ordinary differential equations

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}\left(\mathrm{w}_{0}\right) \partial_{\tau} \mathrm{w}^{1 l}+\sigma \pi \Xi+\overline{\mathrm{L}}\left(\mathrm{w}_{0}\right) \mathrm{w}^{1 l}=0 \tag{3.44}
\end{equation*}
$$

with zero initial condition $w^{1 l}(x)=0$. We have denoted here by $\Xi$ the time independant vector

$$
\Xi=\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}\left(\mathrm{w}_{0}\right) \partial_{i} \mathrm{w}_{0}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}\left(\mathrm{w}_{0}\right) \partial_{j} \mathrm{w}_{0}\right)-\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}_{0}, \partial_{\times} \mathrm{w}_{\mathrm{II} 0}\right)
$$

and by $\sigma=\sigma(\tau)$ an exponential function in the form $\sigma(\tau)=\exp (-\alpha \tau)$ where $\alpha>0$ is a constant of the order of magnitude of the (bounded) spectrum of $\overline{\mathrm{A}}_{0}^{-1}\left(\mathrm{w}_{0}\right) \overline{\mathrm{L}}\left(\mathrm{w}_{0}\right)$. The equation (3.44) may again be integrated and yields the explicit solution

$$
\begin{equation*}
\mathrm{w}^{1 l}=-\int_{0}^{\tau} \exp \left(-\left(\tau-\tau^{\prime}\right) \overline{\mathrm{A}}_{0}^{-1}\left(\mathrm{w}_{0}\right) \overline{\mathrm{L}}\left(\mathrm{w}_{0}\right)\right) \sigma\left(\tau^{\prime}\right) \mathrm{d} \tau^{\prime} \overline{\mathrm{A}}_{0}^{-1} \pi \Xi . \tag{3.45}
\end{equation*}
$$

This corrector $w^{1 l}$ is also readily seen to decrease exponentially to zero as $\tau \rightarrow \infty$.
The initial value $\widehat{w}_{0}$ of the modified variable $\widehat{w}$ then has its projection of the fast manifold $\pi \widehat{w}_{0}$ such that

$$
\pi \widehat{\mathrm{w}}_{0}=\pi\left(\mathrm{w}_{0}-\left(\mathrm{w}_{0}^{0 l}+\epsilon \mathrm{w}_{0}^{1 l}\right)\right)=\pi\left(\mathrm{w}_{0}-\pi \mathrm{w}_{0}\right)=0
$$

and

$$
\begin{aligned}
\overline{\mathrm{A}}_{0}\left(\mathrm{w}_{0}\right) \partial_{t} \pi \widehat{\mathrm{w}}_{0} & =\pi \overline{\mathrm{A}}_{0}\left(\mathrm{w}_{0}\right) \partial_{t} \widehat{\mathrm{w}}_{0}=\pi \overline{\mathrm{A}}_{0}\left(\mathrm{w}_{0}\right)\left(\partial_{t} \mathrm{w}_{0}-\frac{1}{\epsilon}\left(\partial_{\tau} \mathrm{w}_{0}^{0 l}+\epsilon \partial_{\tau} \mathrm{w}_{0}^{1 l}\right)\right) \\
& =\pi\left(-\Xi-\frac{1}{\epsilon} \overline{\mathrm{~L}}\left(\mathrm{w}_{0}\right) \mathrm{w}_{0}-\frac{1}{\epsilon}\left(-\overline{\mathrm{L}}\left(\mathrm{w}_{0}\right) \mathrm{w}_{0}-\epsilon \pi \Xi\right)\right)=0
\end{aligned}
$$

so that $(1 / \epsilon)\left|\pi \widehat{w}_{0}\right|_{l}^{2}$ and $(1 / \epsilon)\left|\pi \partial_{t} \widehat{w}_{0}\right|_{l-1}^{2}$ are bounded. This shows that the transformed problem in terms of the modified variable $\widehat{w}$ corresponds to the situation of well prepared data.

## 4 Convergence analysis and volume viscosity

Denoting by $\varphi$ the linear operator

$$
\varphi=\left[\begin{array}{cccc}
1 & 0_{1, d} & 0 & 0  \tag{4.1}\\
0_{d, 1} & \boldsymbol{I} & 0_{d, 1} & 0 \\
0 & 0_{1, d} & 0 & 1
\end{array}\right]
$$

the 'equilibrium components' $\varphi \mathrm{w}$ of the normal variable w are given by $\varphi \mathrm{w}=(\rho, \boldsymbol{v},-1 / T)^{t}$. We first estimate in this section to what extend this equilibrium projection $\varphi \mathrm{w}$ of the normal variable w out of equilibrium satisfies the equations of the normal variable $w_{e}$ at thermodynamic equilibrium. We then restate a stability theorem for the equations governing fluids at thermodynamic equilibrium. By combining these results, we rigorously establish that the difference $\varphi \mathrm{w}-\mathrm{w}_{\mathrm{e}}$ is $\mathcal{O}\left(\epsilon\left(\epsilon+\epsilon_{d}\right)\right)$. This yields a convergence theorem for the fast relaxation limit as well as a rigorous justification of the volume viscosity term appearing in the equilibrium fluid model.

### 4.1 Residual estimates

The equations governing fluids at thermodynamic equilibrium have been investigated in Section 2.7 and the corresponding equations in normal form read

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{t} \mathrm{w}_{\mathrm{e}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{i} \mathrm{w}_{\mathrm{e}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}^{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}\right) \partial_{j} \mathrm{w}_{\mathrm{e}}\right)-\epsilon_{d} \overline{\mathrm{~b}}_{\mathrm{e}}\left(\mathrm{w}_{\mathrm{e}}, \partial_{\mathrm{x}} \mathrm{w}_{\mathrm{eII}}\right)=0 \tag{4.2}
\end{equation*}
$$

where $\mathrm{w}_{\mathrm{e}}=\left(\rho_{\mathrm{e}}, \boldsymbol{v}_{\mathrm{e}},-1 / T_{\mathrm{e}}\right)^{t}$ is the normal variable at equilibrium. Moreover, using the ChapmanEnskog expansion, it has been established in our previous work [25] that the equilibrium projection $\varphi \mathrm{w}=(\rho, \boldsymbol{v},-1 / T)^{t}$ of the normal variable out of equilibrium w is formally a second order approximate solution of the one-temperature governing equations when $\epsilon_{d}=\epsilon$.

We estimate rigorously in this section the residual $h$ defined by

$$
\begin{align*}
\overline{\mathrm{A}}_{0}^{\mathrm{e}}(\varphi \mathrm{w}) \partial_{t}(\varphi \mathrm{w})+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}^{\mathrm{e}}(\varphi \mathrm{w}) \partial_{i}(\varphi \mathrm{w})-\epsilon_{d} & \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}^{\mathrm{e}}(\varphi \mathrm{w}) \partial_{j}(\varphi \mathrm{w})\right) \\
& -\epsilon_{d} \overline{\mathrm{~b}}_{\mathrm{e}}\left(\varphi \mathrm{w}, \varphi \partial_{\times} \mathrm{w}_{\mathrm{II}}\right)=\mathrm{h} \tag{4.3}
\end{align*}
$$

that is, we estimate the 'default to equilibrium residual' of the projection $\varphi \mathrm{w}$. Using estimates for h we will deduce in the next section estimates for the difference $\varphi w-w_{e}$ and establish a convergence theorem in the fast relaxation limit.

We begin by evaluating $h$ in terms of fluid properties and this requires a few notation and technical lemmas. We denote by $\theta$ the reduced temperature difference

$$
\begin{equation*}
\theta=\frac{T_{\mathrm{tr}}-T_{\mathrm{in}}}{\epsilon}=-T_{\mathrm{tr}} T_{\mathrm{in}} \frac{\pi \mathrm{w}}{\epsilon} \tag{4.4}
\end{equation*}
$$

which thus essentially corresponds to the fast variable $\pi \mathrm{w} / \epsilon$. The estimates for hyperbolic-parabolic systems with stiff sources obtained in Section 3 yield in particular various estimates of $\theta$ uniformly with respect to the parameters $\epsilon, \epsilon_{d} \in(0,1]$. We first investigate the difference $\phi\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\phi(T, T)$ for a smooth function of the translational and internal temperatures.

Lemma 4.1. Let $\phi$ be a $C^{\varkappa}$ function $\phi\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$ of both temperatures $T_{\mathrm{tr}}$ and $T_{\mathrm{in}}$. Then

$$
\begin{equation*}
\phi\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\phi(T, T)=\epsilon \overline{\mathrm{h}}_{\phi}\left(\theta, T_{\mathrm{tr}}, T_{\mathrm{in}}\right) \tag{4.5}
\end{equation*}
$$

where $\overline{\mathrm{h}}_{\phi}$ is a $C^{\varkappa-1}$ function of $T_{\mathrm{tr}}$ and $T_{\mathrm{in}}$ and is also proportional to $\theta$.
Proof. We may first write

$$
\overline{\mathrm{h}}_{\phi}=\frac{T_{\mathrm{tr}}-T}{\epsilon} \int_{0}^{1} \partial_{T_{\mathrm{tr}}} \phi\left(T+s\left(T_{\mathrm{tr}}-T\right), T\right) \mathrm{d} s+\frac{T_{\mathrm{in}}-T}{\epsilon} \int_{0}^{1} \partial_{T_{\mathrm{in}}} \phi\left(T_{\mathrm{tr}}, T+s\left(T_{\mathrm{in}}-T\right)\right) \mathrm{d} s
$$

and since $T_{\mathrm{tr}}-T=\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right) \widetilde{c}_{\mathrm{in}} / \widetilde{c}_{\mathrm{v}}$ and $\left(T_{\mathrm{in}}-T\right)=-\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right) c_{\mathrm{v}, \mathrm{tr}} / \widetilde{c}_{\mathrm{v}}$ we obtain that

$$
\overline{\mathrm{h}}_{\phi}=\theta\left\{\frac{\widetilde{c}_{\mathrm{in}}}{\widetilde{c}_{\mathrm{v}}} \int_{0}^{1} \partial_{T_{\mathrm{tr}}} \phi\left(T+s\left(T_{\mathrm{tr}}-T\right), T\right) \mathrm{d} s-\frac{c_{\mathrm{v}, \mathrm{tr}}}{\widetilde{c}_{\mathrm{v}}} \int_{0}^{1} \partial_{T_{\mathrm{in}}} \phi\left(T_{\mathrm{tr}}, T+s\left(T_{\mathrm{in}}-T\right)\right) \mathrm{d} s\right\}
$$

Finally $\overline{\mathrm{h}}_{\phi}$ is $C^{\varkappa-1}$ since $\widetilde{c}_{\text {in }}$ and $\widetilde{c}_{\mathrm{v}}$ are $C^{\varkappa-1}$ functions of $\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$, since $T$ is a $C^{\varkappa}$ function of $\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)$ and since $\phi$ is $C^{\varkappa}$.

We may now use this lemma in order to rewrite in a convenient form the various transport coefficients appearing in the governing equations. Keeping in mind that the viscosity $\eta$ is given by $\eta=\epsilon_{d} \bar{\eta}$ from (2.11), and using Lemma 4.1 with $\phi=\bar{\eta}$, we obtain that $\bar{\eta}\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\bar{\eta}_{\mathrm{e}}(T)=\epsilon \bar{h}_{\bar{\eta}}$ where $\bar{\eta}_{\mathrm{e}}(T)=\bar{\eta}(T, T)$. Further defining the total conductivity as $\lambda=\lambda_{\mathrm{tr}, \mathrm{tr}}+\lambda_{\mathrm{tr}, \mathrm{in}}+\lambda_{\mathrm{in}, \mathrm{tr}}+\lambda_{\mathrm{in}, \mathrm{in}}$, we may write from (2.11) that $\lambda=\epsilon_{d} \bar{\lambda}$ where $\bar{\lambda}=\bar{\lambda}_{\text {tr,tr }}+\bar{\lambda}_{\text {tr,in }}+\bar{\lambda}_{\text {in,tr }}+\bar{\lambda}_{\text {in }, \text { in }}$, and using Lemma 4.1 with $\phi=\bar{\lambda}$, we then have $\bar{\lambda}\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\bar{\lambda}_{\mathrm{e}}(T)=\epsilon \overline{\mathrm{h}}_{\bar{\lambda}}$ where $\bar{\lambda}_{\mathrm{e}}(T)=\bar{\lambda}(T, T)$. Finally, the volume viscosity may be written $\kappa=\epsilon \bar{\kappa}$ from (2.14) and using Lemma 4.1 with $\phi=\bar{\kappa}$ yields $\bar{\kappa}\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\bar{\kappa}_{\mathrm{e}}(T)=\epsilon \overline{\mathrm{h}}_{\bar{\kappa}}$ where $\bar{\kappa}_{\mathrm{e}}(T)=\bar{\kappa}(T, T)$. The transport coefficients are thus in the form

$$
\begin{align*}
\kappa\left(T_{\mathrm{tr}}, T_{\mathrm{in}}\right)-\kappa_{\mathrm{e}}(T)=\epsilon^{2} \overline{\mathrm{~h}}_{\bar{\kappa}}, \quad \eta\left(T_{\mathrm{tr}}, T_{\text {in }}\right)- & \eta_{\mathrm{e}}(T)=\epsilon \epsilon_{d} \overline{\mathrm{~h}}_{\bar{\eta}} \\
& \lambda\left(T_{\mathrm{tr}}, T_{\text {in }}\right)-\lambda_{\mathrm{e}}(T)=\epsilon \epsilon_{d} \overline{\mathrm{~h}}_{\bar{\lambda}} \tag{4.6}
\end{align*}
$$

with $\kappa_{\mathrm{e}}(T)=\epsilon \bar{\kappa}_{\mathrm{e}}(T), \eta_{\mathrm{e}}(T)=\epsilon_{d} \bar{\eta}_{\mathrm{e}}(T)$, and $\lambda_{\mathrm{e}}(T)=\epsilon \bar{\lambda}_{\mathrm{e}}(T)$. We further define the reduced transport fluxes

$$
\begin{gather*}
\overline{\boldsymbol{Q}}_{\mathrm{tr}}=-\bar{\lambda}_{\mathrm{tr}, \mathrm{tr}} \boldsymbol{\nabla} T_{\mathrm{tr}}-\bar{\lambda}_{\mathrm{tr}, \mathrm{in}} \boldsymbol{\nabla} T_{\mathrm{in}}, \quad \overline{\boldsymbol{Q}}_{\mathrm{in}}=-\bar{\lambda}_{\mathrm{in}, \mathrm{tr}} \boldsymbol{\nabla} T_{\mathrm{tr}}-\bar{\lambda}_{\mathrm{in}, \mathrm{in}} \boldsymbol{\nabla} T_{\mathrm{in}},  \tag{4.7}\\
\overline{\boldsymbol{Q}}=\overline{\boldsymbol{Q}}_{\mathrm{tr}}+\overline{\boldsymbol{Q}}_{\mathrm{in}}, \quad \overline{\boldsymbol{\Pi}}=-\bar{\eta}\left(\boldsymbol{\nabla} \boldsymbol{v}+(\boldsymbol{\nabla} \boldsymbol{v})^{t}-\frac{2}{d^{\prime}}(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}\right) \tag{4.8}
\end{gather*}
$$

in such a way that

$$
\begin{equation*}
\boldsymbol{Q}=\epsilon_{d} \overline{\boldsymbol{Q}}, \quad \boldsymbol{Q}_{\mathrm{tr}}=\epsilon_{d} \overline{\boldsymbol{Q}}_{\mathrm{tr}}, \quad \boldsymbol{Q}_{\mathrm{in}}=\epsilon_{d} \overline{\boldsymbol{Q}}_{\mathrm{in}}, \quad \boldsymbol{\Pi}=\epsilon_{d} \overline{\boldsymbol{\Pi}} \tag{4.9}
\end{equation*}
$$

From the relation (2.15) we next obtain

$$
\begin{align*}
\rho r\left(T_{\mathrm{tr}}-T\right)=-\kappa_{\mathrm{e}}(T) \boldsymbol{\nabla} \cdot \boldsymbol{v}- & \epsilon^{2}\left(\overline{\mathrm{~h}}_{\bar{\kappa}} \boldsymbol{\nabla} \cdot \boldsymbol{v}+\frac{\bar{\kappa}}{r T_{\mathrm{tr}}}\left(\partial_{t} \theta+\boldsymbol{v} \cdot \nabla \theta\right)\right) \\
& -\epsilon \epsilon_{d} \frac{\bar{\kappa}}{p}\left(\overline{\boldsymbol{\Pi}}: \boldsymbol{\nabla} \boldsymbol{v}+\boldsymbol{\nabla} \cdot \overline{\boldsymbol{Q}}_{\mathrm{tr}}-\frac{c_{\mathrm{v}, \mathrm{tr}}}{c_{\mathrm{in}}} \nabla \cdot \overline{\boldsymbol{Q}}_{\mathrm{in}}\right), \tag{4.10}
\end{align*}
$$

and we are ready to investigate the structure of the residual $h$.

Proposition 4.2. The residual h may be written in the form

$$
\begin{equation*}
\mathrm{h}=\epsilon^{2} \mathbf{h}_{r}+\epsilon \epsilon_{d} \mathbf{h}_{d} \tag{4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{h}_{r}=\left(\left(\partial_{\mathrm{w}_{\mathrm{e}}} \mathrm{v}_{\mathrm{e}}\right)(\varphi \mathrm{w})\right)^{t} \sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{r, i}, \quad \mathrm{~h}_{d}=\left(\left(\partial_{\mathrm{w}_{\mathrm{e}}} \mathrm{v}_{\mathrm{e}}\right)(\varphi \mathrm{w})\right)^{t} \sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{d, i} \tag{4.12}
\end{equation*}
$$

and denoting by $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d}\right)^{t}$ an arbitrary vector of $\mathbb{R}^{d}$, the components $\mathrm{h}_{r, i}$ and $\mathrm{h}_{d, i}$ are given by

$$
\begin{gather*}
\sum_{i \in \mathcal{D}} \xi_{i} \mathrm{~h}_{r, i}=(0, a \boldsymbol{\xi}, a \boldsymbol{v} \cdot \boldsymbol{\xi})^{t}  \tag{4.13}\\
\sum_{i \in \mathcal{D}} \xi_{i} \mathrm{~h}_{d, i}=\left(0, \overline{\mathrm{~h}}_{\bar{\eta}} \mathrm{S} \cdot \boldsymbol{\xi}+b \boldsymbol{\xi}, \overline{\mathrm{~h}}_{\bar{\eta}}\langle\mathrm{S} \boldsymbol{v}, \boldsymbol{\xi}\rangle+b \boldsymbol{v} \cdot \boldsymbol{\xi}+\overline{\mathrm{h}}_{\bar{\lambda}} \boldsymbol{\nabla} T \cdot \boldsymbol{\xi}+\boldsymbol{c}\right)^{t} \tag{4.14}
\end{gather*}
$$

where

$$
\begin{gather*}
a=\overline{\mathrm{h}}_{\bar{\kappa}} \boldsymbol{\nabla} \cdot \boldsymbol{v}+\left(\bar{\kappa} / r T_{\mathrm{tr}}\right)\left(\partial_{t} \theta+\boldsymbol{v} \cdot \boldsymbol{\nabla} \theta\right),  \tag{4.15}\\
b=(\bar{\kappa} / p)\left(\overline{\boldsymbol{\Pi}}: \boldsymbol{\nabla} \boldsymbol{v}+\boldsymbol{\nabla} \cdot \overline{\boldsymbol{Q}}_{\mathrm{tr}}-\left(c_{\mathrm{v}, \mathrm{tr}} / c_{\mathrm{in}}\right) \boldsymbol{\nabla} \cdot \overline{\boldsymbol{Q}}_{\mathrm{in}}\right),  \tag{4.16}\\
c_{i}=\left(\bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}+\bar{\lambda}_{\mathrm{in}, \mathrm{tr}}\right) \partial_{i}\left(\theta \widetilde{c}_{\mathrm{in}} / \widetilde{c}_{\mathrm{v}}\right)-\left(\bar{\lambda}_{\mathrm{tr}, \mathrm{in}}+\bar{\lambda}_{\mathrm{in}, \mathrm{in}}\right) \partial_{i}\left(\theta c_{\mathrm{v}, \mathrm{tr}} / \widetilde{c}_{\mathrm{v}}\right), \tag{4.17}
\end{gather*}
$$

and where $\mathrm{S}=\boldsymbol{\nabla} \boldsymbol{v}+(\boldsymbol{\nabla} \boldsymbol{v})^{t}-\frac{2}{d^{\prime}}(\boldsymbol{\nabla} \cdot \boldsymbol{v}) \boldsymbol{I}$.
Proof. The residual $h$ associated with the normal form is directly related to the residual $h_{u}$ associated with the conservative variable by the relation $h=\left(\partial_{w_{e}} \mathrm{v}_{\mathrm{e}}(\varphi \mathrm{w})\right)^{t} \mathrm{~h}_{\mathrm{u}}$. It is thus sufficient to establish that

$$
\begin{equation*}
\mathrm{h}_{\mathrm{u}}=\epsilon^{2} \sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{r, i}+\epsilon \epsilon_{d} \sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{d, i} \tag{4.18}
\end{equation*}
$$

by using the error functions $\overline{\mathrm{h}}_{\bar{\eta}}, \overline{\mathrm{h}}_{\bar{\kappa}}, \overline{\mathrm{h}}_{\bar{\lambda}}$, the reduced transport fluxes $\overline{\boldsymbol{\Pi}}, \overline{\boldsymbol{Q}}_{\mathrm{tr}}, \overline{\boldsymbol{Q}}_{\text {in }}$, the coefficients $\bar{\kappa}, \bar{\eta}$, $\bar{\lambda}$, and the expression (4.10).

In order to evaluate the residual $h_{u}$ associated with the conservative formulation, we start from the total mass, momentum and total energy conservation equations. In the momentum and energy conservation equations, the translational temperature $T_{\mathrm{tr}}$ appearing in the state law is expressed in terms of $T$ and the volume viscosity correction by using (4.10). All transport coefficients in the momentum and energy conservation equations are also expressed using Lemma 4.1. In addition, the temperatures $T_{\text {tr }}$ and $T_{\text {in }}$ in the heat fluxes are expressed as $T_{\text {tr }}=T+\epsilon \theta \widetilde{c}_{\mathrm{in}} / \widetilde{c}_{\mathrm{v}}$ and $T_{\mathrm{in}}=T-\epsilon \theta c_{\mathrm{v}, \mathrm{tr}} / \widetilde{c}_{\mathrm{v}}$.

More specifically, from (4.10) we first obtain the expression of $h_{r, i}$ as well as the contributions proportional to $(\bar{\kappa} / p)\left(\overline{\boldsymbol{\Pi}}: \boldsymbol{\nabla} \boldsymbol{v}+\boldsymbol{\nabla} \cdot \overline{\boldsymbol{Q}}_{\mathrm{tr}}-\left(c_{\mathrm{v}, \mathrm{tr}} / c_{\mathrm{in}}\right) \boldsymbol{\nabla} \cdot \overline{\boldsymbol{Q}}_{\mathrm{in}}\right)$ in $\mathrm{h}_{d, i}$. The remaining contributions in $\mathrm{h}_{d, i}$ then arise from the viscous tensor which is written

$$
\boldsymbol{\Pi}=-\eta_{\mathrm{e}}(T) \mathrm{S}-\epsilon \epsilon_{d} \overline{\mathrm{~h}}_{\bar{\eta}} \mathrm{S}
$$

and from the heat flux written

$$
\begin{aligned}
& \boldsymbol{Q}=-\lambda_{\mathrm{e}}(T) \boldsymbol{\nabla} T-\epsilon \epsilon_{d} \overline{\mathrm{~h}}_{\bar{\lambda}} \boldsymbol{\nabla} T \\
&-\epsilon \epsilon_{d}\left(\left(\bar{\lambda}_{\mathrm{tr}, \mathrm{tr}}+\bar{\lambda}_{\mathrm{in}, \mathrm{tr}}\right) \frac{\boldsymbol{\nabla}\left(T_{\mathrm{tr}}-T\right)}{\epsilon}+\left(\bar{\lambda}_{\mathrm{tr}, \mathrm{in}}+\bar{\lambda}_{\mathrm{in}, \mathrm{in}}\right) \frac{\boldsymbol{\nabla}\left(T_{\mathrm{in}}-T\right)}{\epsilon}\right) .
\end{aligned}
$$

Using then $T_{\mathrm{tr}}=T+\epsilon \theta \widetilde{c}_{\mathrm{in}} / \widetilde{c}_{\mathrm{v}}$ and $T_{\mathrm{in}}=T-\epsilon \theta c_{\mathrm{v}, \mathrm{tr}} / \widetilde{c}_{\mathrm{v}}$ and regrouping the various error terms completes the proof.

We now estimate the residuals $\mathrm{h}_{r}$ and $\mathrm{h}_{d}$ from (4.11)-(4.12) in the functional spaces $L^{2}\left((0, \bar{\tau}), H^{l-4}\right)$ and $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$, respectively, uniformly with respect to the parameters $\epsilon, \epsilon_{d} \in(0,1]$.
Theorem 4.3. Assume that $l \geq l_{0}+4$ and that $\mathrm{w}_{0}$ is such that

$$
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}
$$

is uniformly bounded independently of $\epsilon \in(0,1]$. Then the residual $h_{r}$ belongs to $C^{0}\left([0, \bar{\tau}], H^{l-3}\right)$ and is bounded in $L^{2}\left((0, \bar{\tau}), H^{l-4}\right)$ independently of $\epsilon, \epsilon_{d} \in(0,1]$, and the residual $\mathrm{h}_{d}$ belongs to $C^{0}\left([0, \bar{\tau}], H^{l-3}\right)$ and is bounded in $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$ independently of $\epsilon, \epsilon_{d} \in(0,1]$.

Proof. It is sufficient to establish the regularity property and the uniform estimates for the residuals $\sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{r, i}$ and $\sum_{i \in \mathcal{D}} \partial_{i} \mathrm{~h}_{d, i}$ associated with the conservative form $\mathrm{h}_{\mathrm{u}}$ since $\mathrm{h}=\left(\partial_{\mathrm{w}_{\mathrm{e}}} \mathrm{v}_{\mathrm{e}}\right)^{t} \mathrm{~h}_{\mathrm{u}}$. It is thus sufficient to establish that $\mathrm{h}_{r, i} \in C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ is uniformly bounded in $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$ and that $\mathrm{h}_{d, i} \in C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ is uniformly bounded in $L^{2}\left((0, \bar{\tau}), H^{l-2}\right)$ for $i \in \mathcal{D}$.

Using the relations (4.13) and (4.15) for $\mathrm{h}_{r, i}$ and the relations (4.14), (4.16) and (4.17) for $\mathrm{h}_{d, i}$, where $\theta$ has been written $\left(T_{\mathrm{tr}}-T_{\mathrm{in}}\right) / \epsilon$, a direct examination of their components shows that there are all in the space $C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ since $\mathrm{w}-\mathrm{w}^{\star} \in C^{0}\left([0, \bar{\tau}], H^{l}\right), \partial_{\mathrm{x}} \mathrm{w} \in C^{0}\left([0, \bar{\tau}], H^{l-1}\right), \partial_{t} \mathrm{w} \in C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ and $\partial_{\mathrm{x}}^{2} \mathrm{w} \in C^{0}\left([0, \bar{\tau}], H^{l-2}\right)$.

On the other hand, the uniform bound for $\mathrm{h}_{r, i}$ in $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$ is a consequence of the uniform bound for first derivatives of $w$ in $L^{2}\left((0, \bar{\tau}), H^{l-1}\right)$, of the uniform bound for $\partial_{\mathrm{x}} \theta$ in $L^{2}\left((0, \bar{\tau}), H^{l-2}\right)$ due to (3.18), and of the uniform bounds of $\partial_{t} \theta$ in $L^{2}\left((0, \bar{\tau}), H^{l-3}\right)$ obtained with (3.37). Similarly, the uniform bounds for $\mathrm{h}_{d, i}$ in $L^{2}\left((0, \bar{\tau}), H^{l-2}\right)$ are consequences of the uniform bounds for first and second derivatives in $L^{2}\left((0, \bar{\tau}), H^{l-2}\right)$, and of the uniform bounds for $\partial_{x} \theta$ in $L^{2}\left((0, \bar{\tau}), H^{l-2}\right)$ due to (3.18). It is interesting to note that the most difficult term to estimate is the time derivative of the fast variable $\partial_{t} \theta$.

### 4.2 Local stability at equilibrium and convergence

We restate a local existence theorem for an abstract perturbed hyperbolic-parabolic system of partial differential equations in normal form with small second order terms and without sources [29]. This theorem is established by Kawashima [29] without the perturbing right hand side but including such perturbed terms does not present serious difficulties. These results are then applied to the limit onetemperature fluid model presented in Section 2.7. For the sake of notational simplicity we keep the notation of our previous sections even though these results are to be applied to the normal variable $w_{e}$ of equilibrium fluids.

Theorem 4.4. Let $d \geq 1$ and $l \geq[d / 2]+2$ be integers and let $b>0$ be given and consider the perturbed system of equations

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \partial_{i}\left(\overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{j} \mathrm{w}\right)-\epsilon_{d} \overline{\mathrm{~b}}\left(\mathrm{w}, \partial_{\times} \mathrm{w}\right)=\mathrm{f}+\epsilon_{d} \mathrm{~g} \tag{4.19}
\end{equation*}
$$

where $\overline{\mathrm{b}}=-\sum_{i, j \in \mathcal{D}} \partial_{i}\left(\partial_{\mathrm{w}} \mathrm{v}\right)^{t}\left(\partial_{\mathrm{v}} \mathrm{w}\right)^{t} \overline{\mathrm{~B}}_{i j} \partial_{j} \mathrm{w}$ and where for some positive $\bar{\tau}_{\mathrm{m}}>0$

$$
\begin{align*}
& \mathrm{f} \in C^{0}\left(\left[0, \bar{\tau}_{\mathrm{m}}\right], H^{l-1}\right) \cap L^{1}\left(\left[0, \bar{\tau}_{\mathrm{m}}\right], H^{l}\right)  \tag{4.20}\\
& \mathrm{g} \in C^{0}\left(\left[0, \bar{\tau}_{\mathrm{m}}\right], H^{l-1}\right), \quad \mathrm{g}_{\mathrm{I}}=0 \tag{4.21}
\end{align*}
$$

Let $\mathcal{O}_{0}$ be given such that $\overline{\mathcal{O}}_{0} \subset \mathcal{O}_{\mathrm{w}}$, $d_{1}$ such that $0<d_{1}<d\left(\overline{\mathcal{O}}_{0}, \partial \mathcal{O}_{\mathrm{w}}\right)$, and define

$$
\mathcal{O}_{1}=\left\{\mathrm{w} \in \mathcal{O}_{\mathrm{w}} ; d\left(\mathrm{w}, \overline{\mathcal{O}}_{0}\right)<d_{1}\right\}
$$

There exists $\bar{\tau}$ with $0<\bar{\tau} \leq \bar{\tau}_{\mathrm{m}}$ and $\chi>0$ depending on $\mathcal{O}_{1}$ and $b$, and independent on $\epsilon_{d} \in(0,1]$, such that for any $\mathrm{w}_{0}$ with $\mathrm{w}_{0} \in \overline{\mathcal{O}}_{0}$ and any f and g satisfying (4.20)(4.21) with

$$
\begin{equation*}
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}<b^{2}, \quad\left\{\int_{0}^{t}|\mathrm{f}|_{l} \mathrm{~d} \tau\right\}^{2}+\int_{0}^{t}|\mathrm{f}|_{l-1}^{2} \mathrm{~d} \tau<\chi b^{2}, \quad \int_{0}^{t}|\mathrm{~g}|_{l-1}^{2} \mathrm{~d} \tau<\chi b^{2} \tag{4.22}
\end{equation*}
$$

there exists a unique local solution w to the perturbed system (4.19) with initial condition

$$
\mathrm{w}(0, \mathrm{x})=\mathrm{w}_{0}(\mathrm{x}), \quad \mathrm{x} \in \mathbb{R}^{d}
$$

such that

$$
\mathrm{w}(t, \mathrm{x}) \in \mathcal{O}_{1}, \quad t \in[0, \bar{\tau}], \quad \mathrm{x} \in \mathbb{R}^{d}
$$

and

$$
\begin{aligned}
& \mathrm{w}_{\mathrm{I}}-\mathrm{w}_{\mathrm{I}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-1}\right), \\
& \mathrm{w}_{\mathrm{II}}-\mathrm{w}_{\mathrm{II}}^{\star} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-2}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l+1}\right)
\end{aligned}
$$

In addition, there exists $C>0$ only depending on $\mathcal{O}_{1}$ and $b$, such that

$$
\begin{gather*}
\sup _{0 \leq \tau \leq \bar{\tau}}\left|\mathrm{w}(\tau)-\mathrm{w}^{\star}\right|_{l}^{2}+\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\mathrm{w}_{\mathrm{II}}(\tau)-\mathrm{w}_{\mathrm{II}}^{\star}\right|_{l+1}^{2} d \tau \leq \\
C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\left\{\int_{0}^{\bar{\tau}}|\mathrm{f}|_{l} \mathrm{~d} \tau\right\}^{2}+\epsilon_{d} \int_{0}^{\bar{\tau}}|\mathrm{g}|_{l-1}^{2} \mathrm{~d} \tau\right),  \tag{4.23}\\
\int_{0}^{t}\left|\partial_{t} \mathrm{w}(\tau)\right|_{l-1}^{2} d \tau \leq C\left(\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\left\{\int_{0}^{\bar{\tau}}|\mathrm{f}|_{l} \mathrm{~d} \tau\right\}^{2}+\int_{0}^{\bar{\tau}}|\mathrm{f}|_{l-1}^{2} \mathrm{~d} \tau+\epsilon_{d} \int_{0}^{\bar{\tau}}|\mathrm{g}|_{l-1}^{2} \mathrm{~d} \tau\right) . \tag{4.24}
\end{gather*}
$$

Moreover, if w and $\mathrm{w}^{\prime}$ correspond to two different inital conditions and different perturbations, letting $\delta \mathrm{w}=\mathrm{w}-\mathrm{w}^{\prime}, \delta \mathrm{f}=\mathrm{f}-\mathrm{f}^{\prime}, \delta \mathrm{g}=\mathrm{g}-\mathrm{g}^{\prime}$, then

$$
\begin{align*}
\sup _{0 \leq \tau \leq \bar{\tau}}|\delta \mathrm{w}(\tau)|_{l-1}^{2} & +\epsilon_{d} \int_{0}^{\bar{\tau}}\left|\delta \mathrm{w}_{\mathrm{II}}(\tau)\right|_{l}^{2} d \tau \\
& \leq C\left(\left|\delta \mathrm{w}_{0}\right|_{l-1}^{2}+\left\{\int_{0}^{\bar{\tau}}|\delta \mathrm{f}|_{l-1} \mathrm{~d} \tau\right\}^{2}+\epsilon_{d} \int_{0}^{\bar{\tau}}|\delta \mathrm{g}|_{l-2}^{2} \mathrm{~d} \tau\right) \tag{4.25}
\end{align*}
$$

Remark 4.5. We have not included nonstiff source terms in the stability theorem since they are not required for our application to fluids out of thermodynamical equilibrium. However, it is straightforward to add such nonstiff extra sources in the stability analysis.

Remark 4.6. The decomposition of the right hand side in the form $\mathrm{f}+\epsilon_{d} \mathrm{~g}$ with (4.20)(4.21) is of course not unique. A right hand side in the form $\epsilon_{d} \mathrm{~g}^{\prime}$ may be decomposed for instance into $\mathrm{f}=\epsilon_{d} \mathrm{~g}^{\prime}$ and $\mathrm{g}=0$ as well as $\mathrm{f}=0$ and $\mathrm{g}=\mathrm{g}^{\prime}$. The interest of the g term is that only the lower regularity $\mathrm{g}^{\prime} \in C^{0}\left(\left[0, \bar{\tau}_{\mathrm{m}}\right], H^{l-1}\right)$ is needed, but the price to pay is a factor $\sqrt{\epsilon_{d}}$ since the dissipative terms are $\mathcal{O}\left(\epsilon_{d}\right)$ and there are correspondingly $\epsilon_{d}$ factors in the estimates of higher derivatives. In particular, in the estimates (4.25), even though $\epsilon_{d} \mathrm{~g}^{\prime}$ is $\mathcal{O}\left(\epsilon_{d}\right)$, the perturbation $\delta \mathrm{w}$ is only shown to be $\mathcal{O}\left(\sqrt{\epsilon_{d}}\right)$. On the contrary, with the f factor, any scaling of f is fully tranmitted to $\delta \mathrm{w}$, but we then need the stronger relularity $\mathrm{f} \in C^{0}\left(\left[0, \bar{\tau}_{\mathrm{m}}\right], H^{l}\right)$.

We now combine the estimate of the residual $h$ to the stability theorem at equilibrium in order to obtain a convergence theorem.

Theorem 4.7. Let $d \geq 1, l \geq l_{0}+4, l_{0}=[d / 2]+1$, be integers and let $b>0$ be given. Let $\mathcal{O}_{0}$ be given such that $\overline{\mathcal{O}}_{0} \subset \mathcal{O}_{\mathrm{w}}$, $d_{1}$ such that $0<d_{1}<d\left(\overline{\mathcal{O}}_{0}, \partial \mathcal{O}_{\mathrm{w}}\right)$, and define $\mathcal{O}_{1}=\left\{\mathrm{w} \in \mathcal{O}_{\mathrm{w}} ; d\left(\mathrm{w}, \overline{\mathcal{O}}_{0}\right)<d_{1}\right\}$. There exists $\bar{\tau}>0$ depending on $\mathcal{O}_{1}$ and $b$, and independent on $\epsilon_{d} \in(0,1]$ and $\epsilon \in(0,1]$, such that for any $\mathrm{w}_{0} \in \overline{\mathcal{O}}_{0}$ with

$$
\begin{equation*}
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}<b^{2} \tag{4.26}
\end{equation*}
$$

and such that

$$
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\partial_{t} \mathrm{w}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \partial_{t} \mathrm{w}_{0}\right|_{l-3}^{2}
$$

is also bounded independently of $\epsilon$, there exists a unique solution of the out of equilibrium system such that the estimates (3.18) and (3.39) holds, as well as the estimates (3.37), and furthermore, there exists a unique solution of the equilibrium system starting from $\varphi \mathrm{w}_{0}$. Then there exists a constant $C$ depending on $\mathcal{O}_{1}$ and $b$ and independent of $\epsilon, \epsilon_{d} \in[0,1)$ such that

$$
\sup _{\tau \in[0, \bar{\tau}]}\left|\varphi \mathrm{w}-\mathrm{w}_{\mathrm{e}}\right|_{l-4} \leq C \epsilon\left(\epsilon+\epsilon_{d}\right) .
$$

Proof. We may use the estimates of the residual term h in Theorem 4.3 and apply Theorem 4.4 with $\mathrm{f}=\mathrm{h}, \mathrm{g}=0$, and use the differential estimates (4.25).

In particular, in the special case $\epsilon_{d}=\epsilon$, we have established that the two term Chapmen-Enskog expansion derived in the companion paper [25], which includes the $\mathcal{O}(\epsilon)$ volume viscosity terms, is effectively of second order accuracy.

## 5 Conclusion

We have proved rigorously for the first time that the solution of the out of equilibrium gas model converges towards the solution of the one temperature model. We have further established that the distance between these two solutions is of the order of Burnett type residuals. This is in full agreement with our previous work where it has been established that the volume viscosity coefficient is obtained with a two term Chapman-Enskog expansion [25].

## A Linearized equations estimates

We establish in Appendix A the proof of the linearized estimates (3.14)(3.15). It is sufficient to establish these estimates for smooth solutions since we may use mollifiers and convolution operators [29]. We follow the elegant method of proof of Kawashima [29] and mainly indicate the differences due to the stiff sources.

Step 0. Preliminaries. In the following $\delta_{1}=\delta\left(\mathcal{O}_{1}\right) \leq 1$ denotes a generic small constant only depending on $\mathcal{O}_{1}, \mathrm{c}_{1}=\mathrm{c}_{1}\left(\mathcal{O}_{1}\right) \geq 1$ a generic large constant only depending on $\mathcal{O}_{1}$, and $\mathrm{c}_{2}=\mathrm{c}_{2}\left(\mathcal{O}_{1}, M\right) \geq 1 \mathrm{a}$ generic large constant depending on $\mathcal{O}_{1}$ and $M$. The various occurrences of these constants may be distinguished and the minimum of all $\delta_{1}$ and the maxima of all $c_{1}$ and $c_{2}$ may be taken at the end of the proof so that only single constants ultimately remain. The dependence on $d, l, n$ of these estimating constants, on the other hand, is left implicit. For $k \geq 0$ and $\phi \in H^{k}$ we also define

$$
\begin{align*}
E_{k}^{2}(\phi) & =\sum_{0 \leq|\alpha| \leq k} \frac{|\alpha|!}{\alpha!} \int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}(\mathrm{w}) \partial^{\alpha} \phi, \partial^{\alpha} \phi\right\rangle \mathrm{dx}  \tag{A.1}\\
\widehat{E}_{k}^{2}(\phi) & =\sum_{0 \leq|\alpha| \leq k} \frac{|\alpha|!}{\alpha!} \int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~L}}(\mathrm{w}) \partial^{\alpha} \phi, \partial^{\alpha} \phi\right\rangle \mathrm{dx} \tag{A.2}
\end{align*}
$$

In order to alleviate notation in the proof we denote for short $\delta \widetilde{\mathrm{w}}=\widetilde{\mathrm{w}}-\widetilde{\mathrm{w}}^{\star}$. We will use the classical estimates

$$
\begin{equation*}
|f(\phi)-f(0)|_{k} \leq \mathrm{c}_{0}\|f\|_{\mathcal{C}^{k}\left(\|\cdot\| \leq\|\phi\|_{L^{\infty}}\right)}\left(1+\|\phi\|_{L^{\infty}}\right)^{k-1}|\phi|_{k} \tag{A.3}
\end{equation*}
$$

where $k \geq 1$ and $c_{0}$ denotes a generic constant independent of $\mathcal{O}_{1}$ and $M$, as well as the estimates $|u v|_{k}^{2} \leq \overline{c_{0}}|u|_{l}^{2}|v|_{k}^{2}$, for $0 \leq k \leq \bar{l}$, and $\|\phi\|_{L^{\infty}} \leq\left.\left.\mathrm{c}_{0}\right|_{\phi}\right|_{\bar{l}}$ valid for any $\bar{l} \geq l_{0}=[d / 2]+1$. We also have the commutator estimate $\sum_{0 \leq|\alpha| \leq l}\left|\left[\partial^{\alpha}, u\right] v\right|_{0} \leq c_{0}\left|\partial_{x} u\right|_{l-1}|v|_{l-1}$ valid for any $l \geq l_{0}+1$ where $\left[\partial^{\alpha}, u\right] v=\partial^{\alpha}(u v)-u \partial^{\alpha} v$ denotes the commutator between $\partial^{\alpha}$ and $u$. Finally, we have the Garding inequality

$$
\delta_{1}\left|\phi_{\mathrm{II}}\right|_{1}^{2} \leq \sum_{i, j \in \mathcal{D}} \int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~B}}_{i j}^{\mathrm{II}, \mathrm{II}}(\mathrm{w}) \partial_{i} \phi_{\mathrm{II}}, \partial_{j} \phi_{\mathrm{II}}\right\rangle \mathrm{dx}+\mathrm{c}_{2}\left|\phi_{\mathrm{II}}\right|_{0}^{2}
$$

for any vector valued function $\phi_{\mathrm{II}}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{\text {II }}}$ in the space $H^{1}$.
Step 1. The zeroth order estimates. Multiplying (3.5) by $\delta \widetilde{\mathrm{w}}=\widetilde{\mathrm{w}}-\widetilde{w}^{\star}$ integrating over $\mathbb{R}^{d}$, using the symmetry of $\overline{\mathrm{A}}_{0}$ and $\overline{\mathrm{A}}_{i}$, using Garding inequality, and noting that $\left|\partial_{x} \mathrm{w}\right|_{l-1} \leq M$, while $\mathrm{c}_{2}$ may depend on $M$, we obtain after some algebra that

$$
\partial_{t} E_{0}^{2}(\delta \widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \mathrm{c}_{1}|\mathrm{f}|_{0}|\delta \widetilde{\mathrm{w}}|_{0}+\epsilon_{d} \mathrm{c}_{1}\left|\mathrm{~g}_{\mathrm{II}}\right|_{0}^{2}+\mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right) E_{0}^{2}(\delta \widetilde{\mathrm{w}})
$$

Letting $\gamma^{2}(t)=\sup _{0 \leq \tau \leq t} E_{0}^{2}(\delta \widetilde{\mathrm{w}}(\tau))+\delta_{1} \epsilon_{d} \int_{0}^{t}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{1}^{2} d \tau+\frac{\delta_{1}}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}|_{0}^{2} d \tau$, noting that $\gamma$ is nondecreasing so that $\int_{0}^{t}|\mathrm{f}|_{0} \gamma(\tau) \mathrm{d} \tau \leq\left.\gamma(t) \int_{0}^{t} \mathrm{f}\right|_{0} \mathrm{~d} \tau$, and noting that $\int_{0}^{t}\left|\partial_{t} \mathrm{w}\right|_{l-1} \mathrm{~d} \tau \leq M_{1} \sqrt{t}$ we obtain from Gronwall inequality with $\gamma^{2}$ that

$$
\sup _{0 \leq \tau \leq t}|\delta \widetilde{\mathrm{w}}(\tau)|_{0}^{2}+\epsilon_{d} \int_{0}^{t}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)\right|_{1}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}|_{0}^{2} d \tau
$$

$$
\leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(\left|\delta \widetilde{\mathrm{w}}_{0}\right|_{0}^{2}+\epsilon_{d} \mathrm{c}_{1} \int_{0}^{t}\left|\mathrm{~g}_{\mathrm{II}}\right|_{0}^{2} d \tau+\mathrm{c}_{1}\left\{\int_{0}^{t}|\mathrm{f}|_{0} d \tau\right\}^{2}\right)
$$

Similarly, multiplying the governing equation (3.5) by $(1 / \epsilon) \pi \widetilde{w}$ and proceeding as above we get

$$
\begin{equation*}
\frac{1}{\epsilon} \partial_{t} E_{0}^{2}(\pi \widetilde{\mathrm{w}})+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \mathrm{c}_{1}|\pi \mathrm{f}|_{0}^{2}+\epsilon_{d}^{2} \mathrm{c}_{1}\left|\mathrm{~g}_{\mathrm{II}}\right|_{0}^{2}+\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l-1} E_{0}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{c}_{1}|\delta \widetilde{\mathrm{w}}|_{1}^{2}+\epsilon_{d}^{2} \mathrm{c}_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{2}^{2} \tag{A.4}
\end{equation*}
$$

Moreover, multiplying the governing equation by $\partial_{t} \widetilde{\mathrm{w}}$, integrating over $\mathbb{R}^{d}$, using the symmetry of $\overline{\mathrm{L}}$, and proceeding similarly we obtain that

$$
\begin{equation*}
\delta_{1}\left|\partial_{t} \widetilde{\mathrm{w}}\right|_{0}^{2}+\frac{1}{\epsilon} \partial_{t} \widehat{E}_{0}^{2}(\pi \widetilde{\mathrm{w}}) \leq \mathrm{c}_{1}|\mathrm{f}|_{0}^{2}+\mathrm{c}_{1} \epsilon_{d}^{2}\left|\mathrm{~g}_{\mathrm{II}}\right|_{0}^{2}+\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l-1} \widehat{E}_{0}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{c}_{1}|\delta \widetilde{\mathrm{w}}|_{1}^{2}+\epsilon_{d}^{2} \mathrm{c}_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{2}^{2} \tag{A.5}
\end{equation*}
$$

Step 2. The $l$ th order estimate. We first differentiate the hyperbolic-parabolic system (3.5) with respect to the space variable. Denoting by $\partial^{\alpha}$ the $\alpha$ th derivative spatial operator, we obtain that

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \partial^{\alpha} \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \partial^{\alpha} \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \partial^{\alpha} \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \partial^{\alpha} \widetilde{\mathrm{w}}=\mathrm{f}^{\alpha}+\epsilon_{d} \mathrm{~g}^{\alpha} \tag{A.6}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathrm{f}^{\alpha}=\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{f}\right)-\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}-\frac{1}{\epsilon} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}  \tag{A.7}\\
\mathrm{~g}^{\alpha}=\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{~g}\right)+\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right] \partial_{i} \partial_{j} \widetilde{\mathrm{w}} \tag{A.8}
\end{gather*}
$$

Multiplying equation (A.6) by $\partial^{\alpha} \delta \widetilde{\mathrm{w}}$ and $|\alpha|!/ \alpha!$, integrating over $\mathbb{R}^{d}$, summing over $0 \leq|\alpha| \leq l$, and proceeding as for the zeroth order estimate, we obtain that

$$
\begin{aligned}
\partial_{t} E_{l}^{2}(\delta \widetilde{\mathrm{w}}) & +\epsilon_{d} \delta_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right) E_{l}^{2}(\delta \widetilde{\mathrm{w}}) \\
& +\sum_{0 \leq|\alpha| \leq l} \frac{|\alpha|!}{\alpha!} \int_{\mathbb{R}^{d}}\left\langle\mathrm{f}^{\alpha}, \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}+\epsilon_{d} \sum_{0 \leq|\alpha| \leq l} \frac{|\alpha|!}{\alpha!} \int_{\mathbb{R}^{d}}\left\langle\mathrm{~g}^{\alpha}, \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx} .
\end{aligned}
$$

We next have to investigate the residuals associated with $f^{\alpha}$ and $g^{\alpha}$. Keeping in mind that the zeroth order terms with $|\alpha|=0$ have already been examined in Step1, we only have to analyze the terms such that $1 \leq|\alpha| \leq l$.

The nonstiff terms are estimated in the classical way [29] using commutator estimates (and integration by parts for the terms $\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{~g}\right)$ when $\left.|\alpha|=l\right)$ and we obtain that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{f}\right), \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq\left|\overline{\mathrm{A}}_{0}\right|_{\infty}\left|\overline{\mathrm{A}}_{0}^{-1} \mathrm{f}\right|_{l}|\delta \widetilde{\mathrm{w}}|_{l} \leq \mathrm{c}_{2}|\mathrm{f}|_{l}|\delta \widetilde{\mathrm{w}}|_{l} \\
& \left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}, \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq\left|\overline{\mathrm{A}}_{0}\right|_{\infty}\left|\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}\right|_{0}|\delta \widetilde{\mathrm{w}}|_{|\alpha|} \\
& \left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}, \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq \\
& \mathrm{c}_{0}\left|\overline{\mathrm{~A}}_{0}\right|_{\infty}\left|\partial_{\times}\left(\overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right)\right|_{l-1}\left|\partial_{i} \widetilde{\mathrm{w}}\right|_{l-1}|\delta \widetilde{\mathrm{w}}|_{l} \leq \mathrm{c}_{2}|\delta \widetilde{\mathrm{w}}|_{l}^{2} \\
& \\
& \left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right] \partial_{i} \partial_{j} \widetilde{\mathrm{w}}, \partial^{\alpha} \delta \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq\left.\mathrm{c}_{2}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|\right|_{l}
\end{aligned}
$$

On the other hand, for the stiff terms $\frac{1}{\epsilon} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}$ it is obtained that

$$
\begin{aligned}
& \frac{1}{\epsilon}\left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}, \partial^{\alpha} \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq \\
& \quad \frac{\mathrm{c}_{0}}{\epsilon}\left|\overline{\mathrm{~A}}_{0}\right|_{\infty}\left|\partial_{\times}\left(\overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right)\right|_{l-1}|\pi \widetilde{\mathrm{w}}|_{l-1}|\pi \widetilde{\mathrm{w}}|_{l} \leq \frac{\mathrm{c}_{2}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l-1}|\pi \widetilde{\mathrm{w}}|_{l}
\end{aligned}
$$

Collecting all contributions we have established that

$$
\begin{align*}
\partial_{t} E_{l}^{2}(\delta \widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}^{2}+ & \frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right) E_{l}^{2}(\delta \widetilde{\mathrm{w}}) \\
& +\mathrm{c}_{2}|\mathrm{f}|_{l} E_{l}(\delta \widetilde{\mathrm{w}})+\frac{\mathrm{c}_{2}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l-1}^{2}+\epsilon_{d} \mathrm{c}_{2}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2} \tag{A.9}
\end{align*}
$$

In order to handle the term $\left(c_{2} / \epsilon\right)|\pi \widetilde{w}|_{l-1}^{2}$ in the right hand side we use the following classical consequence of interpolation inequalities $|\phi|_{l-1}^{2} \leq \beta|\phi|_{l}^{2}+C(\beta)|\phi|_{0}^{2}$ valid for any $\phi \in H^{l}$, any $\beta>0$ and where $C(\beta)$ depends on $\beta$, and we may also add the projected zeroth order inequality (A.4). Keeping in mind that $l \geq l_{0}+1 \geq 2$ we obtain that

$$
\begin{aligned}
& \partial_{t}\left(E_{l}^{2}(\delta \widetilde{\mathrm{w}})+\frac{1}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}})\right)+\epsilon_{d} \delta_{1}\left|\delta \widetilde{\mathrm{w}}_{\text {II }}\right|_{l+1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l}^{2}+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \\
& \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right)\left(E_{l}^{2}(\delta \widetilde{\mathrm{w}})+\frac{1}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}})\right)+\mathrm{c}_{2}|\mathrm{f}|_{l} E_{l}(\delta \widetilde{\mathrm{w}})+\epsilon_{d} \mathrm{c}_{2}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2}+\mathrm{c}_{1}|\pi \mathrm{f}|_{0}^{2}
\end{aligned}
$$

From Gronwall inequality we obtain after some algebra the first estimate (3.14). It is interesting to note that in the absence of stiff source terms we may let $\pi=0$ and we recover the usual estimates [29].

Step 3. The $l$ th order derived estimate. Multiplying the equation (A.6) by $\partial_{t} \partial^{\alpha} \widetilde{w}$ and $|\alpha|!/ \alpha!$, integrating over $\mathbb{R}^{d}$, summing over $0 \leq|\alpha| \leq l-1$, and proceeding as for the zeroth order derived estimate, we obtain that

$$
\begin{aligned}
& \delta_{1}\left|\partial_{t} \widetilde{\mathrm{w}}\right|_{l-1}^{2}+\frac{1}{\epsilon} \partial_{t} \widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}}) \leq \mathrm{c}_{1}|\delta \widetilde{\mathrm{w}}|_{l}^{2}+\mathrm{c}_{1} \epsilon_{d}^{2}\left|\delta \widetilde{\mathrm{w}}_{\text {II }}\right|_{l+1}^{2}+\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l-1} \widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}}) \\
&+\sum_{0 \leq|\alpha| \leq l-1} \mathrm{c}_{1} \frac{|\alpha|!}{\alpha!}\left(\left|\mathrm{f}^{\alpha}\right|_{0}^{2}+\epsilon_{d}^{2}\left|\mathrm{~g}^{\alpha}\right|_{0}^{2}\right)
\end{aligned}
$$

and we have to investigate the residuals associated with $\mathrm{f}^{\alpha}$ and $\mathrm{g}^{\alpha}$. Keeping in mind that the zeroth order terms with $|\alpha|=0$ have already been examined in Step 3 we only have to analyze the terms such that $1 \leq|\alpha| \leq l-1$.

The nonstiff terms in $f^{\alpha}$ and $g^{\alpha}$ are estimated as usual whereas the stiff terms are estimated with

$$
\frac{1}{\epsilon^{2}} \int_{\mathbb{R}^{d}}\left|\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}\right|^{2} \mathrm{~d} \mathrm{x} \leq \frac{\mathrm{c}_{0}}{\epsilon^{2}}\left|\overline{\mathrm{~A}}_{0}\right|_{\infty}^{2}\left|\partial_{\times}\left(\overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right)\right|_{l-2}^{2}|\pi \widetilde{\mathrm{w}}|_{l-2}^{2} \leq \frac{\mathrm{c}_{2}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{l-2}^{2}
$$

and collecting all contributions we have established that

$$
\sum_{0 \leq|\alpha| \leq l-1} \frac{|\alpha|!}{\alpha!}\left(\left|\mathrm{f}^{\alpha}\right|_{0}^{2}+\epsilon_{d}^{2}\left|\mathrm{~g}^{\alpha}\right|_{0}^{2}\right) \leq \mathrm{c}_{2}\left(|\mathrm{f}|_{l-1}^{2}+\epsilon_{d}^{2}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2}+|\delta \widetilde{\mathrm{w}}|_{l-1}^{2}+\epsilon_{d}^{2}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l}^{2}\right)+\frac{\mathrm{c}_{2}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{l-2}^{2}
$$

In order to control the last term $\left(\mathrm{c}_{2} / \epsilon^{2}\right)|\pi \widetilde{\mathrm{w}}|_{l-2}^{2}$ we now have to write the $(l-1)$ th projected equation. Multiplying equation (A.6) by $\frac{1}{\epsilon} \partial^{\alpha} \pi \widetilde{w}$ and $|\alpha|!/ \alpha!$, integrating over $\mathbb{R}^{d}$, and summing over $0 \leq|\alpha| \leq l-1$, yields that

$$
\begin{array}{r}
\frac{1}{\epsilon} \partial_{t} E_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{l-1}^{2} \leq \mathrm{c}_{1}|\delta \widetilde{\mathrm{w}}|_{l}^{2}+\mathrm{c}_{1} \epsilon_{d}^{2}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}^{2}+\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l-1} E_{l-1}^{2}(\pi \widetilde{\mathrm{w}}) \\
\\
+\sum_{0 \leq|\alpha| \leq l-1} \mathrm{c}_{1} \frac{|\alpha|!}{\alpha!}\left(\left|\mathrm{f}^{\alpha}\right|_{0}^{2}+\epsilon_{d}^{2}\left|\mathrm{~g}^{\alpha}\right|_{0}^{2}\right)
\end{array}
$$

Using the previous estimates of $\left|\mathrm{f}^{\alpha}\right|_{0}$ and $\left|\mathrm{g}^{\alpha}\right|_{0}$, the inequality $|\phi|_{l-2}^{2} \leq \beta|\phi|_{l-1}^{2}+C(\beta)|\phi|_{0}^{2}$, the equivalence of $\widehat{E}_{l-1}^{2}(\pi \widetilde{w})$ and $E_{l-1}^{2}(\pi \widetilde{w})$, and combining the derived $l$ th estimate with the projected $l$ th estimate, we now obtain that

$$
\begin{aligned}
& \delta_{1}\left|\partial_{t} \widetilde{\mathrm{w}}\right|_{l-1}^{2}+\frac{1}{\epsilon} \partial_{t}\left(\widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+E_{l-1}^{2}(\pi \widetilde{\mathrm{w}})\right)+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{l-1}^{2} \leq \mathrm{c}_{1}|\delta \widetilde{\mathrm{w}}|_{l}^{2}+\mathrm{c}_{1} \epsilon_{d}^{2}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}^{2} \\
& \quad+\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l-1} \widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{c}_{2}|\mathrm{f}|_{l-1}^{2}+\mathrm{c}_{2} \epsilon_{d}^{2}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2}+\mathrm{c}_{2}|\delta \widetilde{\mathrm{w}}|_{l-1}^{2}+\mathrm{c}_{2} \epsilon_{d}^{2}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l}^{2}+\frac{\mathrm{c}_{2}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{0}^{2}
\end{aligned}
$$

We now combine this inequality to the $l$ th order governing equation (A.9) multiplied by a large constant $\mathrm{K}_{1}$ only depending on $\mathcal{O}_{1}$ so as to compensate the term $\mathrm{c}_{1} \epsilon_{d}^{2}|\delta \widetilde{\mathrm{w}}|_{l+1}^{2}$ in the right hand side. We also add the zeroth order derived equation (A.4) multiplied by a factor $\mathrm{K}_{2}$ in order to compensate for the term $\left(c_{2} / \epsilon^{2}\right)|\pi \widetilde{\mathrm{w}}|_{0}^{2}$. We have then obtained a governing inequality in the form

$$
\begin{gathered}
\partial_{t}\left(\frac{1}{\epsilon} \widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+\frac{1}{\epsilon} E_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{K}_{1} E_{l}^{2}(\delta \widetilde{\mathrm{w}})+\frac{\mathrm{K}_{2}}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}})\right)+\delta_{1}\left|\partial_{t} \widetilde{\mathrm{w}}\right|_{l-1}^{2}+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{l-1}^{2} \\
+\epsilon_{d} \delta_{1}\left|\delta \widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l+1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l}^{2} \leq \frac{\mathrm{c}_{2}}{\epsilon}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right) \widehat{E}_{l-1}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{c}_{2}|\mathrm{f}|_{l-1}^{2} \\
+\mathrm{c}_{2} \epsilon_{d}\left|\mathrm{~g}_{\mathrm{II}}\right|_{l-1}^{2}+\mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l-1}\right) E_{l}^{2}(\delta \widetilde{\mathrm{w}})+\mathrm{c}_{2}|\mathrm{f}|_{l} E_{l}(\delta \widetilde{\mathrm{w}})
\end{gathered}
$$

From the Gronwall inequality we get after some algebra the second estimate (3.15).
Finally, the various occurencies of the constant $\mathrm{c}_{2}$ in the proof all involve simple polynomials in $M$ with positive coefficients, either arising as simple multiplication by $M$ or through the estimate (A.3) so that the final constant $\mathrm{c}_{2}$ is an increasing function of $M$ and the proof is complete.

## B Time derivatives estimates

We present in Appendix B the proof of the extra time derivative estimates of Theorem 3.4. Since $l \geq l_{0}+4$ we first deduce from the governing equations and the regularity of the solution w that

$$
\begin{aligned}
& \partial_{t} \mathrm{w}_{\mathrm{I}} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-1}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-3}\right) \\
& \partial_{t} \mathrm{w}_{\mathrm{II}} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-2}\right) \cap \mathcal{C}^{1}\left([0, \bar{\tau}], H^{l-4}\right) \cap L^{2}\left((0, \bar{\tau}), H^{l-1}\right)
\end{aligned}
$$

although we do not have uniform bounds in these spaces because of the stiff sources. Letting $\widehat{\mathrm{M}}_{i j}(\mathrm{w})=$ $\overline{\mathrm{M}}_{i j}+\partial_{\mathrm{w}} \overline{\mathrm{B}}_{i j}, i, j \in \mathcal{D}$, the third order tensors $\widehat{\mathrm{M}}_{i j}$ have at least regularity $\varkappa-3$ and the governing equations may then be written

$$
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \mathrm{w}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \mathrm{w}=\epsilon_{d} \sum_{i, j \in \mathcal{D}} \widehat{\mathrm{M}}_{i j}(\mathrm{w}) \partial_{i} \mathrm{w} \partial_{j} \mathrm{w}
$$

Differenciating this system with respect to time we obtain that $\widetilde{w}=\partial_{t} \mathrm{w}$ satisfies

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \widetilde{\mathrm{w}}=\mathrm{f}_{t}+\epsilon_{d} \mathrm{~g}_{t} \tag{B.1}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathrm{f}_{t}=-\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right) \widetilde{\mathrm{w}} \partial_{i} \mathrm{w}-\frac{1}{\epsilon} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \pi \mathrm{w}  \tag{B.2}\\
\mathrm{~g}_{t}=\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right) \widetilde{\mathrm{w}} \partial_{i} \partial_{j} \mathrm{w}+\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \widehat{\mathrm{M}}_{i j}\right) \widetilde{\mathrm{w}} \partial_{i} \mathrm{w} \partial_{j} \mathrm{w} \\
+\sum_{i, j \in \mathcal{D}} \widehat{\mathrm{~m}}_{i j} \partial_{i} \widetilde{\mathrm{w}} \partial_{j} \mathrm{w}+\sum_{i, j \in \mathcal{D}} \widehat{\mathrm{~m}}_{i j} \partial_{i} \mathrm{w} \partial_{j} \widetilde{\mathrm{w}} \tag{B.3}
\end{gather*}
$$

Step 0. The expressions (B.2)(B.3) are not convenient and are rewritten by using the generalized inverse $\overline{\mathrm{L}}^{\sharp}$ of $\overline{\mathrm{L}}$ such that $\overline{\mathrm{L}} \overline{\mathrm{L}}^{\sharp}=\overline{\mathrm{L}}^{\sharp} \overline{\mathrm{L}}=\pi, \overline{\mathrm{L}}^{\sharp}=\left(\overline{\mathrm{L}}^{\sharp}\right)^{t}, N\left(\overline{\mathrm{~L}}^{\sharp}\right)=\mathcal{E}$ and $R\left(\overline{\mathrm{~L}}^{\sharp}\right)=\mathcal{E}^{\perp}$. This pseudo inverse $\overline{\mathrm{L}}^{\sharp}$ is the generalized inverse of $\overline{\mathrm{L}}$ with prescribed range $R\left(\overline{\mathrm{~L}}^{\sharp}\right)=\mathcal{E}^{\perp}$ and nullspace $N\left(\overline{\mathrm{~L}}^{\sharp}\right)=\mathcal{E}$, and is a smooth function of $\overline{\mathrm{L}}[14,25]$. Using $\bar{L}^{\sharp}$ we deduce from the governing equations that

$$
\begin{equation*}
\frac{\pi \mathrm{w}}{\epsilon}=-\overline{\mathrm{L}}^{\sharp}\left(\overline{\mathrm{A}}_{0}(\mathrm{w}) \pi \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \mathrm{w}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \mathrm{w}-\epsilon_{d} \overline{\mathrm{~b}}\right) \tag{B.4}
\end{equation*}
$$

keeping in mind that $\overline{\mathrm{L}}^{\sharp}=\overline{\mathrm{L}}^{\sharp} \pi$ and $\pi \overline{\mathrm{A}}_{0}=\overline{\mathrm{A}}_{0} \pi$. We may thus rewrite $\mathrm{f}_{t}$ and $\mathrm{g}_{t}$ in the form

$$
\begin{align*}
& \mathrm{f}_{t}=-\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right) \widetilde{\mathrm{w}} \partial_{i} \mathrm{w}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \overline{\mathrm{~L}}^{\sharp} \overline{\mathrm{A}}_{i} \partial_{i} \mathrm{w}+\overline{\mathrm{A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \overline{\mathrm{~L}}^{\sharp} \overline{\mathrm{A}}_{0} \pi \widetilde{\mathrm{w}}  \tag{B.5}\\
& \mathrm{~g}_{t}= \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right) \widetilde{\mathrm{w}} \partial_{i} \partial_{j} \mathrm{w}+\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \widehat{\mathrm{M}}_{i j}\right) \widetilde{\mathrm{w}} \partial_{i} \mathrm{w} \partial_{j} \mathrm{w} \\
&-\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \overline{\mathrm{~L}}^{\sharp} \overline{\mathrm{B}}_{i j} \partial_{i} \partial_{j} \mathrm{w}-\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{~A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \bar{L}^{\sharp} \overline{\mathrm{M}}_{i j} \partial_{i} \mathrm{w} \partial_{j} \mathrm{w} \\
&+\sum_{i, j \in \mathcal{D}} \widehat{\mathrm{M}}_{i j} \partial_{i} \widetilde{\mathrm{w}} \partial_{j} \mathrm{w}+\sum_{i, j \in \mathcal{D}} \widehat{\mathrm{M}}_{i j} \partial_{i} \mathrm{w} \partial_{j} \widetilde{\mathrm{w}} \tag{B.6}
\end{align*}
$$

The equation (B.1) is thus formally 'linearized' except for the quadratic term $\overline{\mathrm{A}}_{0} \partial_{\mathrm{w}}\left(\overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right) \widetilde{\mathrm{w}} \overline{\mathrm{L}}^{\sharp} \overline{\mathrm{A}}_{0} \pi \widetilde{\mathrm{w}}$ in $\mathrm{f}_{t}$ arising from the stiff sources. In order to derive the new estimates, we use a similar notation as in Theorem 3.1 and Theorem 3.3. In particular, $\delta_{1}=\delta\left(\mathcal{O}_{1}\right) \leq 1$ denotes a generic small constant only depending on $\mathcal{O}_{1}, \mathrm{c}_{1}=\mathrm{c}_{1}\left(\mathcal{O}_{1}\right) \geq 1$ a generic large constant only depending on $\mathcal{O}_{1}$, and $\mathrm{c}_{2}=\mathrm{c}_{2}\left(\mathcal{O}_{1}, b\right) \geq$ 1 a generic large constant depending on $\mathcal{O}_{1}$ and the constant $b$ of Theorem 3.3.

Step 1. Zeroth order entropic estimates for $\widetilde{w}=\partial_{t} w$. We multiply (B.1) by $\widetilde{w}$ and proceed as in the proof of Theorem 3.1. Using the symmetry of $\overline{\mathrm{A}}_{0}$ and $\overline{\mathrm{A}}_{i}$, integrating over $\mathbb{R}^{d}$, and using the Garding inequality, we obtain that

$$
\partial_{t} E_{0}^{2}(\widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l_{0}}\right) E_{0}^{2}(\widetilde{\mathrm{w}})+\int_{\mathbb{R}^{d}}\left\langle\mathrm{f}_{t}+\epsilon_{d} \mathrm{~g}_{t}, \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}
$$

All terms linear in $\widetilde{w}$ in $f_{t}$ and $g_{t}$ yield contributions majorized by $c_{1}\left|\partial_{x} w\right|_{l_{0}}|\widetilde{w}|_{0}^{2}+\epsilon_{d} c_{1}\left(\left|\partial_{x} w\right|_{l_{0}}^{2}+\right.$ $\left.\left|\partial_{x}^{2} \mathrm{w}_{\text {II }}\right| l_{0}\right)|\widetilde{\mathrm{w}}|_{0}^{2}+\epsilon_{d} \mathrm{c}_{1}\left|\partial_{\mathrm{x}} \mathrm{w}\right|_{l_{0}}\left|\widetilde{\mathrm{w}}_{\text {II }}\right|_{1}|\widetilde{\mathrm{w}}|_{0}$ and the quadratic term is also majorized by $\mathrm{c}_{1}|\widetilde{\mathrm{w}}| l_{0}|\widetilde{\mathrm{w}}|_{0}^{2}$. Using the estimates of Theorem 3.3 and $l_{0}=[d / 2]+1>d$, we obtain after some algebra

$$
\partial_{t} E_{0}^{2}(\widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l_{0}}\right) E_{0}^{2}(\widetilde{\mathrm{w}})
$$

From the Gronwall inequality and the estimates (3.18) we thus obtain that for $0 \leq t \leq \bar{\tau}$

$$
\sup _{0 \leq \tau \leq t}|\widetilde{\mathrm{w}}(\tau)|_{0}^{2}+\epsilon_{d} \int_{0}^{t}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)\right|_{1}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}|_{0}^{2} d \tau \leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left|\widetilde{\mathrm{w}}_{0}\right|_{0}^{2}
$$

Step 2. The projected zeroth order estimate. We multiply the governing equation (B.1) by $(1 / \epsilon) \pi \widetilde{w}$ and proceed as in the proof of Theorem 3.1. Integrating over $\mathbb{R}^{d}$ we obtain that

$$
\begin{aligned}
\left.\frac{1}{2 \epsilon} \partial_{t} E_{0}^{2}(\pi \widetilde{\mathrm{w}})+\frac{\delta_{1}}{\epsilon^{2}} \right\rvert\, & \left.\pi \widetilde{\mathrm{w}}\right|_{0} ^{2} \leq \frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l_{0}}|\pi \widetilde{\mathrm{w}}|_{0}^{2}+\frac{\mathrm{c}_{1}}{\epsilon}|\widetilde{\mathrm{w}}|_{1}|\pi \widetilde{\mathrm{w}}|_{0} \\
& +\epsilon_{d} \frac{\mathrm{c}_{1}}{\epsilon}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{2}|\pi \widetilde{\mathrm{w}}|_{0}+\frac{1}{\epsilon} \int_{\mathbb{R}^{d}}\left\langle\mathrm{f}_{t}+\epsilon_{d} g_{t}, \pi \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}
\end{aligned}
$$

All terms linear in $\widetilde{\mathrm{w}}$ in $\mathrm{f}_{t}$ and $\mathrm{g}_{t}$ yield contributions majorized by

$$
\frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{\mathrm{x}} \mathrm{w}\right|_{l_{0}}|\widetilde{\mathrm{w}}|_{0}|\pi \widetilde{\mathrm{w}}|_{0}+\epsilon_{d} \frac{\mathrm{c}_{1}}{\epsilon}\left(\left|\partial_{\times} \mathrm{w}\right|_{l_{0}}^{2}+\left|\partial_{\times}^{2} \mathrm{w}_{\mathrm{II}}\right| l_{0}\right)|\widetilde{\mathrm{w}}|_{0}|\pi \widetilde{\mathrm{w}}|_{0}+\epsilon_{d} \frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{\times} \mathrm{w}\right|_{l_{0}}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{1}|\pi \widetilde{\mathrm{w}}|_{0}
$$

and the quadratic term is also majorized by $\left(c_{1} / \epsilon\right)|\widetilde{w}|_{l_{0}}|\pi \widetilde{w}|_{0}^{2}$. Using the Cauchy-Schwarz inequality and the estimates (3.18) of Theorem 3.3 we obtain after some algebra

$$
\begin{equation*}
\frac{1}{\epsilon} \partial_{t} E_{0}^{2}(\pi \widetilde{\mathrm{w}})+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \frac{\mathrm{c}_{1}}{\epsilon}\left|\partial_{t} \mathrm{w}\right|_{l_{0}} E_{0}^{2}(\pi \widetilde{\mathrm{w}})+\mathrm{c}_{2}|\widetilde{\mathrm{w}}|_{1}^{2}+\epsilon_{d}^{2} \mathrm{c}_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{2}^{2} \tag{B.7}
\end{equation*}
$$

Step 3. The $l^{\prime}$ th zeroth order estimate. We let for short $l^{\prime}=l-2$ so that $l^{\prime} \geq l_{0}+2$. Differentiating the hyperbolic-parabolic system (B.1) with respect to the space variable and denoting by $\partial^{\alpha}$ the $\alpha$ th derivative spatial operator we obtain that

$$
\begin{equation*}
\overline{\mathrm{A}}_{0}(\mathrm{w}) \partial_{t} \partial^{\alpha} \widetilde{\mathrm{w}}+\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{i}(\mathrm{w}) \partial_{i} \partial^{\alpha} \widetilde{\mathrm{w}}-\epsilon_{d} \sum_{i, j \in \mathcal{D}} \overline{\mathrm{~B}}_{i j}(\mathrm{w}) \partial_{i} \partial_{j} \partial^{\alpha} \widetilde{\mathrm{w}}+\frac{1}{\epsilon} \overline{\mathrm{~L}}(\mathrm{w}) \partial^{\alpha} \widetilde{\mathrm{w}}=\mathrm{f}_{t}^{\alpha}+\epsilon_{d} \mathrm{~g}_{t}^{\alpha} \tag{B.8}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathrm{f}_{t}^{\alpha}=\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{f}_{t}\right)-\sum_{i \in \mathcal{D}} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}-\frac{1}{\epsilon} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}  \tag{B.9}\\
\mathrm{~g}_{t}^{\alpha}=\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{~g}_{t}\right)+\sum_{i, j \in \mathcal{D}} \overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right] \partial_{i} \partial_{j} \widetilde{\mathrm{w}} \tag{B.10}
\end{gather*}
$$

Multiplying equation (B.8) by $\partial^{\alpha} \widetilde{w}|\alpha|$ !/ $\alpha$ !, integrating over $\mathbb{R}^{d}$, summing over $0 \leq|\alpha| \leq l^{\prime}$, and proceeding as for the zeroth order estimate, we obtain that

$$
\begin{aligned}
\partial_{t} E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l^{\prime}+1}^{2} & +\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l_{0}}\right) E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}}) \\
& +\sum_{0 \leq|\alpha| \leq l^{\prime}} \frac{|\alpha|!}{\alpha!} \int_{\mathbb{R}^{d}}\left\langle\mathrm{f}_{t}^{\alpha}+\epsilon_{d} \mathrm{~g}_{t}^{\alpha}, \partial^{\alpha} \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}
\end{aligned}
$$

and we have to investigate the residuals associated with $f_{t}^{\alpha}$ and $g_{t}^{\alpha}$. Keeping in mind that the zeroth order terms with $|\alpha|=0$ have already been examined in Step 1, we only have to analyze the terms such that $1 \leq|\alpha| \leq l^{\prime}$.

The terms in $f_{t}^{\alpha}$ and $g_{t}^{\alpha}$ arising from $\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{f}_{t}\right)$ and $\overline{\mathrm{A}}_{0} \partial^{\alpha}\left(\overline{\mathrm{A}}_{0}^{-1} \mathrm{~g}_{t}\right)$ yield contributions majorized by $c_{2}\left(|\widetilde{\mathrm{w}}|_{l^{\prime}}^{2}+\epsilon_{d}|\widetilde{\mathrm{w}}|_{l^{\prime}}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right| l_{l^{\prime}+1}+|\widetilde{\mathrm{w}}|_{l^{\prime}}^{3}\right)$, where the last term arise from the quadratic contribution in $\mathrm{f}_{t}$. On the other hand, the commutators contributions are estimated as

$$
\begin{gathered}
\left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~A}}_{i}\right] \partial_{i} \widetilde{\mathrm{w}}, \partial^{\alpha} \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq \mathrm{c}_{2}|\mathrm{w}| l_{l^{\prime}}|\widetilde{\mathrm{w}}|_{l^{\prime}}^{2} \\
\frac{1}{\epsilon}\left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~L}}\right] \pi \widetilde{\mathrm{w}}, \partial^{\alpha} \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq \frac{\mathrm{c}_{2}}{\epsilon}|\mathrm{w}| l^{\prime}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}-1}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}} \\
\left|\int_{\mathbb{R}^{d}}\left\langle\overline{\mathrm{~A}}_{0}\left[\partial^{\alpha}, \overline{\mathrm{A}}_{0}^{-1} \overline{\mathrm{~B}}_{i j}\right] \partial_{i} \partial_{j} \widetilde{\mathrm{w}}, \partial^{\alpha} \widetilde{\mathrm{w}}\right\rangle \mathrm{dx}\right| \leq \mathrm{c}_{2}|\mathrm{w}|_{l^{\prime}}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l^{\prime}+1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l^{\prime}}
\end{gathered}
$$

Collecting all contributions and after some algebra we have established that

$$
\begin{equation*}
\partial_{t} E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}})+\epsilon_{d} \delta_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l^{\prime}}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l^{\prime}-1}\right) E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}})+\frac{\mathrm{c}_{2}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}-1}^{2} \tag{B.11}
\end{equation*}
$$

In order to handle the term $\left(c_{2} / \epsilon\right)|\pi \widetilde{w}|_{l-1}^{2}$ in the right hand side arising from the commutators we use the inequality $|\phi|_{l^{\prime}-1}^{2} \leq \beta|\phi|_{l^{\prime}}^{2}+C(\beta)|\phi|_{0}^{2}$ and add the resulting inequality to the projected zeroth order inequality (B.7) obtained in Step 2. Assuming that $l^{\prime} \geq l_{0}+1 \geq 2$ we obtain that

$$
\partial_{t}\left(E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}})+\frac{1}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}})\right)+\epsilon_{d} \delta_{1}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}\right|_{l^{\prime}+1}^{2}+\frac{\delta_{1}}{\epsilon}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}}^{2}
$$

$$
+\frac{\delta_{1}}{\epsilon^{2}}|\pi \widetilde{\mathrm{w}}|_{0}^{2} \leq \mathrm{c}_{2}\left(1+\left|\partial_{t} \mathrm{w}\right|_{l^{\prime}-1}\right)\left(E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}})+\frac{1}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}})\right),
$$

From the Gronwall inequality, we obtain that

$$
\begin{gathered}
\sup _{0 \leq \tau \leq t}\left(E_{l^{\prime}}^{2}(\widetilde{\mathrm{w}}(\tau))+\frac{1}{\epsilon} E_{0}^{2}(\pi \widetilde{\mathrm{w}}(\tau))\right)+\epsilon_{d} \int_{0}^{t}\left|\widetilde{\mathrm{w}}_{\mathrm{II}}(\tau)\right|_{l^{\prime}+1}^{2} d \tau+\frac{1}{\epsilon} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}|_{l^{\prime}}^{2} d \tau+\frac{1}{\epsilon^{2}} \int_{0}^{t}|\pi \widetilde{\mathrm{w}}|_{0}^{2} d \tau \\
\leq \mathrm{c}_{1}^{2} \exp \left(\mathrm{c}_{2}\left(t+M_{1} \sqrt{t}\right)\right)\left(\left|\widetilde{\mathrm{w}}_{0}\right|_{l^{\prime}}^{2}+\frac{1}{\epsilon}\left|\pi \widetilde{\mathrm{w}}_{0}\right|_{0}^{2}\right),
\end{gathered}
$$

which is the $l^{\prime}$ order estimate for $\widetilde{\mathrm{w}}=\partial_{t} \mathrm{w}$ and $l^{\prime}=l-2$.
Step 4. Application of linearized estimates to $\widetilde{w}=\partial_{t} w$. Taking into account the $l^{\prime}$ order estimate for $\widetilde{\mathrm{w}}=\partial_{t} \mathrm{w}$, it is now possible to apply the linearized estimates (3.15). From the expression (B.5) and (B.6) of $\mathrm{f}_{t}$ and $\mathrm{g}_{t}$, we indeed obtain that $\mathrm{f}_{t} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-2}\right)$ and $\mathrm{g}_{t} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-3}\right)$ so that $\mathrm{f}_{t} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-3}\right) \cap L^{1}\left((0, \bar{\tau}), H^{l-2}\right)$ and $\mathrm{g}_{t} \in \mathcal{C}^{0}\left([0, \bar{\tau}], H^{l-3}\right)$ with uniform estimates in terms of

$$
\left|\mathrm{w}_{0}-\mathrm{w}^{\star}\right|_{l}^{2}+\frac{1}{\epsilon}\left|\pi \mathrm{w}_{0}\right|_{l-1}^{2}+\left|\widetilde{\mathrm{w}}_{0}\right|_{l-2}^{2}+\frac{1}{\epsilon}\left|\pi \widetilde{\mathrm{w}}_{0}\right|_{l-3}^{2} .
$$

The estimates (3.37) are then a direct consequence of (3.14) and (3.15) applied with $l^{\prime}=l-2$ in place of $l$ and with $\widetilde{w}=\partial_{t} \mathrm{w}$.
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