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This paper presents a comparison between simulation and experimental results of the melting process of metallic material by a pulsed laser source Nd-YAG. The simulations of temperature and velocity fields of melted material were done by solving the transient heat transfer and fluid-flow equations. Variations of the thermophysical properties were considered. Furthermore, the model included the effects of the surface-tension gradient on the fluid surface and the buoyancy force. The simulation was useful in improving our understanding of the phenomena occurring in the treated material. Using a laser triangulation sensor, an experimental study was also conducted on the surface profile of the melted zones to seek a relationship between the so-called keyhole effect and the laser triangulation measurements. The keyhole effect induced strong surface deformations and often formed cavities, which were undesirable in the surface treatment process. The laser power, energy density, and treatment duration could be optimized to prevent the keyhole effect. The predicted laser melted zone (LMZ) morphology was in good agreement with the corresponding experimental measurements for various irradiation conditions, as long as the keyhole effect did not occur.
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1. Introduction

The role of heat-transfer phenomena in welding and surface treatment is crucial for obtaining high quality surfaces by eliminating defects, such as undercutting, non-uniform surface profile, and cavities, which are attributed to changes in fluid flow and heat transfer [1].

Numerical and analytical models to simulate heat transfer and fluid flow during steady and transient fusion welding were developed during the last two decades. Calculations were obtained for both moving [2] and stationary heat sources and for laser beam as well as arc welding [3]. In an arc weld pool, flow driven by both surface tension and electromagnetic fields play an important role. However, in laser welding, only surface tension-driven flow is significant [1]. These models were used to calculate weld pool geometry by calculating temperature fields during the welding of stainless steel [4], aluminum alloys [5], titanium alloys [6], and pure iron [7].

Pulsed lasers are used as the energy source for cutting, welding, rapid manufacturing, machining and ablation, melting, alloying [8], cladding, and surface hardening of the materials [9].

The understanding of the laser irradiation of materials involves numerous phenomena namely heat transfer, absorption, Marangoni convection, distortion, variation of the thermophysical properties, and phase transformation.

Until now, a model that considers all these phenomena has not existed because of the multidisciplinary nature of the problem spanning thermal, chemical, and mechanical fields. As a result, most researchers have concentrated on modeling only the melted zone without comparing simulation to experimental results. Moreover, the efficiency and the quality of the laser material processing depend on a large number of variables: the spatial and temporal energy distributions, the laser parameters, and the irradiated material properties.

Considerable research efforts were focused on exploring the laser processing of different materials. Treatment simulations were especially essential for processing control, minimizing the experimental cost, providing optimization of operative parameters, and improving understanding of Marangoni convection involved during the laser irradiation. Therefore, over the last two decades, several analytical [6,10] and numerical models [11] were developed to predict the temperature and velocity fields in the melting bath during laser treatments. Numerical methods based on finite differences or finite elements were often used when the variations of material properties and/or convection flows in the molten bath were taken into consideration [12].
Laser–material interactions are very complex, and only in the simplest cases, the laser can be treated as a simple surface heat source. The numerous effects of laser–material interactions were immediately the focus of physical research soon after an operational laser was built [4].

Computed temperature fields were used for predicting residual stress, while velocity fields could be used to determine the distribution of chemical elements in the transfer phenomena. Chan et al. [1] reported that the recirculating velocity, as predicted by their model, was of one or two orders of magnitude higher than the scanning speed. That means fluid particle would recirculate several times before it was solidified. This can account for the highly disperse and uniform solute redistribution within the molten region.

In the melting bath, the liquid circulation was induced by Marangoni flows and hydrodynamic motion, which was caused by pressure gradients [13]. In turn, Marangoni flows were determined by the temperature dependence of the surface-tension gradient \( \sigma(T) \). A surface-tension gradient with consequent fluid flow could be imposed on the surface of a fluid in at least two situations [3]: (1) temperature gradient along the surface or (2) chemical composition gradient along the surface. In addition, the magnitude of the force generated by surface gradients could be large and can, therefore, dominate other forces such as convection from buoyancy effects. If a surface-tension gradient exists on the surface of a liquid, then fluid would be drawn along the surface from the region of lower surface tension to the region of higher surface tension. For example, the presence of a low concentration of surface active impurities could substantially alter the temperature dependence of the surface tension by changing its sign. However, in the absence of significant concentrations of surface active impurities, the melt exhibits the normal negative surface tension temperature coefficient for pure metals.

The effects of tensioactive elements (such as sulfur, selenium, and oxygen) on the shape of melted zone vary and depend on the temperature coefficient of surface tension. Some of them induce a deep melted zone and others a large but shallow one [14]. Walsh and Savage [15], in a survey about the effect of the minor elements in the case of CN7M, an iron-based alloy, justified the LMZ shape by the effect of the stable chemical compounds formed on the surface with iron or with other elements existing in the base material. Also, surface rippling during laser surface melting was attributed to surface-tension gradients [16]. Unfortunately, no data was available on the temperature dependence of the surface tension for most stainless steels. In many studies, the surface tension behavior was neglected or assumed to be that of pure metal.

The main focus of this work was to calculate temperature and velocity field in melted metallic material by a pulsed laser beam. Therefore, a numerical model was developed to solve a transient heat transfer problem, for which variations of its thermophysical properties are well known. This analysis improved our understanding of the effects of the irradiation conditions on the size of the melted zone during irradiation. Finally, the analyses of the surface profile of the melted zone with a non-contact method, called laser triangulation, are discussed. Experimental and numerical results are obtained and presented.

2. Modeling of melting process

2.1. Laser beam function

A LASMA 1054 Nd–YAG laser delivering output energy of 1–60 J at 0.3–20 ms pulses was used to irradiate the workpiece (20 × 20 × 5 mm³). The laser wavelength was 1.046 \( \mu \)m, the maximum transmitted power was 300 W, and the frequency of pulses was in the range from 1 to 600 Hz. Argon shielding (15 l/mn) was used to avoid oxidization of the material.

Knowledge of the spatial energy and the duration and the frequency of pulse generation of the laser were necessary to adequately model the system. The profile of the laser beam depended on the optics of the system [17] and could be oblong [18], circular, elliptical, or more often a combination of Gaussians [19,20].

In this survey, the focal distance of the optical system was 140 mm. Beam analysis by imagery software was used to determine the intensity profiles. For most part, the shape of the laser beam could be well approximated by a Gaussian profile (radius of the laser beam \( r_b \)). Therefore, we assumed in our model that the energy distribution was Gaussian. As a result, the energy flux density absorbed on the top surface (\( z=0 \)) is given as

\[
Q_{laser}(t,x,z) = \frac{1}{\pi} \frac{E}{r_b^2} \exp\left(-\frac{(x-x_0+vt)^2}{r_b^2}\right) \tag{1}
\]

where, \( \delta \) is the absorption coefficient temperature dependent: \( 2 \times 10^{-6}T^2 - 8 \times 10^{-5}T + 0.3407 \).

2.2. Material

The interaction between the material and the laser beam is sensitive to the material composition and the nature of the laser
beam. In this study, the material was considered pure iron in spite of the presence of some trace elements (typical analysis: Mn < 800, C < 200, P < 200, S < 150 ppm). In view of the foregoing, effects of the impurities were neglected. Thermophysical properties of iron (thermal conductivity, thermal capacity, viscosity, and density) and the phase transformations that occur in the material are well known [21,22] (Table 1). The absorption coefficient, δ was taken to be temperature dependent [23].

### 3. Modeling description

#### 3.1. Governing equations

A laser melting process is characterized by a small melt-pool size and a very short process. Due to these characteristics, measurement of important parameters, such as temperature and velocity fields, during laser welding are a big challenge. These parameters are important as they determine the geometry, composition, structure and resulting properties of the treated materials.

In this study, a Cartesian geometry was used, the x-y plane for the surface of the workpiece and the z axis for the depth. The laser beam moved at a constant velocity v, and the latent heat due to solidification and Boussinesq approximation were considered. The governing equations were the coupled mass, momentum, and energy conservation equations. These equations are given as (Eqs. (2)–(6))

**Energy**

\[
\rho C_p \frac{\partial H}{\partial t} + \rho C_p U \frac{\partial H}{\partial x} + \rho C_p W \frac{\partial H}{\partial z} = \frac{\partial}{\partial x} \left( k \frac{\partial H}{\partial x} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial H}{\partial z} \right)
\]

In the energy equation, the enthalpy was defined as

\[
H = \int_{T_0}^{T} C_p dT + L_m f(T)
\]

**Continuity**

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho U)}{\partial x} + \frac{\partial (\rho W)}{\partial z} = 0
\]

**x momentum**

\[
\rho \left[ \frac{\partial U}{\partial t} + V \frac{\partial U}{\partial x} \right] = -\frac{\partial P}{\partial x} + \text{div} \left[ \mu \text{grad} U \right]
\]

**z momentum**

\[
\rho \left[ \frac{\partial W}{\partial t} + V \frac{\partial W}{\partial x} \right] = -\frac{\partial P}{\partial z} + \text{div} \left[ \mu \text{grad} W \right] + \rho g (T - T_{ref})
\]

where \( k, \rho, C_p, \mu \) and \( \mu \) are the parameters for the thermophysical properties that were temperature dependent.

#### 3.2. Boundary conditions

On the free surfaces, the boundary conditions are given as following:

- **Thermal**

In many researches, heat source was included in energy conservation equation [24]. However, in this study the heat source is positioned on the top surface

\[
\begin{align*}
H &= 0 & \text{at} & t = 0 \\
-k \frac{\partial H}{\partial r} &= -h_r T + Q_{\text{laser}} & \text{at} & z = 0 \\
-k \frac{\partial H}{\partial z} &= -h_m H & \text{at} & x = 0, L \\
H &= 0 & \text{at} & z = Z
\end{align*}
\]

- **Hydraulic**

At the melted bath surface, the surface tension variation with temperature must be balanced by the fluid shear stress since the surface must be continuous. Therefore, the shear stress at the surface is equal to the surface-tension gradient. At the free surface, the shear stress due to Marangoni effects or the surface tension-driven flow was included as a boundary condition for the momentum equation (Eq. (8)) [25].

In common with other works in the field, we made the following assumptions:

1. In mushy zone, the fluid flow was proportional to the liquid fraction.
2. The surface of the melt pool was assumed to be flat to simplify the surface boundary condition.
3. Surface rippling was not considered.

\[
\begin{align*}
U, W = 0 & \quad \text{at} & t = 0 \\
-\mu \frac{\partial U}{\partial r} &= \sigma \frac{\partial \gamma^*}{\partial \gamma} & \text{at} & z = 0 \quad \text{and} \quad T \geq T_m \\
W = 0 & \quad \text{at} & z = 0 \quad \text{and} \quad v T \\
U, W = 0 & \quad \text{at} & x = 0, L \quad \text{and} \quad z = Z
\end{align*}
\]

### 4. Numerical resolution

#### 4.1. Numerical scheme and solution

The finite-difference method was used to solve Eqs. (2)–(8). The next step consisted of the discretization of space and time variables. The implicit finite difference scheme built a pentadiagonal 2D matrix. The UpWind scheme was employed to evaluate the combined convection and conduction heat transfer. This arrangement, which enabled the handling of the pressure linkages through the continuity equation, is known as the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm [26]. On the other hand, the solution of linear systems obtained from the discretized transfer equations was computed by the Gauss–Seidel method. In this calculation, it is necessary to use the under relaxation parameters (\( \alpha = 0.9 \)) for velocities and the enthalpy to avoid numerical instabilities [27].

It is important to point out the solid–liquid interface is not known a priori. It is part of the problem to be solved. To start the solution, the pure conduction equation has to be solved until a certain molten pool region formed so that the momentum equation can be applied. The final discretized equation took the following form:

\[
a_0 H_0 a_1 H_0 + a_0 W_0 H_0 + a_0 H_0 + a_1 H_5 + b
\]

where subscripts \( E, W, N, S \) represent the neighbors of the given grid point ‘P’. The ‘\( a \)’ terms are coefficients dependent on the

<table>
<thead>
<tr>
<th>Samples</th>
<th>Operative parameters</th>
<th>Relevant parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (J)</td>
<td>r (s)</td>
<td>f (Hz)</td>
</tr>
<tr>
<td>M1</td>
<td>6.28 0.0126</td>
<td>7.962 1.67</td>
</tr>
<tr>
<td>M2</td>
<td>6.28 0.0083</td>
<td>15.924 3.35</td>
</tr>
<tr>
<td>M3</td>
<td>6.28 0.0042</td>
<td>23.385 5.02</td>
</tr>
<tr>
<td>M4</td>
<td>12.56 0.0084</td>
<td>11.943 2.51</td>
</tr>
<tr>
<td>M5</td>
<td>6.28 0.0126</td>
<td>7.962 2.58</td>
</tr>
<tr>
<td>M6</td>
<td>6.28 0.0063</td>
<td>15.924 5.16</td>
</tr>
<tr>
<td>M7</td>
<td>6.28 0.0042</td>
<td>23.385 7.74</td>
</tr>
<tr>
<td>M8</td>
<td>12.56 0.0084</td>
<td>11.943 3.87</td>
</tr>
</tbody>
</table>

\( k, r, t, \rho \) represent the neighbors of the given grid point ‘P’. The ‘\( a \)’ terms are coefficients dependent on the
diffusion and convection. The parameter 'b' includes the terms associated with the evaluation of temperature at the previous time step.

4.2. Grids

The timescale, which was much shorter for laser spot and small melt pool size, required the use of fine grids and very small time steps. A finer grid spacing \((80 \times 63)\) was used near the interaction region between heat source and material to improve computation accuracy. The minimum grid spaces along the \(x\) and \(z\) directions were 50 and 5 \(\mu\)m, respectively, and the time step was 0.5 ms.

4.3. Simulation cases

The irradiation conditions were dependent on the operative parameters: pulse energy, \(E\); pulse duration, \(\tau\); pulse frequency, \(f\); and scanning speed along the \(x\) axis of the laser beam, \(v\). Two relevant parameters characterized each laser pulse: the surface density of deposited energy, \(F\), and the pulse power, \(P\). Two other parameters described the pulse succession: the time ratio of laser emission, \(B\), and the superposition ratio of two areas successively irradiated, \(R\) [6]. The data used for calculations are presented in Table 1. Relevant parameters are functions of operative parameters [28].

Fig. 1 is a schematic diagram showing the overall iterative procedure for the calculation of temperature and velocity fields during pulsed laser melting. All these details were implemented on a C program running on a standard PC to calculate the evolution of temperature, the molten depth and width.

Two series of tests were selected. The time ratio of laser emission, \(B\), was maintained at 0.1, while the domain of variation of the superposition ratio \(R\) was 0.25 or 0.5. The relevant parameters and operative parameters are tabulated in Table 1.

5. Results and discussion

The samples were irradiated by a short pulse LASMA 1054 Nd–YAG laser [28]. Each test was repeated three times. Fig. 2 shows a typical micrograph of workpiece surface melted by laser irradiation (case M3). Each iron sample was polished before laser irradiation to ensure the same initial surface state. SEM analysis of all samples did not reveal chemical compounds created during the laser treatment. These results attest to the efficiency of the shield gas. Also, the SEM inspections did not show any shortcomings or micro-cracks within the melted metal.

5.1. Temperature field

According to the diagram presented in Fig. 1, the temperature field in all points of the grid was calculated at every step. Fig. 3 shows the temperature evolution versus time for different points.
on the x axis in case M5. The simulated treatment corresponds to five successive pulses. This result was achieved with a laser velocity of 2.582 mm/s and pulse duration of 12.6 ms.

5.2. Velocity field

The velocity field in the melted zone due to the Marangoni effects was calculated by using continuity and momentum equations. Since the temperature coefficient of the surface tension of pure iron is negative ($-0.23 \times 10^{-3}$ N/m K) as expected for a pure metal, the molten metal on the surface originated from the center of the melted pool and flowed to its periphery. Therefore, the pool shape became wider and shallower as compared to when the fluid flow was inward.

Fig. 4 shows the calculated velocity fields and the isotherms for case M4. The solid–liquid interface was approximated by steps and tracked by the melting point temperature. As could be seen in case M4, at $t=0.3575$ s, the maximum velocity in the melted bath was about 0.6254 m/s. In a similar survey, Semak et al. [29] showed that the velocity calculated in the melted bath, when iron was melted by a laser, varied between 1 and 3 m/s for a surface density of energy of 0.5 MW/cm², more than 10 m/s for 1 MW/cm², and between 20 and 30 m/s for 5 MW/cm².

5.3. Surface profile

In the present work, a laser triangulation sensor was used to study the surface profile. Sensor characteristics such as the spot diameter of 30 µm, the average response time of 4 ms, and the wavelength of 670 nm were compatible for use in the measurement process.

This non-contact surface profilometer measured the heights of the surface ripples. These measurements were obtained after solidification, but they could be obtained while the treatment was in progress. The distance $\Delta d^\pm$ between the highest and the lowest point of the melted zone surface, for all samples is plotted in Fig. 5. The surfaces subjected to high surface density of energy, $F$, and high pulse power, $P$ ($F \sim 100$ J/mm², $P > 1500$ W), were those presenting more surface irregularities ($\Delta d^\pm = 0.1117$ mm and $\Delta d^\pm = 0.1241$ mm in cases M7 and M8, respectively). Hence, a correlation existed between these irregularities and the convection currents.

The works of Schaaf [7] showed that, for a laser spot light size of 14.6 mm², increasing energy involved an increased thickness of the protuberance ($\Delta d^+$) and the depth of the gutter ($\Delta d^-$).

Fig. 5 shows that for the samples M3, M6, M7, and M8, the surface of the melted zone was disrupted. The optical micrographs of those samples showed cavities confined in the LMZ (Fig. 6). These were keyhole formations during the treatment, resulting in a crater [30]. At the border of the crater, ridges of several µm in height were formed. In fact, when the surface density of energy is higher (> 1000 W), the liquid surface of the LMZ was distorted itself due to evaporation [31].

5.4. Width and depth of the laser melted zone

While comparing the curve representing the distance $\Delta d^\pm$ between the highest and the lowest point of the melted zone surface (Fig. 5) with the curve representing the depth of the LMZ (Fig. 7), it is noted that the most unsettled surfaces of the LMZ correspond to the strongest penetrations of the melted zone. For example, in case M8 ($\Delta d^\pm \sim 0.124$ mm), the depth of the LMZ was 1002 µm.

Milewski and Sklar [32] showed that when a keyhole appeared, the laser beam was reflected multiple times, which led to an increase of the energy absorbed by the material. The depth of the melted zone was then drastically increased. This phenomenon, which was not taken into account in our model, explains the differences observed between the depths of the calculated and measurement of LMZ. This deviation is well correlated with surface profiles and keyhole phenomena.

![Fig. 4. Computed isotherms and velocity fields at 0.3575 s corresponding to the irradiation condition M4.](image1)

![Fig. 5. Comparison between $\Delta d^\pm \times 1000$, $F$ (J/mm²) and $P$ (W)/10.](image2)

![Fig. 6. Cavity shown into LMZ after solidification in case M8.](image3)
deposited energy keyholing. In these cases, if parameters that should be closely controlled in order to avoid than 50 J/mm\(^2\), the treated pieces have to be inspected to ensure as long as cavities were not created.

The experimentally determined melt pool cross sections were compared to the corresponding computed values. Fig. 7 shows that for samples M3, M6, M7, and M8, experimental and calculated differences between the depths of the LMZ were significant. In these cases, \(\Delta d^z\) was larger than 0.06 mm. In the other cases, however, \(\Delta d^z\) was between 0.024 and 0.06 mm. These measurements allowed us to determine whether the keyhole effect was occurring. In particular, to prevent keyholing, \(\Delta d^z\) must be kept approximately below 0.06 mm. Accordingly, the calculated melt pool dimensions agreed well with the experimental results as long as cavities were not created.

In the other hand, when pulse power \(P\) or surface density of deposited energy \(F\) is high, the \(\Delta d^z\) is important. However, when \(P\) and \(F\) are high the \(\Delta d^z\) is higher. Therefore, \(P\) and \(F\) are two parameters that should be closely controlled in order to avoid keyholing. In these cases, if \(P\) is greater than 1000 W and \(F\) greater than 50 J/mm\(^2\), the treated pieces have to be inspected to ensure adequate quality especially in manufactured products.

6. Criterion to avoid the keyhole effect

7. Conclusion

In this work, a modeling of the Nd–YAG laser surface melting process was developed to calculate temperature and velocity fields and melt pool shapes and sizes using a finite-difference method with the UpWind scheme. The numerical model solved the continuity, momentum conservation, and energy conservation equations. Variations of thermophysical properties, latent heat of fusion and solidification and Marangoni flow were taken into account. Several multi-pulse tests were carried out on a pure metal (iron 99.8%). The effect of the operative parameters on the morphology of the melted zone and the convection movements were shown. The measured widths of the melted zones were in good agreement with the model predictions. However, the measured depths did not agree with the calculated ones when the surface density of energy and power of the pulse were too high due to evaporation. Analysis of surface profiles explained the differences between the numerical and measured results. Therefore, the use of the laser triangulation technique for quality control of surface treatment can be useful when other techniques are not applicable. A criterion was proposed to determine a keyhole effect with a surface analysis of the laser melted zone. These analyses can be used to optimize the laser power, the energy density, and the necessary time to realize high quality surface treatment.
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