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ABSTRACT 

The aim of this work is to examine the capacity and the accuracy of a CFD 

(Computational Fluid Dynamics) model to characterize the thermo-aeraulic behavior of a heated 

room. Firstly, we present a brief description of the experimental set-up taken into account. 

Afterwards, we focus on the main features of our numerical model (that strongly influence the 

accuracy of results): computational domain geometry and discretization, turbulence model, near 

wall treatment, radiation model and thermal boundary conditions. In addition, we present here a 

simplified approach in order to integrate a pure buoyancy source within our model, based on a 

volumetric heat generation rate (taking into account only the source power and its dimensions) 

which is uniformly distributed within the heater. Furthermore, detailed experimental – numerical 

comparisons are given with regard to heat transfer to the walls as well as to heat source behavior 

and plume characteristics. The results obtained demonstrate that the CFD method employed in 

this work leads to reliable results. Consequently, this approach can be useful in detailed studies 

dealing with thermal comfort, indoor air quality and energy consumption for heated rooms. 

Finally, the simplified method presented here, concerning the integration of the heat source in the 

CFD model, can be effortlessly extended for other localized heat sources that differ in power, 

heat emission mode (convection or radiation), shape or size.     

Keywords: CFD - Computational Fluid Dynamics modeling; buoyancy driven cavity; heat 

source; thermal plume.   
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1. Introduction 

 

Th  m l   upl  g “   l  u  -h      u   ”     f p     ul    mp            h  f  l   f bu l   g 

physics. An accurate representation of this phenomenon allows us to correctly predict the induced 

flows inside the room. This leads also to good estimations of thermal comfort as well as indoor 

air quality. On the other hand, an appropriate description of the thermal behaviour of a heated 

enclosure helps to accurately assess the heat transfer phenomena that take place across the 

building envelope. Consequently, the energy consumption will be exactly evaluated. 

Furthermore, such studies allow optimising the design of heating systems.       

Therefore, many studies have been devoted in recent times to these issues concerning the 

coupling between rooms and their heating systems. However, we note that most of these analyses 

are based on zonal models. In brief, their theory is based on dividing the enclosure air volume in 

several air zones and employing heat and mass balance equations for each of these zones (each 

zone is supposed to be perfectly mixed with uniform temperature or other scalars, e.g. moisture, 

chemical species, pollutant concentration, etc.). The zone partition is frequently accomplished 

using experimental data for the main directions of the air flow, depending on the configuration 

taken into account (ventilated room, heated room, etc.). An exhaustive review of zonal 

modelling, from the pioneering work till recent developments is given in [1,2]. Nevertheless, it is 

worthwhile to mention that the zone models are not appropriate for studies dealing with non-

uniform zone air temperatures, including convective heating [3].       

Instead, the CFD technique has been successfully employed in various fields. We cite here only 

several recent applications related to modeling of technical systems in the field of building 

equipment (the topic of our study): ventilation system for hospital operating room [4], effect of 

  l   p        (“u    -fl   ”           bu         u  “    -h   ”           bu  on) for an air 

conditioned office room [5], natural ventilation of buildings [6], radiation panel cooling system 

installed in walls [7], radiant cooling ceiling [8], radiant tube heater [9], evaporator and 

condenser of a rooftop air-conditioning unit [10], under-floor heating system [11], skirting boards 

heating system [12]. It is interesting to note that the CFD approach has been also used for 

peculiar studies, e.g. improving building design and thermal comfort for a 100-year-old Buddhist 

temple [13].  
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Consequently, in order to study buoyancy driven cavities with internal heat source (heated 

rooms), our choice is based on CFD modeling. This approach is able to provide more complete 

and pertinent results than the zonal models. In addition, the computation time is more than 

reasonable due to hardware amazing evolution nowadays. 

In this context, the main objective of this work is to methodically assess the ability and the 

accuracy of a CFD model to study a heated room. The precision of such a numerical simulation is 

clarified by comparing the results achieved with those from experiments. Therefore we first 

present briefly the experimental set-up followed by the principal characteristics of our numerical 

model. 

 

2. Experimental set-up 

 

Our study is entirely based on the experimental results presented in [14]. This experimental 

program has been selected as we have all the information needed for the numerical model and its 

validation (especially concerning the boundary conditions and the dynamic and thermal plume 

fields). It is also worthwhile to mention that the laboratory arrangements and the testing methods 

of this experimental set-up have been used to determine the standard thermal output of the 

heating appliances fed with water supplied by a remote heat source. 

The experimental analyses were performed in a climatic test room (4 x 4 x 2.8 m3) in steady state 

conditions. All the walls of this full scale test cell are in contact with adjacent controlled 

temperature areas (see Figure 1). Due to precise experimental methods [14], the thermal 

conductivity of the test cell walls (marine plywood) has been determined: 0.108  0.002 W/m°C. 

The emissivity of the walls inner surface has been also evaluated: 0.95  0.05 [14]. These data 

allow us to well characterize the thermal state of the room envelope in our numerical model.       

The measurements carried out in [14] can be classified in boundary conditions and field data. 

Concerning the first group of measurements, it is mainly constituted by the surface temperatures 

of the walls. The sensors used are type T (copper-constantan) thermocouples, distributed on both 

sides of the enclosure walls (accuracy ±0.25ºC). In addition, there were platinum resistance 

thermometers - RTD sensors P      Ω (accuracy ±0.1ºC) to control the air temperature within the 

thermal guards of the test cell (Figure 1). Finally, probes of the same type were used to determine 

the surface temperature of the heat emitters.  
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Figure 1. Experimental set-up scheme [14] 

1. thermocouple (walls temperature); 2. temperature air sensors; 3. test room  
4. adjacent thermal guard; 5. device used to move the sensors; 6. velocity 

 and temperature plume sensors; 7. examined plume area; 8. radiator. 
 

Dynamic and thermal fields within the volume of the experimental cell were acquired in the 

m      pl     f  h    ll b  m      f   “self-travelling”          m   l        ll  . The sensors 

mounted on the experimental device are the following:  

- air velocity, omnidirectional hot-film transducers 

- air temperature, thermocouples type T in the plume region and platinum resistance 

thermometers in the other volume of the enclosure  

Figure 2 shows the mesh adopted for the measurements points in the plume above the heat 

source. 

We take into consideration in these work two experimental tests on the same radiator but with 

changed boundary conditions. The radiator is a steel single panel heater (connected at a hot water 

heating system) and its dimensions are 1.2 x 0.013 x 0.7 m3 (1098 W standard thermal output). 

Table 1 shows the experimental conditions during the two configurations taken into account. The 

test room walls identification is based on the assumption that the vertical wall adjacent to the 

radiator is the south wall. 
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Figure 2. Mesh of the measurements points in the plume [14] 

 

We notice that in the case of the test R1, the vertical wall adjacent to the radiator (south) and the 

opposite one (north) correspond to external cold ambient conditions. On the contrary, the south 

wall and the ceiling represent exterior conditions in the test R2. 

 
Table 1. Experimental conditions [14] 

 

Test Heater power (W) 
External adjacent thermal guard temperature (°C) 

South       North       East           West        Ceiling        Floor 
R1 900 13.4 14.4 20.0 20.0 19.8 19.8 
R2 881 13.6 20.0 20.0 20.0 14.6 20.0 

 
3. Numerical model 

 

Before proceeding with the presentation of the numerical model, it is worthwhile to emphasise 

the characteristics of the considered tests.  

In general, it is convenient to use dimensionless number in order to describe physical phenomena. 

In the case of natural convection, the characteristic dimensionless number is the Rayleigh 

number, defined by the following expression:  

aȞ

TLgβ
Ra

3                    (1) 

where L is the characteristic length and ΔT     h    f         mp    u     ff      . Th    

qu                 mp      b   h  flu   p  p       (    h           ): β – thermal expansion 
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   ff      ; υ – kinematic viscosity; a – thermal diffusivity. Finally, g is the acceleration due to 

gravity.    

This number is used to classify the three flow regimes typically encountered: steady laminar 

flow, transition flow (unsteady laminar) and turbulent flow. In accordance with the results 

presented in [15], based on extensive literature review (both experimental and numerical studies) 

dealing with the classic problem of airflow within square buoyancy driven cavities (known as 

“w    w p  bl m”)  the value of the Rayleigh number corresponding to the laminar-turbulent 

transition is 2.12.2 x 106 for perfectly conducting walls and 1.72.25 x 108 for adiabatic 

conditions. In addition, a comprehensive study of buoyancy-driven convective interaction 

phenomena in enclosures can be found in [16].           

On the other hand, it must be taken into consideration the fact that our geometrical and thermal 

conditions are distinct and very         f  m  h  “w    w p  bl m”    f gu      . C    qu   l   

it is difficult to define the two reference parameters (length and temperature difference) in order 

to assess the value of the Rayleigh number in our case. In general, the height of the cavity is 

considered as characteristic length, while the reference difference temperature is based on the 

maximum difference temperature between two opposite vertical walls. Unfortunately, in our 

situation, we can only employ the first hypothesis concerning the reference length, the choice of 

the enclosure height being logical. On the contrary, for the temperature difference, we can not use 

the opposite vertical temperature difference since for the test R1 (Table 1) these two walls are 

cooled. N     h l     f             b         h    mp    u     ff       b  w    “N   h” w ll 

(considered warm wall)     “S u h”  ll (              l   w ll)     h        f  h       R2  w  

determine a value of 4.5 x 106 for the Rayleigh number. This value, compared to the results of 

“w    w p  bl m”   h w  h   the airflow within the enclosure in our case is well situated in a 

turbulent flow regime.                         

Moreover, it must be added that the airflow within the cavity is primarily generated by the heat 

source and secondary by the walls boundary layers. This is the reason why we do not correlate 

thereafter our results with data based on classical “w    w p  bl m”    f gu       .  

It is also interesting to mention that despite the fact that the literature is poor in numerical studies 

on our topic, the conclusions of the few existing works show that in order to improve the 

predictions of CFD modeling for buoyancy driven enclosures with internal heat sources 

(including heated rooms), it is recommended to revise or enhance the following issues:          
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discretization, turbulence modeling, airflow near wall treatment, radiation modeling, thermal 

boundary conditions and heat source description. As a result, we focus further on these factors 

that present a major impact on the computations. All these issues have been assembled on the 

basis of a general-purpose, finite-volume, Navier-Stokes solver (Fluent version 6.1). 

 

3.1. Computational domain geometry and discretization 

Concerning the geometry, this is identical to the configuration of the experimental study (Figure 

3). The heat source (steel panel heater) is represented by its real dimensions (including its 

thickness). Given the results obtained (see the section on the heat source integration within the 

model), this approach provides excellent numerical description of the heat emitter.      

 

 

 

 

 

 

 

 

Figure 3. Computational domain geometry  

The computational domain discretization is performed by means of finite volumes. The grid used 

is an unstructured mesh that contains tetrahedral elements. The principal demand that leads to an 

unstructured grid choice is given by the need of a better discretization in the regions with strong 

flow gradients. In fact, in the case of an unstructured mesh, this can be fulfilled by effortlessly 

refining only the zone where important flow variations occur, without adding unnecessary cells 

all over in the computational domain as normally happens in the structured grid approach. This 

important unstructured grid advantage has been used in our case to improve the plume area and 

walls boundary layers discretization. 

On the other hand, there is no advantage to using a structured grid for our configurations in order 

to reduce the numerical diffusion since there is no relevant principal direction flow. It is known 

that the numerical diffusion appears within all numerical schemes. Besides, it is also established 

that the numerical diffusion is diminished when the flow is aligned with the mesh elements [17]. 

 radiator (thickness 0.013 m)  

 
 z 

y 

x 
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This is possible to achieve for simple flows (for instance the flow through a long duct) but it is 

not realizable for complex ones, as the flow can never be aligned with the grid. 

Consequently, in order to properly discretisate the plume region, we first took into account a very 

fine discretization of the heat source. Therefore, based on a very fine surface mesh (quadrilateral 

elements) on the panel heater faces, we get a total of 112,000 hexahedral cells for the radiator 

discretization. This very fine discretization of the radiator faces also represents the support of an 

extremely fine 3D mesh for the fluid area that surrounds the heat source.      

Unfortunately, the first simulations based on this discretization did not lead to acceptable results 

concerning the dynamic and thermal fields in the plume region. This is the reason why we 

defined an area in the vicinity of the heat source where we performed a mesh refinement. We 

present in Table 2 the extent of this region as well as the grid characteristics. The coordinates of 

the refinement mesh zone specified in Table 2 are related to the system of reference indicated in 

Figure 3. In fact, this area with higher density grid is located above the radiator along its entire 

length.    

 
Table 2. Mesh refinement in the plume region 

 

Refinement mesh zone (coordinates) 
Number of finite volumes 

(before/after mesh refinement) 
x = 0.001/0.12 m; y = 1.4/2.6 m; z = 0.8/2.5 m 31,439/249,918 

 
This technique has been successfully used by Markatos and Pericleous [18] for buoyancy driven 

cavities at high Rayleigh number (Ra = 1016). They progressively refined the mesh to reduce the 

numerical diffusion. In addition, the same approach has been employed in recent studies on 

related topics [9,19].     

Finally, the mesh for the entire computational domain discretization contains 1,417,653 cells. It 

must be mentioned that this discretization has been used as a result of numerical mesh sensitivity 

tests undertaken in order to establish grid independent solutions.      

 

3.2. Turbulence modeling 

Our computations are based on a two-equation model, the realizable k- model [20] that 

represents an adaptation of the standard k- model. In fact, of the most common turbulence 

models (the classical models, based on Reynolds equations as the zero equation model - the 

mixing length model, the two equation model - k- model and the second order closure models - 
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the Reynolds stress equation model or those based on space filtered equations – large eddy 

simulation), the k- model is still the most widely used and validated. On the other hand, in spite 

of its abundant successful computations for many industrially relevant flows, the k- model has 

shown less accurate results for a specific range of flows (for instance, the spreading rate of 

axisymmetric jets is overpredicted or its precision is reduced while dealing with flows involving 

highly curved boundary layers). As a result, a number of revised versions of this two-equation 

model are proposed in the literature and one of them is the realizable form used in our study. 

Several studies [21-23] has revealed the superiority of the realizable k- model in comparison 

with the classical k- model for flows including boundary layers under strong adverse pressure 

gradients, separation or recirculation. These improvements are caused by a new formulation 

concerning the eddy viscosity and a new model dissipation rate equation too. We briefly present 

below these differences, mentioning that more complete elements about the realizable k- model 

formulation are given in [20]. 

 The eddy viscosity (t) is determined from the same equation as in other k- models: 

ε

k
ρCμ μt

2

                           (1) 

 
where  represents the density; k and  correspond to the turbulence fields: turbulent kinetic 

energy and its rate of dissipation, respectively.        

The difference is that the model coefficient C is no longer constant (usually 0.09) as in the 

standard model. Its value is a function of the mean strain (Sij) and rotation (ij) rates, as well as 

of the turbulence parameters, k and : 




kU
AA

C

S

*

0

1


                   (2) 

with the model constants A0 and AS obtained by: 04.40 A ;  cos6SA ;  W6arccos
3

1 ; 

S

SSS
W

kijkij ;
ijij SSS  ; ***

ijijijij SSU   and kijkijij 3*  , ij being the mean 

rate of rotation tensor in a rotating reference frame with the angular velocity k. 

The Equation 2 makes reduce the overprediction of the eddy viscosity for flows with a high mean 

shear rate, fact that occurred in the case of the standard k- model.  
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Further, the modeled transport equation for  is different from those used in the standard k- 

model. In this case, this is based on the mean square vorticity fluctuation dynamic equation [20]: 

b3İ1İ

2

21

jİ

t

jj

j GC
k

İ
C

Ȟİk

İ
C-SİC

x

İ

σ

Ȟ
Ȟ

xx

İ
u 










 




            (3) 

 

In Equation 3, the left term represents the dissipation transport caused by the mean flow. 

Moreover,  and t stand for the cinematic viscosity and its eddy formulation respectively. Also, 

 represents the turbulent Prandtl number for  (1.2) while C2 and C1 are constants (1.9 and 1.44 

correspondingly). In addition, the degree to which  is affected by the buoyancy is determined by 

means of constant C3. Finally, Gb is the turbulent kinetic energy generation due to buoyancy, 

determined in a similar manner as in the classical k- approach.          

We notice that there is a new coefficient in Equation 3, C1. Its value is obtained from: 







5
,43.0max1 


C , where  Sk                (4)

  
We observe also that the production term in the  equation - the second term on the right hand 

side of Equation 3, does not involve anymore the k production as the other k- models. It is 

supposed that this fact allows a more appropriate turbulence length scale. 

On the other hand, regarding the modeled transport equation for k, this is exactly the same 

compared to the standard k- model (including also the same approach for the turbulent kinetic 

energy source terms). 

Finally, concerning the value of the turbulent Prandtl number which must be taken into account 

in our simulations, Kofoed and Popiolek [24] found out values between 0.3-0.8 based on 

literature review of studies dealing with thermal plumes. In fact, the turbulent Prandtl number 

does not have a constant value in all cross-sections of the plume along its axis. Moreover, 

Mierzwinski [25] show that the turbulent Prandtl number depends on the airflow structure: values 

below 0.5 for turbulent fields in plumes characterized by large dimensions vortical structures 

while values superior to 0.5 are recommended when small turbulent structures prevail in the 

airflow. In addition, Agator [26] show that in the case of a wall plume the turbulent length scale 

is strongly reduced and he used a value of 0.75 for the turbulent Prandtl number. This value lead 

to good agreement with experimental data on the affinity area of plume profiles. Consequently, 
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taken into account the features of our study (wall plume), we adopt a larger value for the 

turbulent Prandtl number. Moreover, our computational domain is not limited to  h  plum ’s 

region, as a result we have to implement an appropriate value for the turbulent Prandtl number 

throughout the enclosure. Consequently, the value used in our simulations is 0.85. We will see 

later that this value allowed us to correctly predict both the plume development and the thermo-

aeraulic field in the central area of the enclosure.           

 

3.3. Near wall airflow treatment 

There are three techniques usually employed in order to describe the near wall region: 

 wall functions 

 low Reynolds turbulence models 

 two-layer zonal models 

The first approach, based on the wall functions, has been very popular because it is economical 

and robust. This method allows important computational resource savings due to fait that the 

viscosity-affected near wall region is not resolved. Instead, semi-empirical formulas link the 

solution variables at the near wall cells and the analogous quantities on the wall. Unfortunately, 

the wall functions have originally been developed for forced convection flows, therefore their 

application is not suited for natural convection flows. There is significant evidence from the 

literature to demonstrate that the classic log-wall functions have been deficient at computing 

surface convection in room air flows in general, and in buoyancy driven flows in particular [27]. 

In existing two-equation “low Reynolds number” turbulence models, additional source/sink terms 

are included in the k and  equations to account for viscous effects in regions with low turbulent 

intensity (next to the walls). A number of low Reynolds turbulence models are reviewed in [28]. 

M               h  l    2        m   f          f “l w R    l    umb  ”  u bul     m   l  

mainly focused on the numerical formulation of the wall effects in the dissipation rate equation 

[29].  In this case, the computations impose a fin grid discretisation close to the walls since the 

viscosity-affected sublayer is this time solved. Nevertheless, these models were initially created 

for simple flows in order to determine the boundary layer velocity profiles next to isolated flat 

plates. Therefore, their application is not well matched for complex flows that include somehow 

complicated geometries and substantially different buoyancy induced flow regime caused by the 

presence of the heat source located within the enclosure, as happens in our study. 
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Consequently, we finally use the two-layer zonal models to describe the near wall area in our 

computational domain since it is the only method that answers well at all our demands: strong 

body forces, boundary layer separations and relatively complicated geometries. This approach 

was employed with excellent results in [30] for modeling turbulent natural convection in 

enclosures with differentially heated vertical walls. In comparison with a classical low Reynolds 

number approach, this method allows an improved convergence, requires less mesh elements and 

introduces properly the length scale turbulence near wall distribution. In fact, the two-layer zonal 

model used comprises a separation of the computational domain into a viscosity-affected region 

and a fully turbulent region (where the realizable k- model is applied). The border of these two 

zones is obtained by a wall distance based, turbulent Reynolds number: 


ky

y Re                       (5) 

 
where y stands for the normal distance from the wall at the cell grid centres.   

Furthermore, in the viscosity near-wall region (Rey < 200), a one-equation turbulence model 

(only for the turbulent kinetic energy) is employed [31]. For this reason, the eddy viscosity and 

the dissipation rate of the turbulent kinetic energy are algebraically obtained by means of length 

scales: 

2

1

ȝȝt kLCȞ                                                     (6) 

İ

2

3

L

k
İ                               (7) 

The length scales that appear in Eqs. (6) and (7) are based on the expressions [32]: 
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where the constant values are given as follows: 4

3

ȝL
țCc

 ; 70A ȝ   and Lİ 2cA   (C = 0.09 

and ț  = 0.42 – V   K  m  ’          ). 
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3.4. Radiation modeling 

We have to introduce in our simulations the radiation heat transfers as the radiant heat fluxes 

between the computational domain surfaces become important compared to the heat transfer rate 

due to convection or conduction. The computations concerning the radiation heat transfers allow 

us to obtain proper wall surface temperatures as well as a correct heat source radiative rate 

heating power evaluation (see Table 8).   

On the other hand, the radiative heat transfer modeling is based on the hypothesis that the air 

within the enclosure is a non-participating radiation medium despite of the fact that humid air 

contains water vapor which is an absorbing element in the infrared. This assumption has been 

used with satisfactory results in other similar studies [33]. In addition, all surfaces taken into 

account within the model (room walls and radiator faces) have the following properties: grey 

scattering surfaces (transmission and reflection). 

In order to assess the radiative heat fluxes (multiple reflections that take place in the enclosure), 

we added at our principal equations governing the airflow the discrete ordinates (DO) radiation 

model, more precisely the conservative DO version, the finite-volume method [34]. It must be 

mentioned that the same approach have been successfully used in other analogous studies 

[11,12]. This method resolves the radiative transfer equation for a finite number of discrete solid 

angles (the number of radiation intensity transport equation solved is given by the amount of 

discrete solid angles defined). As a result, the conservative DO variant, based on the finite-

volume method converts this equation in a radiation intensity transport equation, numerically 

solved as the airflow model equations. 

The solid angles for the DO radiation model employed are obtained by means of a fixed vector 

direction in the spatial coordinates (x, y, z). In fact, the angular discretization is based on control 

angles that determine the discretization of each octant in the angular space. In our case, we 

employed a minimum angular discretization for the implementation of the DO method: two 

control angles for the polar and azimuthal angles to locate the vector direction in space. Based on 

the results obtained, this relatively roughly angular discretization is sufficient to correct evaluate 

the radiative heat transfers. This quite poor but satisfactory angular discretization must be 

correlated with the simplicity of our geometry that allows somewhat simplified radiation 

calculation. 
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Finally, there were another alternatives to compute the radiation heat transfer between the 

surfaces of the computational domain (enclosure walls and heat source faces): the Discrete 

Transfer Radiation Model (DTRM) – employed in several similar researches [9,19,23,35] or P-1 

radiation model (the simplest case of the more general P-N radiation model). However, the 

DTRM successful application demands a large number of rays and this implies more intensive 

central processing unit (CPU) computations. On the contrary, in the case of the DO radiation 

model, accurate results can be achieved with reasonable computational cost. Concerning the P-1 

model, this approach typically overestimates the radiation heat fluxes for simulations involving 

concentrated heat sources [36]. Consequently, the DO method is the most appropriate radiation 

model for this kind of applications. 

 

3.5. Thermal boundary conditions 

Concerning the boundary conditions, we make use of the measurements. As a result, we impose a 

convective heat transfer to the walls, providing the external convective heat transfer coefficient 

(hce) and the external temperature measured in the adjacent test room thermal guard area (Te) in 

order to determine the heat flux to the wall (q): 

   
ew2ce

w2w1

rw1ici
TTh

į

TT
ȜqTThq               (10) 

where hci represents the internal local convection heat transfer coefficient based on the local flow 

field conditions (temperature, velocity as well as turbulence level); Tw1 and Tw2 are wall inner 

and outer surface temperatures. In the same time, Ti corresponds to the local fluid (air) 

temperature and qr stands for the radiative heat flux to the internal surfaces of the enclosure walls 

(based on the discrete ordinates radiation model as described above and taking into account the 

emissivity of the walls inner surface using experimental results – see section 2). Finally,  and  

are the wall thermal conductivity and thickness, respectively (their values are based on 

experimental data – see also section 2).   

It is worthwhile to mention that the thermal boundary conditions imposed by Eq. (10) represent 

the only alternative to properly take into account the convection-radiation coupling, the internal 

surface temperature being in this case the result of these two modes of heat transfer to the wall.   

On the other hand, in the literature [37], the correlations given to determine the external heat 

transfer coefficients lead unfortunately to an extended interval. The values vary from 6 to 17.1 
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W/m2K for an air velocity of 1 m/s as is the case inside the adjacent test room thermal guard area. 

Therefore, we had to carry out numerical manipulations in order to find out the better value to 

enforce. Finally, the value that allows a correct plume development is 12 W/m2K, somehow in 

the middle of the mentioned interval. 

 

3.6. Heat source modeling 

It is worthwhile to note that there are several potential strategies to deal with the CFD heat source 

integration. For instance, we can mention here the approaches within the International Energy 

Agency, Annex 20 - 1991 for the test case D – “f               w  h         ”      w   b  

Beghein [15]: radiator boundary conditions introduced as uniform heat fluxes at heater faces 

(regrettably, such numerical approaches, based also on standard k- turbulence model and wall 

functions, have not given acceptable results as the resulting radiator surface temperatures are 

overestimated comparing with the measurements); simplified approach, the heater is replaced by 

a convective heat source that does not represent an obstacle for the airflow (nevertheless, in our 

case, we can not neglect the radiative heat transfers as the experimental results show that more 

than 50% of the total radiator heat power takes place by radiation). The same method, using fixed 

thermal flux on the radiator surface, is taken into account in other recent studies [12]. 

Unfortunately, such a method is not adequate in our case since the radiator thickness is very 

reduced compared to its length and height. In addition, this approach leads to “a priori” 

imposition of heat exchanges while these deeply depend on the flow characteristics near the heat 

source. Other possible methods are based on fixed temperature set for the whole radiator surface 

[19,38,39]. Despite the good results that follow from this methodology, there is a lack of practical 

application because the heat source surface temperatures must be known. Moreover, these 

temperatures are not usually accessible for ordinary situations where there are not detailed 

experimental data. O   h    h   h      h    pp    h “f   z  ”  h   u f      mp    u    l h ugh 

these depend on local flow conditions in the vicinity of the heat source. 

Consequently, the radiator integration in our numerical model is performed by adding a term 

source in the energy balance equations of the cells representing the radiator discretization. More 

precisely, it is a volumetric heat generation rate (Sh) accordingly to the source power (Q) and its 

dimensions (V - volume) which is uniformly distributed throughout the radiator: 
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V

Q
Sh                   (11) 

As a result, we have the following equation (solid medium with internal heat source  P      ’  

equation), assuming homogenous and isotropic medium with a thermal conductivity  

independent of temperature: 

0S
x

T
Ȝ

x
h

ii













               (12) 

The accuracy of this approach is demonstrated by the results obtained in term of test room 

thermal balance as well as those related to the plume dynamic and thermal fields over the radiator 

(see the next section regarding the results achieved). We present here the experimental – 

numerical comparisons in term of radiator surface temperatures (Table 3). These temperatures are 

attained by means of heat transfer computations: conduction in solid (radiator) cells, convection 

in fluid cells in the surrounding area of the heat emmiter and radiation on the heat source 

surfaces. It can be noticed that the numerical values are extremely close to experimental data 

(difference less than 2%).      

 
Table 3. Average radiator surface temperature (°C) 

 

Test              Experimental [14]                         Numerical 
R1 73.4 72.1 
R2 73.0 71.6 

 
 
Finally, we mention that another two techniques were tested during our simulations but their 

results were relatively disappointing. Firstly, we divided the heater into two distinct regions of 

same height but with different heat power repartition in each of them (see Figure 4.A). As a 

result, we noticed only slight temperature improvements behind the heater. Moreover, these 

improvements simply occurred very close to the radiator, beyond this, the thermal field being 

over predicted. 

The second method was based on a linear heat power variation on the radiator height (Figure 4.B) 

but we did not see any significant results improvements comparing with the basic approach 

(volumetric heat generation rate) previously introduced. 

 Consequently, taken into account its simplicity, we still prefer the approach based on the 

uniform volumetric heat distribution. Incidentally, it is worthwhile to emphasize the main 
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advantages of this method (beyond its precision): straightforward to accomplish and to 

extrapolate, no need of measurements (it is enough to provide the heat source power and 

dimensions), no alteration of flow conditions near the heat emmiter. 

 
 
 
 
 
 

 

 
 

Figure 4. Other proposed heat source integration approaches 
  
 
4. Results 

 

Since the main objective of this study is to assess the capacity and the precision of our CFD 

model to predict the behavior of the thermal coupling between the room and the radiator, we 

present below experimental – numerical comparisons with regard to the heat transfer to the walls, 

heat source behavior and plume characteristics.    

 

4.1. Heat transfer to walls    

First of all, we present in the Table 4 the numerical results concerning the test room overall 

balance. We see that there is a good agreement between the heat generation inside the room and 

its heat losses, meaning that the enclosure heat balance is scrupulously respected (the differences 

do not exceed 0.4%). This expresses the necessary condition to support the accuracy of the 

numerical model both in terms of the convergence and numerical results concerning heat transfer 

in the enclosure.    

 
Table 4. Enclosure thermal balance (numerical results) 

Test Radiator heat power (W) Overall room heat balance (W) Error (%) 
R1 900 896.8 0.35 
R2 881 878.5 0.28 

 

Moreover, Table 5 shows the total heat rate through the cooled walls of the enclosure during the 

tests. Taking into consideration the measurements precision, we consider the results satisfactory 

        A  B 

    70% heat power 

    30% heat power 

z (height) z (height) 

Heat power = f(z) 



 18 

(the maximum difference is 13.3% - ceiling, test R2). These results confirm the pertinence of the 

two-layer approach employed to describe the air flow and the surface convection in buoyancy 

driven flows within enclosures.   

 
Table 5. Heat flux to the “   l  ” walls (W)   

Test Wall      Experimental [14]             Numerical 
 

R1 
South (wall behind the heater) 346.7 374.8 
North (heater opposite wall) 252.0 239.2 

 

R2 
South (wall behind the heater) 316.3 352.4 

Ceiling 243.2 275.5 
 
In line with this, we present also direct experimental – numerical confrontations regarding the 

internal convective heat transfer coefficient at the ceiling (Table 6). Unfortunately, there are no 

experimental values for other convective heat transfer coefficients of the enclosure walls.  

 
Table 6. Convective heat transfer coefficients (averaged value) at ceiling (W/m2K) 

Test            Experimental [14]                     Numerical Error (%) 
R1 4.9 5.3 8.2 
R2 7.5 8.4 12.0 

 
Nevertheless, we compared in Table 7 our numerical results concerning convection heat transfer 

at internal surfaces of the enclosure with data available in the literature. We tried to take into 

account only the results based on the same configurations (experimental cell heated by radiator). 

In addition, we added values from correlations dealing with free convection heat transfer at walls. 

These correlations take into account the temperature difference wall – indoor air by the means of 

three coefficients a, b and n in the following way:     

  bTTah
n

aWc
                           (13) 

where hc - convective heat transfer coefficient, Tw – wall surface temperature and Ta – air 

temperature. 

It is worthwhile to mention that the coefficients involved in the Eq. (13) are generally obtained 

from studies of natural convection for horizontal or vertical plates.    

     
4.2. Heat source behavior    

Table 8 shows experimental – numerical comparisons in term of radiative and convective heating 

power in function of the total radiator heating capacity. Based on the results obtained, we remark 
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a good radiator behaviour prediction (the maximum difference is 8.8% - convective power, test 

R1).  

 
Table 7. Convective heat transfer coefficients (averaged value) at vertical walls (W/m2K) 
Test Wall Experimental* / Correlation**      Numerical 

R1 

South (wall behind the heater) 5.2 Lebrun [14]* 5.5 
North (heater opposite cool wall) 34.5 Ngendakumana [40]* 3.4 

East  1.12.9 [41]** 1.1 
West 1.12.9 [41]** 0.8 

R2 

South (wall behind the heater) 5.2 Lebrun [14]* 6.4 
North (heater opposite wall) 34.5 Ngendakumana [40]* 1.9 

East  1.12.9 [41]** 1.6 
West 1.12.9 [41]** 1.6 

 
The heater surface temperatures confirm this: during the R2 configuration, the heater surface 

temperature revealed is 73.0°C [14] while the maximum radiator face temperature numerically 

obtained is 71.85°C (see also Table 3). 

 
Table 8. Radiative and convective heating power of the heat source (W) 
Test Radiator heating power Experimental         Numerical 

R1 
Radiative 522 491.4 

Convective 375.3 408.6 

R2 
Radiative 519.8 482.8 

Convective 372.9 398.2 
 
On the other hand, the good numerical representation of the radiator convective emission is also 

supported by comparisons with empirical correlations. Consequently, we present in Table 9 the 

values obtained in terms of Nusselt number, Nu in order to characterize the natural convection 

around the heat source. The numerical results are compared to data acquired from Churchill and 

Chu experimental correlations [18] expressing the heat transfer for vertical plates in natural 

convection: 
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In Eq. (14) the Rayleigh number, Ra is based on the radiator height as characteristic length and 

the reference temperature difference takes into account the temperature difference between the 

radiator surface temperature and the air temperature in the middle of the enclosure. The Prandtl 

number, Pr is related to the air (0.7).   

 

Table 9. Nusselt number around the radiator 

Test        Churchill and Chu [18]                  Numerical Error (%) 
R1 220.8 238.0 7.8 
R2 220.9 231.7 4.9 

 

The results of Table 9 put in evidence the overestimation of radiator convective heat transfer 

coefficients. This explains the slight overestimation of the convective fraction of the heater 

revealed in the numerical model.     

 

4.3 Radiator plume analyze 

Thermal plumes (even weak ones) are essential factors causing air movement in heated rooms 

without ventilation systems. Therefore, it is required a good knowledge of their developing 

vertical velocity and temperature excess distributions in order to predict the air quality and 

occupant comfort level in the enclosures.  

For this reason, we carried out detailed experimental – numerical comparisons at a succession of 

elevations over the heater (in the room median vertical plane) in term of mean air velocity and 

temperature. We exemplify these comparisons by the values obtained at two heights, 1.51 m and 

1.96 m, meaning 0.71 m and 1.16 m over the radiator.  

It is worthwhile to note that the comments presented below, related to the experimental – 

numerical plume characteristics comparisons, are valid for all the elevations taken into account 

but not presented here.  

We notice (Figure 5, test R1) that the velocity distribution is well represented, (particularly near 

to the radiator) the maximal experimental and numerical values for each height being extremely 

closed: at z = 1.51 m, 0.55 m/s (experimental) opposed to 0.53 m/s (numerical) meaning a error 

of 3.6% and at z = 1.96 m, an experimental value of 0.6 m/s versus a numerical one of 0.57 m/s, 

the error being in this case 5%. On the other hand, these maximal values are also identified 

practically at the same x coordinates. In fact, in the radiator neighborhood, the dynamic field is 
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accurately taken into account in the numerical model. More exactly, at z = 1.51 m and for x 

between 0 and 0.2 m, the error varies only between 0.5 and 15% and at z = 1.96 m (x = 0-0.25 

m), the differences are limited between 2 and 15%. On the contrary, away from these limits, the 

velocities are overestimated. This means that the momentum spread is more important in the 

numerical model, probably due to the turbulence model, which is still too diffusive.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Velocity profiles over the radiator, test R1 

The temperature excess distributions are presented in the Figure 6 for the test R1. We remark a 

slightly numerical temperature overprediction. However, the overall accord between the 

measurements and simulations is more than reasonable.   
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Figure 6. Temperature profiles over the radiator, test R1 

 

The same velocity distributions are illustrated in the Figure 7 for the configuration R2. We notice 

similar trends as in the previous analyze concerning the test R1. The comparisons regarding the 

maximal values show however that the cold ceiling influence is more difficult to take into 

consideration within the numerical model since there is a more important difference at z = 1.96 

m, 11.5% (0.61 m/s – experimental and 0.54 m/s – numerical). On the contrary, at z = 1.51 m, the 

maximal value is almost perfectly reached: 0.53 m/s – measured value comparing with a 

numerical one of 0.52 m/s (1.8%). 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Velocity profiles over the radiator, test R2 

 

Finally, the temperature profiles for the configuration R2 are reported in the Figure 8. Once more, 

the computations lead to satisfactory results, compared to experimentation. 
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Figure 8. Temperature profiles over the radiator, test R2 

 
5. Conclusions 

 

The model which has been presented leads to realistic description of heat transfer through walls 

as well as to correct heat source behavior and plume expansion representation. As a result, such a 

methodology can be applied in works dealing with internal natural convective flows. Moreover, 

based on the quite accurate results achieved, this approach could be applied to correct assess the 

convective heat transfer coefficients in buoyancy driven flows within enclosures, knowing that 

there is a obvious need for precise estimations of this parameter, its value being usually related in 

the literature to isolated flat plates. However, before doing this, thoroughly studies ought to be 

carried out. Furthermore, this works should be correlated with more complete and precise 

experimentations (as infrared measurements). In addition, the external thermal boundary 

conditions (convective exchanges) must be also reconsidered to determine the exact computation 

sensitivity to this.  

On the other hand, the correct plume representation allows us to obtain reliable values concerning 

the heat flow as well as the air induction in the plume. This generates an accurate airflow 

prediction within the heated room. Moreover, the simplified heat source approach can be used for 

other localized source of heat at floor level.            
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