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- Technical Report -
Beaconless Geo-Routing Under The Spotlight:
Practical Link Models and Application Scenarios

Ahmed Bader, Karim Abed-Meraingenior Member, |IEEE, and Mohamed-Slim AlouiniFellow, |EEE

Abstract—Analysis and simulation of beaconless geo-routing closest to the destination. In BLR, the relay selectioreciat

protocols have been traditionally conducted assuming equa
communication ranges for the data and control packets. In rality,
this is not true since the communication range is actually faction
of the packet length. Control packets are typically much shaer
than data packets. As a consequence, a substantial discremy
exists in practice between their respective communicatioranges.
In this paper, we devise a practical link model for computing
the effective communication range. We further introduce two
simple strategies for bridging the gap between the control =d
data packet communication ranges. Our primary objective inthis
paper is to construct a realistic analytical framework descibing
the end-to-end performance of beaconless geo-routing protols.
Two flagship protocols are selected in this paper for furtherinves-
tigation under the developed framework. For a better perspetive,
the two protocols are actually compared to a hypothetical finit
case; one which offers optimal energy and latency performace.
Finally, we present four different application scenarios.For each
scenario, we highlight the geo-routing protocol which perbrms
the best and discuss the reasons behind it.

Index Terms—beaconless geo-routing, packet detection criteria,
average packet error rate, energy, latency, end-to-end péar-
mance.

I. INTRODUCTION

is very similar but the process itself is rather distributed
The ideas presented ihl[4],/[5] and [6] are believed to have
fueled the research in this area over the decade to follow.
Many of the geo-routing protocols have embraced on the
key concepts presented in those early works. For instance,
in Contention-Based Forwarding (CBF)![7], response time
to the RTS message is rather calculated as function of the
advancement offered by a candidate relay towards the des-
tination. On the other hand, the response time of potential
relays in MACRO [[8] is weighed by the progress that can
be made per unit power. In Cost and Collision Minimizing
Routing (CCMR)|[[9], the authors propose a technique whereby
contending relays dynamically adjust their cost metricsrap

the selection process. GeRaF itself is modified in M-GeRaF
[10], such that it serves wireless sensor networks with iialt
sinks. Implicit Geographic Forwarding (IGH)_[11] proposes
two optimizations to reduce the number of responses and
collisions during the relay selection process. Yet, onehef t
most noteworthy twists in beaconless geo-routing was edfer

in Beaconless On Demand Strategy for Geographic Routing
(BOSS)[12]. In this protocol, the sender piggybacks theadat
payload in the RTS control packet. This was mainly motivated

Beaconless geo-routing protocols have emerged as sdmyethe discrepancy in the communication ranges between the
of the most efficient packet delivery solutions for Wirelesdata packet (containing the payload) and the control packet
Sensor Networks (WSNs) [[1],][2] as well as Mobile Ad Hodnother recent and interesting addition to the geo-routing
Networks (MANETS) [3]. This is mainly due to the fact thatprotocol family is CoopGea [13] which combines cooperative
nodes can locally make their forwarding decisions using verelaying and beaconless geo-routing with the objective of

limited knowledge of the overall network topology. This cesn

enlarging the progress made every hop. Finally, a hybrid

very handy for mobile applications as well as for scenariasechanism has been recently devised in [3] to switch between
where random sleeping schedules are applied. Consequettacon-based and beaconless states based on the underlying
beaconless geo-routing offered substantial enhancemmentapplication scenario.
terms of bandwidth efficiency in comparison to their beacon- Despite the breadth of development in the beaconless geo-
based predecessors [2]. routing protocol family, analysis and simulation of these
In beaconless geo-routing, potential relays must undergmtocols have been carried out often using simplistic link
first a selection process whereby the node with the mostfavarodels. To be more specific, the effect of the packet length
able attributes (e.g. closeness to destination) shallteattp on the probability of successful packet detection has nehbe
forward the packet |2]. The selection process is triggengd lsonsidered at all except in BOSS [12]. Empirical test rasult
the sender using a Request-To-Send (RTS) message. Thedatained by the authors in_[12] indicated that the average
concept here is to weigh the response time of potential selgyacket error rate (PER) for the data message is notably highe
according to their forwarding attributes. Two of the eatlie than that of the control message. This is true simply due to
such protocols reported in literature are Geographic Randahe fact that the data packet is typically much larger in.diae
Forwarding (GeRaF)_[4]/]5] and Beaconless Routing (BLRRact, this is expected and is inline with literature [14]. &vh
[6]. In GeRaF, the relay selection process is controlled lmpnvolutional coding is utilized (which is often the castie
the packet sender at any given hop. The aim is to selesterage PER grows with the packet length. The growth in PER
the node lying within the communication range and which is associated with larger signal to noise and interfereatie r
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TABLE |

(SINR) targets and therefore shorted communication ranges TABLE OF NOTATIONS
Another major area where improvement is deemed essential

relates to the assessment of end-to-end performance. Bhe va | D Distance between source and destination
majority of beaconless geo-routing protocols have beeesinv | £ Packet length in bits .

. . . . Pi,.0r | Maximum transmit power available for a node
tigated only from the perspective of a single node ora single (limited by hardware and energy constraints)
hop. End-to-end performance has been seldom considemd, an| P:, Transmit power for data messages (GeRaF)
whenever considered, it has been studied using empirisal te and RTS messages (BOSS)

. . . P Transmit power for control packets

or simulations. Results obtained from such approaches are| p, | Transmit power on the busy tone

valuable indeed. However, they are limited to a finite set of | Pr. Power consumed when in receive state
. : Py Noise power
scenarios a_md parameter values. Consequentl_y, we befiate t . Area of theith forwarding sliced = 1..... 2N

it is quite instrumental to develop an analytical framework | 7, Data packet duration
for the evaluation of the end-to-end performance. Such a | Te Minimum control packet duration
framework should offer the research community a readily | % Duration of a forwarding slot

. . N Number of forwarding subareas
available tool to stud_y as well as optimize the pgrformarfce 0 | np Number of data packet transmissions (GeRaF-MR()
beaconless geo-routing protocols under any arbitrarycehof v Instantaneous SINR
scenarios and parameters. Vi Detect!on threshold, control packet
. . T . Ytp Detection threshold, data packet
Based on the above, it is our primary objective in this paper | j ' Fading coefficient of thesth multipath

to develop an end-to-end analytical framework for beacsmle R Communication range
geo-routing protocols while taking into consideration areno A Wavelength

. . . e’ Path loss coefficient

practical link model. In doing so, we do not analyze all geo- | , Network node density
routing protocols as this would require a substantial arhofin € Sleeping duty cycle
work. Instead, we have reverted to studying two represesatat | Number of cycles elapsing without a CTS response

. . . . Me Number of slots elapsing without a CTS response
protocols: GeRaF and BOSS. A detailed rationale behind this | Number of slots required to resolve a collision
selection is provided in Sectign ItA. Subsequently, ouirma z Random offset from the beginning of the control slot
contribution in this paper is twofold: . fja(fs‘?gsgbéfotgoreigifga

1) Providing an end-to-end analytical framework for two | NPA Negative progress area

prominent beaconless geo-routing protocols. This frame-
work can be conveniently adapted to other protocols

within the same family. . . - ,
2) Incorporating practical link models in the analysis whicPotential relays lying within the sender’s coverage zonieren

take into consideration fading as well as the effect dpto a time-based contention phase. Some protocols such as

packet length on the average PER. GeRaF, BLR, IGF, CBF, MACRO, and CCMR exclude nodes
The paper is organized as follows. Sectioh Il provides Ellpl the NPA right away. Others such as BOSS and CoopGeo
hap 9 ) P may revert to those nodes at a later stage in the relay satecti

overview of beaconless geo-routing protocols. In specific ocess. Each potential relav triagers a timer whose expir
SectionII-A rationalizes the selection of BOSS and GeR : bote y rgg . piIry
epends on a certain cost function. The first node to have its

as the focus of our study. Sectignllll presents the wirelet%s ) . )
‘ . imer expire will transmit a clear-to-send (CTS) message on
channel as well as the wireless link models. The end-to-epd : . . . :
. . e next available time slot. However, since time is sloited
performance of BOSS and GeRaF is analyzed in depth .In - N
. o o : L iS probable that collisions may occur. A secondary collfisio
Sectior1V. Four distinct application scenarios are ingaed resolution phase mav be devised in this case
in the context of beaconless geo-routing in Sedfidon V. Bnal P y '
key examples on how to optimize end-to-end performance

of beaconless geo-routing are illustrated in Secfioh VI. A. Assessment of Various Protocols

summary of notations used in this paper is provided in TableAS mentioned in Sectiofi |, we have selected GeRaF and
m BOSS as a baseline for our study. The selection of GeRaF
stems from the fact that its performance on per-node basis is

Il. BEACONLESSGEO-ROUTING OVERVIEW well understood and elaborately analyzedl[ih [4] and [5]. On

In broad terms, beaconless geo-routing protocols oper#t€ other hand, BOSS has been shown in practice to excel
as per the following guidelines. The sender’'s communicatid? certain aspects of performance [2]. Justifications for no
range is divided into two areas. The first area is the one-offéfcluding other protocols in this study are summarized i th
ing positive progress towards the destination and is denot®llowing.
as PPA. In other word, relays lying in the PPA are closer to 1) BLR was not studied further for the simple reason that
the destination than the sender. The complementary of this it has been observed to suffer from frequent packet
area is the negative progress area (NPA). Each area is furthe duplications and collisions [2]| [15].
sliced into N forwarding subareas. Two interesting alternative 2) CBF is also expected to suffer to some extent from the
for slicing PPA and NPA are illustrated in_[13](Fig. 2) and same problem as BLR since the relay selection is carried
[12](Fig. 3). The sender of a packet first issues a request- out in a distributed fashion. CBF proposes to reduce
to-send (RTS) message. Upon the reception of this message, the impact of packet duplication by means of devising



a suppression phase. However, this is expected to drivew to compare GeRaF and BOSS against the performance
the protocol to consume more energy and produce lardienits of beaconless geo-routing. In the context of beaessl
forwarding delays. geo-routing, the optimum protocol is evidently the one wahic
3) MACRO is based on utilizing the residual energy as iavolves the minimum number of transactions during theyrela
relay selection metric. It is shown inl[8] that MACROselection phase. This simply translates to one RTS message
outperforms GeRalenly slightly in certain aspects of from the sender, one CTS response from the best candidate
single-hop performance. Furthermore, our preliminamglay, followed by packet transfer. The optimum forwarding
investigations revealed that the end-to-end delay perf@rocess here is denoted as RTS/CTS/DATA-opt.
mance of both protocols tends to be quite comparable.
4) M-GeRaF is a mult-sink extension of GeRaF. It may b§
useful in infrastructure-based applications with muéipl ) ] ] o
sinks or for multicast applications. The scope of this AS mentioned in Sectiofll I, BOSS has been originally
paper is restricted however to unicast scenarios. o_Ie5|gned such that the da’ga payload is incorporated insa&le t
5) On the other hand, a deeper look at IGF exposes {5t RTS message. By doing that, only those nodes who are
aspects which may jeopardize its ability to perform welgble to_ successfully receive the data packet will Co_nt.emd fo
The forwarding region which contains candidate relayd€coming the next forwardef [12]. However, transmitting th
is restricted in IGF to a small sectdr [11](Fig. 2). Th&lata and control packets at the same maximum available power

rationale behind this is to increase the probability th@PViously results in a range gap. In other words, there veill b
all candidate relays lie within the communication rang&®me nodes who were not able to receive the RTS message
of each other. As such, it is assumed that collisions apccessfully but rather will be able to receive the subseque
very unlikely to occur. In practice, restricting the siz&°ntrol packets. This is clearly a waste of node energy. @ont _
of the forwarding region limits the average number dpackets can have the same range as the data packet while
candidate relays to a small subset. This may result #$"9 lower transmit power. To alleviate this shortcoming,
empty cycles wherein there will no candidate relayd/€ assume that nodes transmit at a Iov_ver power level when
This needs to be taken into consideration for the saRgnding a control message. To offer a fair comparison, GeRaF
of an objective analysis. Furthermore, IGF assumes tHat€auipped with the same capability. In other words, nodes
in the case of collisions, the sender has the ability &€ able to reduce the transmit power on the control packet
resolve duplicate CTS responses by choosing only ortg the level that _the r_esultmg_range matches that of the data
However, authors do not indicate how this is achieveB2cket. GeRaF in this case is labeled as GeRaF-PC. In the
The lack of an explicit mechanism for resolving collid-SPecific case of GeRaF however, there is more than one way
ing packets only leaves room for speculations about hd® Pridge the gap between the data and control packets. One
IGF would perform. Based on the above reasoning V\y@.ethod that we have stu_d!ed here is to utilize time diversity
have selected not to pursue IGF any further. W|Fh maximal ratio combining (MRC) at the receiver. Under
6) CoopGeo on the other hand focuses on creating divéhis schem_e, the sender transmits contro_l and data_packets
sity during the transmission process by selecting twdf the maximum power. The data packet is retr_ans_m|tted as
relays instead of one. The primary relay is the on@any times as needgd to make the two communication ranges
that maximizes progress towards the destination. TRAuivalent. This version of GeRaF is thus tagged as GeRaF-

secondary one offers diversity. In that sense, CoopGMBC- The average number of transmissions needed is denoted
has been designed in a way to reduce PER without reafty 7

considering its impact on energy performance. The study

has been also limited to a single-hop case. Although we I1l. WIRELESSLINK MODEL

do acknowledge the value of contributions of CoopGeo, | this section, we first highlight some key elements to be

we rather believe it should be deferred as a subject gfysidered with respect to the underlying wireless channel

future research. _ model. We then shed some light on how to derive a numerical
7) At the other end of the spectrum, CCMR indeefy|ationship between packet length and average PER. This is

promises performance levels which are superior {gstrumental to lay down a practical model for establishing
GeRaF. However, the dynamic nature of the relay Sgyccessful link between two nodes.

lection process makes it nothing but straightforward

to derive meaningful expressions for the end-to-end ] ]

performance. A. Key Considerations

1) Unpunctured convolution coding is utilized with code

It is essential to note here that we are not overlooking the rate%. Hard-decision decoding is assumed. Unless ex-
performance bounds that CCMR is poised to achieve. In order plicitly mentioned, QPSK modulation is used.
to put things into the right perspective, we have introduged 2) The physical layer (PHY) is loosely based on the widely
hypothetical beaconless geo-routing protocol which i dbl adopted IEEE 802.15.4-2006 standard [16].
achieve the optimum end-to-end performance. Although we3) Nodes are generally mobile thus the channel is time-
do not know for a fact where CCMR stands with respect  selective with respect to the packet but is assumed to
to this optimum performance level, we will have the chance  be constant within the symbol duration. For application

Bridging The Gap



scenarios where nodes are stationary, we assume a quasi-
static fading channel.

4) For WSN applications, we may conveniently assume )
that the channel is frequency non-selective. However, for %’
some MANET applications such as Vehicular Ad Hoc §
Networks (VANETS), the channel is indeed frequency o
; o -o-p_=1%
selective. Z 3 e
. .. . 2] ——P =5%
The time and frequency selectivity of the channel requires ) e
. n . . = 0,
further elaboration. For WSN application scenarios, the-co © 6 ~-p=20%
munication ranges are typically short; in the range of a t®up 4

of hundred meters. Consequently, the delay spread of the 500 1000 1500 2000
. . . packet length (bits)
wireless channel is also small. As such, the fading channel
can be assumed to be frequency non-selective. The occupied
bandwidth in IEEE 802.15.4-2006 & MHz [17]. For the
channel to be otherwise frequency'selecnve' the delagasbr Fig. 1. Relationship between the required average SINR hadpacket
should be greater thal5us. This corresponds to an exceSgngth for a range of PER targets.
path length of150 meters. Communication ranges in WSN
applications are relatively short such that an excess patitth
great thari50 meters is quite unlikely. Furthermore, nodes ar¢e assume that the coherence time is an integer multiple of
typically stationary in WSNs thus the channel can be assumi&g symbol duration. The SINR in a given coherence block is
to be quasi-static as mentioned above. denoted byy. As will be discussed in the next subsectign,
On the other hand, nodes in VANET applications enjolg exponentially distributed with mean Based on the above,
better access to energy resources, and thus are able tmirange can now utilize the analysis offered in_[14] to derive a
at higher power levels. As such, communication ranges dremerical relationship between the length of the packet and
relatively larger and so are the excess path lengths. ThisThis is plotted in Figuréll for various PER targets. It is
drives the channel towards becoming frequency selectige. Worthwhile to note that for loose PER targets (e.g. 20%), a
a consequence, this mandates nodes to utilize some sorR@ffold increase in packet length resulted in an 8-dB growth
channel equalization, e.g. a zero-forcing equalizer which in the required SINR. This growth is less drastic in case of
essence performs as a RAKE receiver. From a time-domégwer PER targets.
perspective, the channel varies over the duration of a eingl
packet. This definitely needs to be taken into considerati@n Packet Detection Criteria

when developing the packet detection model. The SINR threshold required to successfully receive a

control packet and a data packet are denoted;byand -y, ,
B. Dependency of Range on Packet Length respectively. As the length of the control message is shorte
ér] length than the data message, then < +:,,. The fading
-B?Iefficients are assumed to be complex Gaussian. As a generic
case, the channel is considered to be frequency seledtiige. |

f an Orth | E Division Multiolexina (OEDM)M0deled by a tap-delay line with coefficier{ts, };_,, where
of an Orthogonal Frequency Division Multiplexing ( ) is the number of multipaths [18]. In case of a frequency

system utilizing convolutional coding. The channel nl[14 . o .
is assumed to be quasi-static and frequency selective.,Th:ll:;%n'Selecuve channah = 1. The SINR over an arbitrary

the channel vectoH represents a set of uncorrelated fadinfoMmunicationlinkis given by = - >, _, |hn|", wherer,

coefficients corresponding to the OFDM subcarriers. In o the traqsnwltdpowgr ar(;ﬂ’n .|s§]the n0|s_e ;lpcior' ;I'TheESIgR;s
case, the channel is assumed to be frequency non-selectyBOnentially 'St”2 uted with meap = 5 >0, E[|hn[7),
or is forced to become so by means of a RAKE equalizé’KhereznzlE[|h”| | is function of the distance between the

In the case of stationary nodes, the channel simply becont@smitter and the receiver. A control packet is succégsfu

a scalar. However, for mobile nodes, the channel is actuafl§tected ify > .. Similarly, 7 > v, is the condition for
time-varying. Nevertheless, we can still utilize the same asuccessful detection of the data message. Denoting the com-

R . m 21 _ A \@
alytical framework in [14] here. HoweveH would be now Munication range byz, we have),_, E[[h,|"] = (7=r2)

; 47 R?
representing the channel fading coefficients over timesanbt at the edge of the range, wherés the path loss exponent and
of frequency.

A is the wavelength. Consequently, the communication range
In our case, time is divided into equal blocks where

bgpr the data message is expressed as
the duration of one block equals the channel coherence time. 1/a
() k)

This subsection outlines the method for deriving a rel

threshold. In[[14], the authors derive an expression foPBER

Obviously, the channel coherence time depends on the lével o —
node mobility and may be computed usingl[18] (Eq. 4.40.c). Am ) \ Ve P

To proceed, we assume that the channel fading coefficievitereP;,, is the transmit power of the data packet. The range
within each coherence block is constant and is uncorrelatied the control packet is obviously obtained by substitytin,,
with respect to the other blocks. For the sake of simplifteati and P;,, in (@) with v;, and P, respectively.

(1)



For GeRaF-MRC, we assume i.i.d. channel fading codt-is important to note that activities may overlap in timerF
ficients every time the packet is transmitted. The desir@ustance activities 3 and 4 in Takilé Il take place at exadity t
MRC gain here isy;, /v:.. As such, the number of packetsame time: the sender issues a RTS message while awaken

transmissions required isr = [y:, /Yo |- nodes react to it.
The energy consumed to accomplish a given activity is
IV. END-TO-END PERFORMANCEANALYSIS tynypfy. The overall energy consumed per hdp,,, is the

Nodes are assumed to be distributed according to a PoisSHf Of all individual transmission and reception actisitien-
Point Process (PPP) with an average density.dflodes are dertaken to select the successful relay and then send tketpac
assumed to employ asynchronous sleeping schedules witl & AS per Tabléll, groups of activities are repeated fplét
duty cycle ofe. Furthermore, nodes are assumed to activatd'd'€S- For example, activities 1 and 2 in Table 11 are repkate
busy tone (BT) during listening and receiving to help mitiga O" @verag&l[s] times. For GeRaF-MRQ,, = Fi. = P,
the hidden node effect][4]/ T19]. Originally, BOSS neithefVhich is the maximum transmit power available to a_node.
; ; We also note that for GeRaF-P@,, = P,, <, while
incorporates sleeping schedules nor a busy tone. Nevesthel to tp '

Tt
BOSS is equipped here with these tools for the sake offar = F%,... On the other hand, it can be shown in light
fair and objective study. The duration of the data and cont®f Tablelll that the average delay per hop is expressed as
messages are denoted Eyar!dTC respectively. It is assumed hop = (E[NIN + E[me + mn))Ts + nTp. )
in this paper that both versions of GeRaF as well as BOSS
are utilizing the smallest possible packet size for the mdnt The expected number of hops traversed before reaching the
message. Control packets are transmitted at a power levedgstination as function ofz and p is denoted byg. It may
P, while data packets are transmitted Bt . The power be derived using [5] ((8) and (19)). As such, the end-to-end
consumed while in receive state &, while the transmit energy and delay ar@ls,, andqln,, respectively.
power for the BT isP, .. In the next two subsections, we offer The forwarding process of GeRaF-PC is quite similar,
a detailed analysis of the end-to-end performance of GeR&xcept for the fact that the data payload is only transmitted
PC, GeRaF-MRC, and BOSS. once.

A. GeRaF B. BOSS

The forwarding process occurs in time over successiveBOSS was designed such that packet forwarding may
cycles. One cycle consists a¥ time slots correspondingWell be picked up by a node in the NPA. Under such
to the number of forwarding subareas in PPA. The duratigifcumstances, authors of BOSS suggest to use a greedy-face
of one slot is7T,. GeRaF is designed such that each si@feedy algorithm[[12]. In such a case, we assume that the
consists of two parts. The first is always reserved to theesenfiemaining distance to the destination stays unchanged.ighi
while the second contains responses from candidate reldf)§leed a sub-accurate assumption. However, it constrams t
As such,T, = 27.. There are three main types of messag&®mplexity of the subsequent analysis.
that the sender may send over the first half of the controlNodes in BOSS compute the value of the response time
slot: RTS, CONTINUE, and OK. The CONTINUE messag&ased on the subarea they lie within. Nodes offering the best
indicates the occurrence of a collision and triggers a namdo Progress will have the shortest response time. To reduce the
of contention between the relays. Collisions typically ursc probability of collisions, a random variable is added to the
between those relays offering the best progress towards fREPONse time. The variable is uniformly-distributed otrer
destination, i.e. those lying in the foremost forwardinganea. interval [0, z]. As a result, this enhances the granularity at
The OK message simply informs the successful relay of beiM@ich time is slotted: the duration of one control slot for 8®
selected as the next-hop forwarder. is T. /= while for GeRaF is as large &J.

At any given hop, there would be empty cycles followed The forwarding process in BOSS can be conceived to
by one non-empty cycle. Empty cycles occur when there g@nsist of 4 distinct stages:
no awaken nodes in the PPA. In the non-empty cycle, therel) Empty cycles
would bem,. empty slots followed byn,, collision-resolution  2) Cycles where forwarding is picked up from NPA
slots. Them, empty slots reflect the fact that there are no 3) Cycles with collisions
awaken nodes in the first. forwarding subareas of the PPA. 4) Successful round
The expectationE|n], E[m.], andE[m,,] are found in explicit The relay selection and packet forwarding process in BOSS is
formsin [4] ((3) and (4)). Tablelll provides a descriptiontbé captured in detail in Table]ll. The probability that forwdamg
relay selection and packet forwarding process during angivis picked up by a node in NPA is equivalent to the probability
hop of GeRaF-MRC. For each activity, Tablé Il indicates: that there exists no awaken nodes in PPA and at least one

1) The duration of the activity,. awaken node in NPA. As such

2) The nature of the nodes involved in the activity. _—CepnR% [ —(1-C)epnR?

3) The average count of nodes involved, pNpa =¢ (e ) 3)

4) The task associated with this activity. where( is the ratio of the PPA to the entire coverage area. The

5) The power factor at which the associated task is coprobability that forwarding takes place from PPA is therefo
ducted,pf,. ppra = 1 — pypa. Expressions foff[m.] and E[m,,] are



again found in[[4]((3) and (4)). We also need to derive ametric incorporates both energy and delay and is defined as
expression for the probability of collision denoted herepas

This probability can be derived in light of [20] (7). Given Chse = ¢ Eeze,p +(1-) leze,p 9)

the number of contending nodesris then [20] (7) provides E

an expression for the probability that the figsslots are not .
resolvable, i.e. they carry colliding messages. In our case where the subscripP corresponds to any of the protocols

are rather interested in the event of having a collisionradte GeRaF-MRC, GeRaF-PC, or BOSS, apdis a weighting

series of “empty” slots. The probability of having- 1 empty parameter.
slots from a pool ofz slots is hence(””%'“)". When we

are left with onlyxz — j + 1 slots, then using[[20] (6) and

(7), the probabilit}/ that the first slot will be non-reso@b

3
e2e,opt 162670Pt

V. APPLICATION SCENARIOS

is1— % , n > 1. Consequently, the probability of With the ability to compute end-to-end energy and delay,
collision givenn is we are able now to study the performance of geo-routing

I ol protocols over a wide range of parameters and application
Pepn =1— Z( z ’J > n>1. (4) scenarios. Before doing so, we .Iook more closely at hpw
SN +1 _thgse protoco_ls _per_form as fur)ct_|on of nodg density which
is indeed an intrinsic characteristic of any wireless nekwo
eI§igure[:2 shows the end-to-end performance as function of the
underlying node density.
Pu(n|me) = (epam, )" o—€Pame. ) There are a few noteworthy observations here. First, we
" N n! note how well GeRaF-MRC performs in terms of delay at
With p,,.(m.) readily available from[[4](3), we are ablelow node densities (Figufe 2{a)). In fact, at very low deasit
now to computep, (n) by averaging overn.. We can then GeRaF-MRC clearly outperforms BOSS and GeRaF-PC and
computep. = Y, pejnPn(n). The number of cycles with approaches optimality (represented by RTS/CTS/DATA-opt)
collisions before a successful round is denoted7byand The reason behind this is the fact that GeRaF-MRC transmits
follows a geometric distribution such that(1}) = p.(1—p.). both data and control packets at the maximum available power

existing in a given forwarding subarea is given by

Consequently, thus achieving larger hop distances. As a consequence, the
Bl — 1—pc 6 number of hops required is less. Furthermore, sparse node

(] = ——. (6) » e . _
De densities accompanied with shorter hop distances in case of

In light of Table[Il, the energy consumed in forwarding &eRaF-PC induce many more empty cycles. However, at
packet per hop can be expressed by summing up all ene@her node densities, BOSS starts to demonstrate bettgr de

terms (as we have done in the case of GeRaF-MRC). On #fformance. The strategy of introducing more granuldaty
other hand, the delay per hop is given by the time domain in case of BOSS indeed pays off at higher

node densities. On the flip side of the coin, excellent delay
lhop = EMI(Tp + 22NT) + pnpa(Tp + (2eN +1)T5) performance for BOSS comes at the expense of more energy
+ prpAB[(T, + aNTs) + T + (E[me] +2)Ts).  consumption as per Figufe 2(b). As shown in the figure, it is
(7) GeRaF-PC which offers unparalleled performance in terms of
energy. GeRaF-PC reaches nearly optimal energy perfoenanc
starting from medium node densities. With such an excellent
%‘hergy performance, GeRaF-PC is able to offer the lowest
composite cost metric as shown in FigQire P(c).
In this section, we further evaluate the performance of

C. RTSICTSDATA-opt . .
beaconless geo-routing protocols from the perspectivésunf
Whereas GeRaF-PC and GeRaF-MRC mandate the usegécific application scenarios:

a CONTINUE message, it is assumed that RTS/CTS/DATA-
opt does not. As mentioned before, RTS/CTS/DATA-opt is a
hypothetical geo-routing protocol which is able to sucfidss

forward a packet using the minimum number of message
transactions. This is illustrated in Talple]1V. Energy cansd L . .
per hop is derived in light of TablE ]V by summing up all 3) Transmission of meter readings and usage patterns in

energy terms as done before for BOSS, GeRaF-MRC, and4 Emgrt Utility l\fetworks (SUNs). icat .
GeRaF-PC. The delay per hop however is given by ) Environmental or process monitoring applications suc
as monitoring air quality in urban areas or temperature

lhop = (2NE[n] + 2E[me] + 3)Tc + T). (8) variations in an industrial process.

Bringing RTS/CTS/DATA-opt into the picture greatly aids inThe analytical framework developed in this paper comesjand
understanding the performance limits of GeRaF-PC, GeRaR-identifying the application areas or scenarios whereheac
MRC, and BOSS. Consequently, we introduce here a compgsetocol is better positioned. These four application aces

ite metric of performance relative to RTS/CTS/DATA-opt.€Th are discussed in greater detail next.

For a communication range equal it the average number
of hops is again derived usin@![5]((8) and (19)), such th
Eeoe = thOp and leze = qlhop-

1) VANET scenarios in which traffic and road safety infor-
mation are exchanged between vehicles.

2) Rescue field operations in which members of a rescue
team communicate voice and video data with each other.



TABLE Il
RELAY SELECTION AND PACKET FORWARDING PROCESS INGERAF-MRC

n empty cycles

[ Activity, y  Duration, ¢, Node(s) Avg. count ny Task Power Factor, pfy
1 Te sender 1 transmit RTS Pt
2 Tc+ (N —1)Ts  sender 1 listen and activate Pry + Pigp

BT while listening

non-empty cycle

[ Activity, y  Duration, ¢, Node(s) Avg. count n,, Task Power Factor, pfy

3 Te sender 1 transmit RTS Pt

4 T awaken nodes in PPA ((mR* —>2" a;)ep  receive RTS, N Prey + Pipp
activate BT while receiving

5 meTs awaken nodes in PPA (CmR? — Y "¢ a;)ep listen in anticipation of a CTS, Pry + Pipr
activate BT while listening

6 meTs sender 1 transmit CONTINUE message 1 P:.
in the 1st half of the slot

7 meTs sender 1 wait for a CTS response %Ptc

in the 2nd half of the slot,
activate BT while listening

8 mnTs relays in the at leas? transmit CTS response %Ptc
(N —me — 1)th in the 1st half of the slot,
forwarding subarea activate BT while listening

9 mpTs sender 1 detect colliding responses %(Ptc + Prz + Pigr)
in the 1st half of the slot,
activate BT while listening,
transmit CONTINUE message
in the 2nd half of the slot

10 T successful relay 1 transmit CTS P

11 T sender 1 receive CTS, activate BT Prz + Pipp

12 T sender 1 inform successful relay P

13 Te successful relay 1 receive selection message, Pre + Pigr
activate BT meanwhile

nr data packet transmissions
[ Activity, y  Duration, ¢, Node(s) Avg. count ny Task Power Factor, pfy

14 T, sender 1 transmit data payload P,

15 T, selected relay 1 receive packet Pre + Pigr

16 Te selected relay 1 transmit ACK/NACK message Pi.

17 Te sender 1 receive ACK/NACK message, Pgr; + Pigrp
activate BT while receiving

A. Vehicular Ad Hoc Networks when the transmit power is set at greater than 22 dBm,

The wireless channel in a VANET is going to be frequendyerformance of BOSS comes very close to the limit.
selective as explained in Sectipnl lll. A node in a VANET is ,
privileged with access to relatively abundant energy. &fee, B Rescue Field Networks
nodes can transmit at a higher radio power level. Furthesgmor Fire fighters and rescue teams would highly benefit from the
energy consumption is not a primary concern. As such, we cavailability of voice and video communications during thei
grant end-to-end delay performance more attention byngettioperations. Higher data rates would be required under such
the weighting factorp = 0.2 in (@). Moreover, the availability circumstances. We assume that the PHY layer is capable of
of energy eliminates the need for sleeping in VANETS, i.@neeting this requirement in the sense that is able to support
e = 1. In urban and dense urban scenarios, node densityhigher oreders of modulation and coding schemes (e
high. With ¢ = 1, the node density is virtually even higher. the other hand, shorter packet lengths would be typically th

Figure [3 captures performance results in terms of tls@se here since voice and video are the primary type of data.
composite performance metric for a VANET scenario. It i$he duration of the packet size is set herdat= 10 ms.
quite evident that BOSS is the protocol of choice in this Delay performance is of large importance for this appli-
case, particularly at medium node densities. In highly dengation scenario. Energy comes at second priority sincesuser
networks, GeRaF-PC might be able to keep up with BOSS

The IEEE 802.15.4-2006 standard actually only supportsKtgs. Nev-

(Figure @) However, increasing th_e transmit powgr @iv%rtheless, for the sake of this study we assume higher regeschievable by
grounds back to BOSS as shown in Figure 3(b). For instanegans of adapting the MCS.
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GeRaF-PC, and BOSS for 5 different modulation and coding
schemes: QPSK, QPSK2, 16 QAM 3, 16 QAM 2, and 64
QAM % We first note that all protocols suffer from growth in
the end-to-end delay as the MCS rank is upgraded, as shown
in Figure[4(d). This is intuitive since communication rasge
are reduced due to the increase in the SINR requirement. At
the same time however, the number of bits transported end-
to-end also increases. As such, we normalize the end-to-end
delay by the number of bits as shown in Fig{ire 4(b) which
conveys a less steep growth in the performance metric as MCS
is upgraded. It is also worthwhile to note from Figlite 4 that
GeRaF-MRC performs quite poorly at higher MCS ranks. This
is due to the fact that the SINR gap between the control and
data packets grows significantly and thus the number of data
packet transmissionar faces a sheer increase. In terms of
energy per bit, it is clear also that BOSS does not perform
very well. For rescue field networks, GeRaF-PC is clearly the
best choice since it consistently offers the lowest redatiost

metric as Figuré 4({l) reveals.

C. Smart Utility Networks

Remote home metering and transfer of usage patterns is one
important aspect of smart utility networks [21]. For such an
application, energy performance is very important sin@rsis
will not be willing to recharge the batteries very often. On
the other hand, delay is substantially insignificant sinetem
readings collection may take place only every few weeks. As
such, the focus in a SUN application is to study the energy
performance.

Sleeping is an essential practice in this application stena
as it helps save energy. So it is favorable to apply immense

may have the chance to recharge the batteries of their deviskeeping patterns. The virtual effect of immense sleepsng i
upon the completion of each mission. Nevertheless, energgep decline in node density. An additional property of &NSU

consumption is still a concern especially for operation®nf

is the requirement for only modest data rates. The perfocman

durations. Consequently, we set= 0.6. Needless to mention of beaconless geo-routing for SUN applications is thus best
here thate = 1, i.e. nodes do not sleep due to the risk andiewed by varying the node density as a study parameter.

human safety factors associated with such applications.

Looking again at Figur¢ 2(p), it is clear that GeRaF-PC is

Figure[4 shows end-to-end performance of GeRaF-MRG®est fit to serve remote utility metering applications.
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Fig. 4. End-to-end performance results for rescue field oding applications.

D. Environmental Monitoring Networks at low densities to keepv small. We recall that increasing

Environmental and process monitoring applications arg véhe value of N may be needed to reduce the probability of
similar in terms of their requirements to smart utility netks, ~Collisions. Nevertheless, doing that is not necessary dar |
except for the fact that delay may hold larger significandes T densities since the probability of collision is anyway simal
is mainly because some level-crossing events may mandgf@erwise, increasingv would only lead to increasing the
a rapid response, e.g. process temperature crossing adhadglay since it entails a proportional increase in the nunather
limit, or liquid level in tank near to cause spills. Lookingdk time slots per cycle. .
again on Figuré 2(h), GeRaF-MRC is shown to provide the Itis also interesting to study performance as function ¢ada
best end-to-end delay performance. Nevertheless, if graeg packet durations. It is important to study performance ftbis
delay have equal importance, GeRaF-MRC has an edge oPffSpective since some applications place some consta@int
for very low node densities as illustrated in Figiire P(c). ABacket lengths. For instance, vector-based data applisati

node density increases, GeRaF-PC becomes a better choi€e€: voice and video) typically require short packets [229
the question here is: how well do GeRaF-PC, GeRaF-MRC,

VI. PARAMETER OPTIMIZATION and BOSS perform for short packet lengths? Fi@ilire 6 provides

We can also utilize the analytical framework developed e answer. It is quite intuitive to expect the end-to-enldyle
this paper to optimize protocol performance. For instamee, t0 increase as the packet duratidp increases. For the sake
can optimize the performance of GeRaF-PC over the numisra more meaningful insight, we have instead normalized the
of forwarding subareasy. Figure[5 shows the behavior ofdelay by the number of bits when constructing the plots of
end-to-end performance metrics in response to variationsHigure[6. In other words, we seek the amount of end-to-end
the N. It is clear that the optimum value d¥ increases with delay incurred in transporting a single information bitrfro
node density. For considerable ranges of node densities, $9urce to destination. The same normalization philosophy i
end-to-end performance function (whether latency, energy applied when considering end-to-end energy.
composite cost) is convex. In other words, an absolute opfitom Figurg 6(a), we note that the normalized end-to-end de-
mum value forN exists. We further note that it is preferablday for all three protocols drops as the packet length iregsa
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VII. CONCLUSIONS

In this paper, we have developed an analytical framework
for the end-to-end performance of two prominent beaconless
geo-routing protocols: GeRaF and BOSS. In doing so, we have
utilized a practical packet detection model in order to acto
for the discrepancy between the communication ranges of the
data and control packets. In line with this practical model,
two new versions of GeRaF have been devised. The first one
applies a power headroom on data packets and is labeled as
GeRaF-PC. The second utilizes MRC techniques to bridge
the gap between control and data packets and is tagged
as GeRaF-MRC. Using the analytical framework developed
herewith, four different application scenarios have been-s
ied: VANETS, rescue field networks, smart utility networks,
and environmental monitoring. It is shown in this paper that
BOSS is optimal for VANETSs since it offers the best delay
performance. On the other hand, GeRaF-PC is the best choice
for rescue field networks, as it is able to cope well with video
communication requirements. GeRaF-PC is also very well-
positioned for smart utility applications. For environnen
monitoring applications, GeRaF-MRC is often the protocol
with best performance. Finally, we have exemplified how the
analytical framework can be used to optimize some of the
protocol parameters. For instance, we have shown that the
optimum number of forwarding subareas increases with node
density in the case of GeRaF-PC.
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TABLE Il

RELAY SELECTION AND PACKET FORWARDING PROCESS INBOSS

12

n Empty Cycles

activate BT meanwhile

[ Activity, y  Duration, t, Node(s) Avg. countny Task Power Factor, pfy |
1 Tp sender 1 transmit RTS, payload included Py,
2 2oeNTs sender 1 listen and activate BT Prz + Pigp
j NPA Cycles
(in case forwarding takes place from the Negative Progress)A
[ Activity, y  Duration, t, Node(s) Avg. countny Task Power Factor, pfy |
3 Ty sender 1 transmit RTS Py
4 Ty awaken nodes PY NN i receive RTS, Pre + Pigy
in NPA activate BT while receiving
5 2eNTs awaken nodes €p ZfﬁfNH a; transmit CTS messages, 5;%
in NPA each in its corresponding slot
6 2xNTs sender 1 receive CTS messages, Pra + Pigr
activate BT meanwhile
7 Ts sender 1 select relay P
8 Ts successful relay 1 receive selection message, Pry + Pigr
activate BT meanwhile
77 Cycles with Collisions
(in case forwarding takes place from the Positive Prograsa)A
Activity, y  Duration, ¢, Node(s) Avg. count ny, Task Power Factor, pfy
9 Tp sender transmit RTS P,
10 Tp awaken nodes in (mRZ =" aq)ep receive RTS, PRy + Pipp
NPA U PPA activate BT while receiving
11 meTs awaken nodes in (mR* —=Y_"¢ a;)ep+ 1 listen in anticipation of a CTS, Pre + Pigy
NPA U PPA plus sender activate BT while listening
12 Ts colliding relays at leasg send CTS on the same slot Pt
13 Ts sender 1 attempt to receive the CTS, Pry + Pigp
activate BT meanwhile
14 (xN —me —1)Ts  colliding relays at leas? listen hoping for ACK from sender, Pgr, + Pigp
(assuming other activate BT meanwhile
nodes have already
dropped off)
Successful Round
(in case forwarding takes place from the Positive Prograga)A
[ Activity, y  Duration, ¢, Node(s) Avg. count ny Task Power Factor, pfy |
15 Tp sender 1 transmit RTS P,
16 Tp awaken nodes in (mR?— receive RTS, activate Pra + Pigr
NPA U PPA >l ai)ep BT while receiving
17 meTs awaken nodes in (mR?— listen in anticipation of a CTS, Pry + Pigp
NPA U PPA plus sender — 3¢ a;)ep+1 activate BT while listening
18 Ts successful relay 1 transmit CTS P
19 Ts sender 1 receive CTS, activate BT Prz + Pipp
20 Ts sender 1 inform successful relay P
21 Ts successful relay 1 receive selection message, Pre + Pigr




TABLE IV

OPTIMAL 3-WAY HANDSHAKE (RTS/CTS/DATA-OPT)

n Empty Cycles

[ Activity, y  Duration, ¢,  Node(s) Avg. count ny, Task Power Factor, pfy
1 T sender 1 transmit RTS Py,
2 NT. sender 1 listen and activate BT Pre + Pigr
Successful Round
[ Activity, y  Duration, ¢,  Node(s) Avg. count ny Task Power Factor, pf,
3 T sender 1 transmit RTS Pty
4 Te awaken nodes  ((mR?— receive RTS, PRy + Pigyp
in PPA dome ai)ep activate BT while receiving
5 meTe awaken nodes in ((mR?— listen in anticipation of a CTS, Pry + Pigp
PPA plus sender >"™< a;)ep+1  activate BT while listening
6 T successful relay 1 transmit CTS P
7 T sender 1 receive CTS, activate BT Pry + Pigr
8 T sender 1 inform successful relay P
9 T successful relay 1 receive selection message, Pry + Pigr
activate BT meanwhile
10 Ty sender 1 transmit packet Py,
11 Ty relay 1 receive packet Pr, + Ptpr

13
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Fig. 5. Optimizing over the number of forwarding subareas,GeRaF-PC is studied in this specific example. In each sulfighe optimum value ofV
is shown as function of the node density.
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