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Asymptotic stability of the black soliton for the

Gross-Pitaevskii equation

Philippe Gravejat1 and Didier Smets2

June 5, 2014

Abstract

We introduce a new framework for the analysis of the stability of solitons for the one-

dimensional Gross-Pitaevskii equation. In particular, we establish the asymptotic stability

of the black soliton with zero speed.

1 Introduction

We pursue our analysis of the one-dimensional Gross-Pitaevskii equation

i∂tΨ+ ∂xxΨ+Ψ
(

1− |Ψ|2
)

= 0, (GP)

for a function Ψ : R× R → C, supplemented with the boundary condition at infinity

|Ψ(x, t)| → 1, as |x| → +∞. (1)

The Gross-Pitaevskii equation was introduced in [39, 24] as a model for the Bose-Einstein con-
densation. In nonlinear optics, it appears as an envelope equation in optical fibers [26]. In
dimension one, it gives account of the propagation of dark pulses in slab waveguides. The
boundary condition in (1) corresponds to the non-zero background.

On a mathematical level, the Gross-Pitaevskii equation is a defocusing nonlinear Schrödinger
equation. Its Hamiltonian is the Ginzburg-Landau energy defined by

E(Ψ) :=
1

2

∫

R

|∂xΨ|2 + 1

4

∫

R

(1− |Ψ|2)2.

In the sequel, we only consider the solutions Ψ to (GP) with finite Ginzburg-Landau energy, i.e.
in the energy space

E(R) :=
{

Ψ : R → C, s.t. Ψ′ ∈ L2(R) and 1− |Ψ|2 ∈ L2(R)
}

.

Under this assumption, the boundary condition in (1) is fulfilled due to the Sobolev embedding
theorem.

The constant functions with unitary modulus are the simplest examples of finite energy solu-
tions. A linearisation around these constants provides the dispersion relation

ω2 = k4 + 2k2. (2)
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For high wave numbers, this relation is similar to the dispersion relation of the linear Schrödinger
equation. In contrast, for low wave numbers, it matches with the dispersion relation of the linear
wave equation with speed cs =

√
2. The characteristic speed cs is called the sound speed. As

a consequence of (2), the absolute value of the group velocity is always strictly larger than cs.
Roughly speaking, dispersion has at least speed cs.

The Gross-Pitaevskii equation also owns travelling-wave solutions. The solitons with speed c
are special solutions of the form

Ψ(x, t) := Uc(x− ct).

Their profile Uc are solutions to the ordinary differential equation

− icU ′
c + U ′′

c + Uc

(

1− |Uc|2
)

= 0. (3)

The solutions to (3) with finite energy are explicitly known. For |c| ≥
√
2, there are no non-

constant solutions. In other words, there is no common speed for solitons and dispersion. In
contrast, for |c| <

√
2, the non-constant solutions are uniquely given by the formula

Uc(x) :=
(2− c2

2

) 1
2
tanh

((2− c2)
1
2

2
x
)

+ i
c√
2
, (4)

up to the invariances of the problem, i.e. multiplication by a constant of modulus one and
translation. Solitons Uc with speed c 6= 0 do not vanish on R. They are called dark solitons,
with reference to nonlinear optics where |Ψ|2 refers to the intensity of light. Instead, U0 is called
the black soliton.

In dimension one, the Gross-Pitaevskii equation is integrable by means of the inverse scattering
method [47]. At least formally, this method provides a description of the long-time dynamics,
which is governed by solitons and dispersion. More precisely, the solutions are expected to behave
as a chain of solitons plus a dispersive part (see e.g. [44, 43]). A first step in order to derive
rigorously this long-time description is to establish the stability of single solitons and chains of
solitons.

This issue was mostly solved in a series of recent papers. The orbital stability of dark solitons
was derived in [27] (see also [1]), whereas the case of the black soliton was solved in [3, 21].
More recently, the asymptotic stability of dark solitons was proved in [5]. Concerning chains of
solitons, their orbital stability was established in [4], when the solitons in the chain have non-zero
speed, are well-separated at initial time, and are ordered according to their speed.

Most of these results rely deeply on an alternative formulation of the Gross-Pitaevskii equa-
tion. Provided a solution Ψ does not vanish, it may be lifted as Ψ := ̺ exp iϕ, where ̺ := |Ψ|.
The functions η := 1− ̺2 and v := −∂xϕ are solutions, at least formally, to the hydrodynamical
system











∂tη = ∂x
(

2ηv − 2v
)

,

∂tv = ∂x

(

v2 − η + ∂x

( ∂xη

2(1− η)

)

− (∂xη)
2

4(1 − η)2

)

.

In this hydrodynamical framework, the Ginzburg-Landau energy is equal to

E(η, v) =
1

8

∫

R

(∂xη)
2

1− η
+

1

2

∫

R

(1− η)v2 +
1

4

∫

R

η2.

It is natural to define the energy space for the hydrodynamical Gross-Pitaevskii equation as the
open subset of H1(R)× L2(R) given by

NV(R) :=
{

(η, v) ∈ H1(R)× L2(R), s.t. max
R

η < 1
}

.
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The corresponding functional framework is substantially simpler than the one corresponding to
the energy space E(R). Moreover, it is straightforward to define another conserved quantity, the
momentum P given by

P (η, v) =
1

2

∫

R

ηv, (5)

which plays a crucial role in the analysis of the stability of the solitons.

On the other hand, a major drawback of the hydrodynamical formulation lies in the fact that
it only describes non-vanishing solutions. In particular, the black soliton U0 is excluded from the
analysis.

The main goal of this paper is to revisit the stability of solitons getting rid of the hydrody-
namical formulation. In particular, this makes possible the proof of the asymptotic stability of
the black soliton.

1.1 Statement of the main results

Our first concern lies in introducing a suitable functional setting to handle with the stability of
solitons. In this direction, a natural metric structure is provided by the distance

d(Ψ1,Ψ2) :=
∥

∥Ψ1 −Ψ2

∥

∥

L∞ +
∥

∥Ψ′
1 −Ψ′

2

∥

∥

L2 +
∥

∥η1 − η2
∥

∥

L2 ,

where we have set ηj := 1− |Ψj |2 for j ∈ {1, 2}. For this distance, the Ginzburg-Landau energy
is continuous on E(R). Moreover, Zhidkov [48] proved the existence of a unique global solution
Ψ ∈ C0(R, E(R)) to (GP) for any initial datum Ψ0 ∈ E(R) (see also [20]).

However, the distance d does not seem well-adapted for our purpose. In the hydrodynamical
formulation, orbital stability is quantified by an H1-control on the perturbation of the variable
η and an L2-control on the perturbation of v in the functional framework provided by the
space NV(R). In this space, the maps (ηn, vn) corresponding to the functions Ψn given by
Ψn(x) = exp(i (1+x2)1/8/n) converge to the zero pair (0, 0), as n→ +∞. This does not remain
for the distance d. The first term in the definition of d prevents the maps Ψn from tending to
a constant map of modulus one when n → +∞. Roughly speaking, the distance d provides too
much control on the slow oscillations at infinity.

In view of the hydrodynamical situation, we do not expect such a control concerning the
stability of solitons. This is why we introduce an alternative metric structure on E(R). Given a
number c ∈ (−

√
2,
√
2), we first consider the weighted Sobolev space

Hc(R) :=
{

f ∈ C0(R,C), s.t. f ′ ∈ L2(R) and (1− |Uc|2)1/2f ∈ L2(R)
}

,

which we endow with the Hilbert structure corresponding to the norm

‖f‖Hc :=

(
∫

R

(

|f ′|2 + (1− |Uc|2)|f |2
) 1

2

.

Due to the exponential decay of the functions 1−|Uc|2 on one hand, and the 1/2-Hölder continuity
of the maps in E(R) on the other hand, all the norms ‖ · ‖Hc are equivalent. As a consequence,
the space Hc(R) does not depend on c. For simplicity, we set H(R) := Hc(R).

Moreover, the energy space E(R) appears as the subset of H(R) given by

E(R) =
{

Ψ ∈ H(R), s.t. η := 1− |Ψ|2 ∈ L2(R)
}

.
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In particular, we can endow it with the metric structure corresponding to the distances

dc(Ψ1,Ψ2) :=
(

∥

∥Ψ1 −Ψ2

∥

∥

2

Hc
+

∥

∥η1 − η2
∥

∥

2

L2

) 1
2
.

Notice that the corresponding topology is weaker than the one provided by the distance d. As a
consequence, the Ginzburg-Landau energy remains continuous on E(R), and the Cauchy problem
remains globally well-posed. More precisely, the unique global solution Ψ to (GP) corresponding
to an initial datum Ψ0 ∈ E(R) remains continuous from R to E(R) endowed with the metric
structure induced by the distances dc.

Our motivation for introducing the distances dc originates in the Taylor formula for the energy
E around a soliton Uc. Given a function ε ∈ E(R), we check that

E(Uc + ε) =E(Uc) +

∫

R

(

〈U ′
c, ε

′〉C − (1− |Uc|2)〈Uc, ε〉C
)

+
1

2

∫

R

(

∣

∣ε′
∣

∣

2 − (1− |Uc|2)|ε|2 +
1

2
η2ε

)

,

(6)

where we have set ηε := |Uc+ε|2−|Uc| = 2〈Uc, ε〉C+ |ε|2. An important step in order to establish
the orbital stability of solitons is to provide some coercivity for the quantity

Qc(ε) =
1

2

∫

R

(

∣

∣ε′
∣

∣

2 − (1− |Uc|2)|ε|2 +
1

2
η2ε

)

,

in the right-hand side of (6) (see Proposition 1 for a more precise statement). This can only be
done for a metric structure which respects the special form of Qc. In this respect, the natural
structure is given by the distances dc.

We now come to our main results. The first one gives some further details concerning the
orbital stability of the black soliton.

Theorem 1. Given a map Ψ0 ∈ E(R), we consider the unique solution Ψ to (GP) with initial
datum Ψ0. There exist two positive numbers α∗ and A∗ such that, if

α0 := d0(Ψ
0, U0) < α∗, (7)

then there exist two functions a ∈ C1(R,R) and θ ∈ C1(R,R) such that

∣

∣a′(t)
∣

∣+
∣

∣θ′(t)
∣

∣ < A∗α
0, (8)

and
d0
(

e−iθ(t)Ψ(·+ a(t), t), U0

)

< A∗α
0, (9)

for any t ∈ R.

As mentioned previously in this introduction, the orbital stability of the black soliton U0 was
first proved, on one hand, in [3] by applying the variational method introduced in [11], on the
other hand, in [21] by making use of the integrability by the inverse scattering transform of the
one-dimensional Gross-Pitaevskii equation.

The proof of Theorem 1 relies on a third approach, which was introduced in [45, 46] and
then generalized in [22, 23]. The main ingredient in the proof is to establish the coercivity of
the quantity Qc(ε), when the function ε satisfies suitable orthogonality conditions (see Proposi-
tion 1 below). These orthogonality conditions are guaranteed by the introduction of modulation
parameters (see Proposition 2 below). This third approach presents the advantage to provide a
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better control on the perturbation with respect to the soliton. Such a control is very useful in
order to tackle the asymptotic stability of the black soliton.

An important difficulty in applying rigorously this third strategy lies in the property that the
functional Qc(ε) does not depend quadratically on the variable ε. As a consequence, it does not
seem possible to derive its coercivity from standard spectral theory. We refer to Subsection 1.2
for more details concerning this issue, and more generally, regarding the main elements in the
proof of Theorem 1.

Our second result concerns the asymptotic stability of the black soliton.

Theorem 2. Given a map Ψ0 ∈ E(R), we consider the unique solution Ψ to (GP) with initial
datum Ψ0. There exists a positive number β∗ ≤ α∗ such that, if

d0(Ψ
0, U0) < β∗,

then there exist a number c∗ ∈ (−
√
2,
√
2), and two functions a ∈ C1(R,R) and θ ∈ C1(R,R)

such that
a′(t) → c∗, and θ′(t) → 0, (10)

as t→ +∞, and for which we have

e−iθ(t) Ψ(·+ a(t), t) ⇀ Uc∗ in H(R), and 1−
∣

∣Ψ(·+ a(t), t)
∣

∣

2
⇀ 1−

∣

∣Uc∗

∣

∣

2
in L2(R), (11)

as t→ +∞. In particular, we have

e−iθ(t) Ψ(·+ a(t), t) → Uc∗ in L∞
loc(R), (12)

as t→ +∞.

Remark. A natural question about the position a and the phase θ concerns the existence of
possible limits for the quantities a(t)− c∗t and θ(t), when t→ +∞. We believe that the answer
to this question is negative, unless additional assumptions are made on the initial perturbation.
As a matter of fact, this property has been proved to be false in the context of the Korteweg-de
Vries equation (see [32, Theorem 2]).
Concerning the limit speed c∗, it is controlled by the initial distance d0(Ψ

0, U0) between the
initial datum Ψ0 and the black soliton U0. This property is a direct consequence of orbital
stability (see (33) and (36) below). In particular, the limit speed c∗ converges to 0 as the initial
perturbation tends to 0.

In contrast with orbital stability, which expresses the fact that the solution remains close to
the family of black solitons corresponding to the geometric invariances of the Gross-Pitaevskii
equation, asymptotic stability provides the convergence of the solution towards a special orbit
in this family.

A crucial issue when dealing with this further notion of stability lies in the nature of the
convergence. As a matter of fact, it is not possible to prove a strong convergence in the energy
space. Indeed, orbital stability, since it holds both forward and backward in time, would then
guarantee that the solution is exactly a black soliton. As a consequence, one has to weaken the
notion of convergence in order to establish asymptotic stability.

In this direction, a natural choice is to show a weak convergence in the energy space. This is
exactly the main statement of Theorem 2. As a consequence of the Sobolev embedding theorem,
the convergence is also locally uniform in the reference frame of the limit soliton. Due to the
possible presence of additional small solitons, this local uniform convergence cannot be improved
into a global uniform convergence. On the other hand, it is possible that the solution converges
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in H1
loc(R) towards a soliton. Martel and Merle [32] proved such a convergence in the context

of the Korteweg-de Vries equation. To our knowledge, this question still remains open for the
Gross-Pitaevskii equation.

Asymptotic stability originates in the property that the perturbation of the soliton disperses
at infinity in the reference frame of the limit soliton. As a consequence, a natural strategy
in order to prove it is to establish dispersive estimates for the linearized equation around the
soliton, and then to implement a fixed point argument in suitable function spaces. In the context
of nonlinear Schrödinger equations with potential, this first strategy was implemented by Soffer
and Weinstein in [40, 41, 42] for proving the asymptotic stability of ground states (see also [19]).
It was then extended to various equations including the generalized Korteweg-de Vries equations
[38, 37], and the nonlinear Schrödinger equations without potential (see e.g. [8, 9, 10, 14]). We
refer to [15] for a detailed survey about those and related works.

This first strategy describes the limit behaviour of the solution as the superposition of a
soliton and a dispersive perturbation. In general, the long-time dynamics is more complicated.
In particular, it is well-known that multi-soliton solutions play a major role in the long-time
dynamics (see e.g [35, 36, 4]). This limitation originates in a priori spectral assumptions, or
the use of weighted spaces for the initial perturbation, in order to perform this first strategy
rigorously.

In a series of papers, Martel and Merle [30, 31, 29, 32, 34, 33] proposed an alternative strategy
in order to establish the asymptotic stability of solitons for the generalized Korteweg-de Vries
equations. They rely on monotonicity formulae to establish the compactness of a limit profile,
and then classify the compact solutions to the Korteweg-de Vries equations in the neighbourhood
of solitons. This second strategy presents the advantages not to require additional a priori
assumptions, and to apply to multi-soliton solutions (see e.g. [35]). It was extended to various
equations including the Benjamin-Bona-Mahony equation [16] and the Benjamin-Ono equation
[25].

In [5], we relied on this second strategy in order to prove the asymptotic stability of the
dark solitons for the Gross-Pitaevskii equation. As mentioned previously, this was performed in
the hydrodynamical setting, so that we were not able to handle with the black soliton. Here,
we by-pass this limitation by working directly in the Schrödinger setting, to the expense of a
functional setting which involve completely nonlinear quantities.

Another motivation for working in the Schrödinger setting comes from the focusing nonlinear
Schrödinger equations. In general, they also own solitons which are supposed to play a major role
in their long-time dynamics. However, in this case, the description of the long-time dynamics is
certainly more intricate, due to the existence of breathers which prevent asymptotic stability in
the energy space.

In another direction, notice that the Gross-Pitaevskii equation also owns travelling waves in
higher dimension (see e.g. [7, 6, 2, 28]). Likewise, they are supposed to play an important role
in the long-time dynamics. Their orbital stability was investigated in [13]. To our knowledge,
their asymptotic stability still remains an open problem.

Finally, let us emphasize that our proof of asymptotic stability does not rely on the integrabil-
ity by means of the inverse scattering transform of the one-dimensional Gross-Pitaevskii equation.
As a consequence, our result presumably extends to nonlinearities for which the equation does
not remain integrable (see e.g. [12] for examples of possible nonlinearities).

In the remaining part of this introduction, we present the main ingredients leading to the
proof of Theorems 1 and 2.
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1.2 Main elements in the proof of Theorem 1

Orbital stability results from a variational characterization for U0. The function U0 is the unique
minimizer of the variational problem

E(U0) = min
{

E(Ψ), Ψ ∈ E(R) s.t. [P ](Ψ) =
π

2
mod π

}

, (13)

up to the geometric invariances of the equations, i.e. translations and multiplication by constants
of modulus one. In this expression, the functional [P ] refers to a renormalized version of the
momentum P . In (5), the quantity P (Ψ) is defined in the hydrodynamical framework, where
the function Ψ does not vanish. Extending the definition to functions which possibly vanish is
not so immediate. In [3], we introduced the following renormalized version of the momentum

[P ](Ψ) := lim
R1,R2→+∞

1

2

∫ R2

−R1

〈iΨ,Ψ′〉C − 1

2

(

ϕ(R2)− ϕ(−R1)
)

mod π.

In this definition, ϕ stands for a phase function at infinity for Ψ. Indeed, when Ψ lies in E(R),
the Sobolev embedding theorem implies that |Ψ(x)| → 1 as |x| → +∞. As a consequence, the
phase of Ψ is well-defined modulo 2π on intervals of the form (−∞,−R1) and (R2,+∞) for R1

and R2 large enough. In particular, the renormalized momentum [P ](Ψ) is only defined modulo
π due to the ambiguity on the phase function ϕ.

We will provide more details on the momentum in Propositions 4 and 5. We first go on with
the orbital stability of U0.

As a consequence of the variational characterization in (13), the soliton U0 is a critical point
of the functional E. Due to the minimizing nature of U0, this quantity actually provides a control
on a large class of small perturbations of U0. More precisely, we can establish

Proposition 1. Let ε ∈ H(R), with U0 + ε ∈ E(R), and set ηε := 2〈U0, ε〉C + |ε|2. There exists
a universal positive number Λ0 such that

E(U0 + ε)− E(U0) ≥ Λ0

(

‖ε‖2H0
+ ‖ηε‖2L2

)

− 1

Λ0
‖ε‖3H0

, (14)

as soon as
∫

R

〈ε, U ′
0〉C =

∫

R

〈ε, iU ′
0〉C =

∫

R

〈ε, iU0〉C
(

1− |U0|2
)

= 0. (15)

The orbital stability of U0 is a consequence of the coercivity inequality in (14). As a matter of
fact, consider a solution Ψ to (GP) and decompose it as Ψ(·, t) = U0 + ε(·, t) for any t ∈ R. Due
to the conservation of the energy, the quantity E(U0+ ε(·, t))−E(U0) remains small at any time
if the initial datum Ψ0 is close to the soliton U0. In view of (14), the quantity ‖ε‖2H0

+ ‖ηε‖2L2

remains small for all time, which gives the orbital stability of U0.

In order to apply this argument, we first have to guarantee the orthogonality conditions in
(15). As usual in such a situation, we introduce modulation parameters. Given a function
Ψ ∈ H(R), which lies in a neighbourhood of the orbit of U0 of the form

U0(α) =
{

Ψ ∈ H(R), s.t. inf
(a,θ)∈R2

∥

∥e−iθΨ(·+ a)− U0

∥

∥

H0
< α

}

,

for some positive number α, we decompose it as

e−iθΨ(·+ a) = Uc + ε = Rc + iIc + ε,

7



and we make the choice of the modulation parameters (c, a, θ) ∈ (−
√
2,
√
2)× R

2 such that the
remainder ε satisfies the orthogonality conditions

∫

R

〈ε, U ′
c〉C =

∫

R

〈ε, iU ′
c〉C =

∫

R

〈ε, iRc〉C
(

1− |Uc|2
)

= 0. (16)

Proposition 2. There exist two positive numbers α0 and A0, and three continuously differen-
tiable functions c ∈ C1(U0(α0), (−

√
2,
√
2)), θ ∈ C1(U0(α0),R/2πZ) and a ∈ C1(U0(α0),R) such

that for any Ψ ∈ U0(α0), the function

ε := e−iθ(Ψ)Ψ(·+ a(Ψ))− Uc(Ψ), (17)

satisfies the orthogonality conditions in (16). Moreover, if

∥

∥Ψ− eiθU0(· − a)
∥

∥

H0
≤ α ≤ α0,

for some (a, θ) ∈ R
2, then,

∥

∥ε
∥

∥

H0
+

∣

∣c(Ψ)
∣

∣+
∣

∣a(Ψ)− a
∣

∣+
∣

∣eiθ(Ψ) − eiθ
∣

∣ ≤ A0α. (18)

Concerning Proposition 2, we observe that the orthogonality conditions in (16) are generaliza-
tions of the ones in (15) through the introduction of a modulation parameter related to the speed
c. For that reason, we have to extend the coercivity estimates in (14) to this new framework. In
this direction, we show

Corollary 1. Let c ∈ (−
√
2,
√
2). For ε ∈ H(R), with Uc+ε ∈ E(R), we set ηε := 2〈Uc, ε〉C+|ε|2.

Given any number σ ∈ (0,
√
2), there exists a positive number Λσ, depending only on σ, such that

E(Uc + ε)− E(U0) ≥ Λσ

(

‖ε‖2H0
+ ‖ηε‖2L2

)

− 1

Λσ

(

c2 + ‖ε‖3H0

)

, (19)

as soon as |c| ≤ σ, and ε satisfies the orthogonality conditions in (16).

Another remark regarding Proposition 2 lies in the property that the modulation parameters
for a solution Ψ(·, t) necessarily depend on time. In particular, we need to control their evolu-
tion along the flow of the Gross-Pitaevskii equation. In this direction, we rely on a standard
continuation argument.

We first invoke the continuity of the (GP) flow in E(R). We choose a positive number α to
be fixed later. When the initial datum Ψ0 satisfies the condition α0 := d0(Ψ

0, U0) < α, we can
find a positive time T such that Ψ(·, t) lies in the set

V0(α) :=
{

Ψ ∈ E(R), s.t. inf
(a,θ)∈R2

d0
(

e−iθΨ(·+ a), U0

)

< α
}

, (20)

for any t ∈ (−T, T ). Our final goal is to establish that we can fix α small enough such that the
solution Ψ(·, t) remains in V0(α) for any t ∈ R.

We first assume that α < α0, where α0 is defined in Proposition 2. In this case, we can define
modulation parameters for Ψ(·, t) by setting (c(t), a(t), θ(t)) = (c(Ψ(·, t)),a(Ψ(·, t)),θ(Ψ(·, t)))
for any t ∈ (−T, T ). In this definition, the function θ is a priori valued in R/2πZ. However, the
map t 7→ θ(Ψ(·, t)) is continuous from (−T, T ) to R/2πZ. As a consequence, we can define the
function θ as a continuous real valued function, up to the choice of a constant in 2πZ. We fix
this choice such that θ(0) lies in [0, 2π). In the sequel, the function θ only appears through the
function eiθ, or the derivative θ′, so that this special choice does not affect our proofs.
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We next check the continuous differentiability of the modulation parameters with respect to
time (see Proposition 3 below). In particular, we are allowed to write the equation satisfied by
the perturbation ε(·, t) := e−iθ(t)Ψ(·+ a(t))− Uc(t), which is given by

∂tε =− c′(t)∂cUc(t) − iθ′(t)
(

Uc(t) + ε
)

+
(

a′(t)− c(t)
)(

∂xUc(t) + ∂xε
)

+ i
(

∂xxε− ic(t)∂xε+ ηc(t)ε− ηε
(

Uc(t) + ε
)

)

,
(21)

with ηε(·, t) := 2〈Uc(t), ε(·, t)〉C + |ε(·, t)|2. Differentiating the orthogonality conditions in (16),
we derive from (21) the following control on the modulation parameters. This control eventually
provides the estimates on the time derivatives of a and θ in Theorem 1.

Proposition 3. There exist two positive numbers α1 < α0 and A1 such that, if the solution
Ψ(·, t) lies in V0(α1) for any t ∈ (−T, T ), then, the functions c, a and θ are of class C1 on
(−T, T ), and their derivatives satisfy

|c′(t)|+ |a′(t)− c(t)|2 + |θ′(t)|2 ≤ A1‖ε(·, t)‖2H0
, (22)

for any t ∈ (−T, T ).

We next assume that α < α1 so that the estimates in Proposition 3 are available on (−T, T ),
and we come back to inequality (19). We assume that A0α < 1, where A0 is defined in Proposi-
tion 2, so that |c(t)| < 1 for any t ∈ (−T, T ). When α satisfies the further condition 2A0α < Λ2

1,
we are allowed to use the conservation of the energy and (18) to rephrase (19) as

‖ε(·, t)‖2H0
+ ‖ηε(·, t)‖2L2 ≤ 2

Λ2
1

(

Λ1

(

E(Ψ0)− E(U0)
)

+ c(t)2
)

, (23)

for any t ∈ (−T, T ). On the other hand, we can use the property that U0 is a critical point of E
in order to infer from (6) the existence of a positive number K0 such that

E(Ψ0)− E(U0) ≤ K0

(

α0
)2
. (24)

As a consequence, it only remains to estimate the remainder quantity c(t)2 so as to complete the
proof of Theorem 1. In order to bound this term, we rely on the conservation of the momentum,
and a Taylor expansion of this quantity in the neighbourhood of the solitons Uc.

In order to compute this expansion, we introduce an alternative definition of the momentum.
Given an arbitrary function Ψ in V0(α), we can rely on the modulation decomposition provided
by Proposition 2 to define the function

Ψmod(x) := e−iθ Ψ(x+ a),

with θ := θ(Ψ) and a := a(Ψ). Combining estimates (18) and definition (20) with the Sobolev
embedding theorem, we can also assume that the number α is sufficiently small so that we have

∣

∣Ψmod(x)
∣

∣ ≥ 1

2
, (25)

for any x ∈ R \ [−1, 1]. As a consequence, we can define a continuous phase function ϕmod

from the two simply connected components of the set R \ [−1, 1] into R such that Ψmod(x) =
∣

∣Ψmod(x)
∣

∣ exp iϕmod(x) for any x ∈ R \ [−1, 1]. Decreasing α further if necessary, we may
additionally impose (and this makes the choice unique) that

∣

∣ϕmod(x)− π
∣

∣ <
π

2
for x ∈ [−2,−1], and

∣

∣ϕmod(x)
∣

∣ <
π

2
for x ∈ [1, 2]. (26)
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We now fix a cut-off function χ ∈ C∞(R, [0, 1]) such that χ = 1 on [−1, 1] and χ = 0 outside
(−2, 2), and we define the momentum as

P(Ψ) :=
1

2

∫

R

(

〈iΨmod, ∂xΨmod〉C − ∂x
(

(1− χ)ϕmod

)

)

. (27)

Similarly to [P ], the quantity P is invariant by translation and multiplication by a complex
number of modulus one. Contrary to [P ], it is well-defined as an element of R rather than R/πZ.
On the other hand, it is only defined for functions in a tubular neighbourhood of the family of
black solitons. As a matter of fact, we have

Proposition 4. There exists a positive number α2 < α1 such that the map P is well-defined
from V0(α2) to R, and it satisfies

P(Ψ) = [P ](Ψ) mod π, (28)

for any Ψ ∈ V0(α2).

Coming back to decomposition (17), we can expand the quantity P(Ψ) with respect to ε =
Ψmod − Uc(Ψ) for ε small enough. More precisely, we show

Proposition 5. Let Ψ ∈ V0(α2). Set ε := Ψmod−Uc, with c := c(Ψ), and ηε := 2〈Uc, ε〉C+ |ε|2.
There exists a positive number A2 such that the momentum P(Ψ) may be written as

P(Ψ) = P(Uc)−
∫

R

〈iU ′
c, ε〉C +Rc(ε),

with
∣

∣Rc(ε)
∣

∣ ≤ A2

(

‖ε‖2H0
+ ‖ηε‖2L2

)

. (29)

We are now in position to conclude the proof of Theorem 1.

End of the proof of Theorem 1. Recall that so far we have obtained (23) and (24), so that it only
remains to control the quantity c(t). Assume that α < α2. In this case, we are allowed to apply
Proposition 5 in order to write

P(Ψ(·, t)) = P(Uc(t))−
∫

R

〈iU ′
c(t), ε(·, t)〉C +Rc(t)(ε(·, t)),

for any t ∈ (−T, T ). In view of the second orthogonality condition in (16), and estimate (29),
we conclude that

∣

∣P(Ψ(·, t)) − P(Uc(t))
∣

∣ ≤ A2

(

‖ε(·, t)‖2H0
+ ‖ηε(·, t)‖2L2

)

.

We now combine this estimate with the conservation of the renormalized momentum (see [3,
Proposition 1.16]), and with identity (28). Since the left hand side of this identity is continuous
in time and well-defined as an element of R, we obtain

P(Ψ(·, t)) = P(Ψ0),

for any t ∈ (−T, T ). This leads to the inequality

∣

∣P(Uc(t))− P(Uc(0))
∣

∣ ≤ A2

(

‖ε(·, t)‖2H0
+ ‖ηε(·, t)‖2L2 + ‖ε(·, 0)‖2H0

+ ‖ηε(·, 0)‖2L2

)

.
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In view of (18), we have
|c(0)| ≤ A0α

0, (30)

so that it follows from (23) and (24) that

‖ε(·, 0)‖2H0
+ ‖ηε(·, 0)‖2L2 ≤ 2

Λ2
1

(

Λ1K0 +A2
0

)

(

α0
)2
. (31)

On the other hand, we can use the explicit formula for the soliton Uc in (4) to compute

P(Uc) =
π

2
− arctan

( c√
2− c2

)

− c

2

√

2− c2.

Since |c(t)| < 1, we are led to

|P(Uc(t))− P(Uc(0))| ≥ |c(t)− c(0)|.

In view of (30) and (31), this provides

|c(t)| ≤ A2

(

‖ε(·, t)‖2H0
+ ‖ηε(·, t)‖2L2

)

+A0α
0 +

2A2

Λ2
1

(

Λ1K0 +A2
0

)

(

α0
)2
.

Inserting this inequality, and estimate (24) into (23), we deduce the existence of a positive number
A such that

d0
(

e−iθ(t)Ψ(·+ a(t)), Uc(t)

)

=
(

‖ε(·, t)‖2H0
+ ‖ηε(·, t)‖2L2

) 1
2 ≤ Aα0, (32)

for any t ∈ (−T, T ). In particular, we have

|c(t)| ≤ Aα0, (33)

for a further positive number A. It now remains to check that

d0
(

U0, Uc(t)

)

≤ A|c(t)| ≤ Aα0,

to obtain the final estimate

d0
(

e−iθ(t)Ψ(·+ a(t)), U0

)

+ |c(t)| ≤ Aα0, (34)

for any t ∈ (−T, T ).
All this is available for a given choice of the number α that we now fix. We next set α∗ := α/A,

where A is the number in (34). When α0 < α∗, we deduce from (34) that the solution Ψ remains
in V0(α) for any time t ∈ (−T, T ). Applying a standard continuation argument, we conclude
that it remains in this set for any time. In particular, estimate (34) is available for any t ∈ R.
This is exactly statement (9) in Theorem 1. Statement (8) is then a consequence of (22), (32)
and (34). This concludes the proof of Theorem 1.

1.3 Main elements in the proof of Theorem 2

1.3.1 Construction of a limit profile

Let Ψ0 be as in the statement of Theorem 2. Since β∗ ≤ α∗ in the assumptions of Theorem 2,
we may apply Theorem 1 to the unique globally defined solution Ψ to (GP) with initial datum
Ψ0. As in the proof of Theorem 1, we decompose the solution Ψ as

Ψ(x, t) = eiθ(t)
(

Uc(t)(x− a(t)) + ε(x− a(t), t)
)

,
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according to Proposition 2, and we therefore have estimates (32) and (33) for any t ∈ R.

We fix an arbitrary sequence of times (tn)n∈N tending to +∞. In view of (32) and (33), we
may assume, going to a subsequence if necessary, that there exist ε∗0 ∈ H(R) and c∗0 ∈ (−

√
2,
√
2)

such that
ε(·, tn) = e−iθ(tn)Ψ(·+ a(tn), tn)− Uc(tn) ⇀ ε∗0 in H(R), (35)

and that
c(tn) → c∗0, (36)

as n→ +∞. In this situation, since the function 1− |Ψ(·, t)|2 is uniformly bounded in L2(R) by
energy conservation, we can also deduce from the Rellich theorem that

1−
∣

∣e−iθ(tn)Ψ(·+ a(tn), tn)
∣

∣

2
⇀ 1− |Uc∗0 + ε∗0|2 in L2(R). (37)

Our main goal is to obtain the conclusion that necessarily ε∗0 ≡ 0, by establishing smoothness
and rigidity properties for the solution Ψ∗ to (GP) with initial datum given by Uc∗0 + ε∗0.

We first deduce from the weak lower semi-continuity of the norm that the function Ψ∗
0 :=

Uc∗0 + ε∗0 satisfies
∥

∥Ψ∗
0 − U0

∥

∥

H0
≤ A∗β∗ +

∥

∥U0 − Uc∗0

∥

∥

H0
.

On the other hand, we infer from (33) that we have |c∗0| ≤ A∗α0 ≤ A∗β∗. Therefore, we can
impose a supplementary smallness assumption on β∗ so that necessarily

d0(Ψ
∗
0, U0) ≤ α∗.

Applying Theorem 1 then yields a unique global solution Ψ∗ ∈ C0(R, (E(R), d)) to (GP) with
initial datum Ψ∗

0, and maps c∗ ∈ C1(R, (−
√
2,
√
2)) and (a∗, θ∗) ∈ C1(R,R)2 such that the

function ε∗ defined by
ε∗(·, t) := e−iθ∗(t)Ψ∗(·+ a∗(t), t) − Uc∗(t), (38)

satisfies the orthogonality conditions

∫

R

〈ε∗(·, t), U ′
c∗(t)〉C =

∫

R

〈ε∗(·, t), iU ′
c∗(t)〉C =

∫

R

〈ε∗(t, ·), iRc∗(t)〉C
(

1− |Uc∗(t)|2
)

= 0. (39)

Notice that, in view of Proposition 2 and estimate (32), the modulated speed c∗ and the pertur-
bation ε∗ satisfy the estimate

∣

∣c∗(t)
∣

∣+ ‖ε∗(·, t)‖H0 + ‖ηε∗(·, t)‖L2 ≤ A0β∗, (40)

for any t ∈ R. Similarly, we deduce from Proposition 3 that

∣

∣(c∗)′(t)
∣

∣+
∣

∣(a∗)′(t)− c∗(t)
∣

∣

2
+

∣

∣(θ∗)′(t)|2 ≤ A1‖ε∗(·, t)‖2H0
, (41)

for any t ∈ R.

In this situation, we can establish the following weak convergence of the perturbation ε towards
the limit perturbation ε∗, as well as of the convergence of the modulation parameters c, a and θ
towards the limit parameters c∗, a∗ and θ∗. More precisely, we show

Proposition 6. Let t ∈ R be fixed. Then, we have

e−iθ(tn)Ψ(·+ a(tn), tn + t)⇀ Ψ∗(·, t) in H(R),

1−
∣

∣e−iθ(tn)Ψ(·+ a(tn), tn + t)
∣

∣

2
⇀ 1−

∣

∣Ψ∗(·, t)
∣

∣

2
in L2(R),

(42)
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and
a(tn + t)− a(tn) → a∗(t), θ(tn + t)− θ(tn) → θ∗(t) and c(tn + t) → c∗(t), (43)

as n→ +∞. In particular, we obtain

ε(·, tn + t)⇀ ε∗(·, t) in H(R),

2〈Uc(tn+t), ε(·, tn + t)〉C + |ε(·, tn + t)|2 ⇀ 2〈Uc∗(t), ε
∗(·, t)〉C + |ε∗(·, t)|2 in L2(R),

(44)

as n→ +∞.

Using this limit characterization of the profile Ψ∗, we are able to show its localized and smooth
nature.

1.3.2 Localization and smoothness of the limit profile

In this subsection, we consider an arbitrary solution Ψ as in the statement of Theorem 1, which
can therefore be uniquely modulated by functions which we denote here again by a, θ and c. By
(7) and (9), we have the closeness estimate

d0(Ψmod(·, t), U0
)

< (A∗ + 1)α0, (45)

for any t ∈ R. Here, we have set, as before, Ψmod(x, t) := e−iθ(t)Ψ(x+ a(t), t). In the sequel, we
assume further that the number α0 (which appears in the statement of Theorem 1) is sufficiently
small so that we can write

Ψmod(x, t) = |Ψmod(x, t)| exp iϕmod(x, t),

for any x ∈ R \ [−1, 1] and any t ∈ R, with phase functions ϕmod(·, t) which satisfy (26) for any
t ∈ R. As in Proposition 4, we choose and fix a cut-off function χ ∈ C∞(R, [0, 1]) such that χ = 1
on [−1, 1] and χ = 0 outside (−2, 2). For arbitrary R ∈ R and t ∈ R, we then define the quantity

IR(t) ≡ IΨR (t) :=
1

2

∫

R

[

〈iΨmod, ∂xΨmod〉C − ∂x
(

(1− χ)ϕmod

)

]

(x, t)Φ(x−R) dx,

where

Φ(x) :=
1

2

(

1 + tanh
(x

2

))

.

Concerning the quantity IR, we can show the almost monotonicity formula given by

Proposition 7. There exist a universal constant K and a number 0 < αm ≤ α∗ such that, if
α0 ≤ αm, then we have

d

dt

[

IR+σt(t)
]

≥ 1

24

∫

R

[

(∂xΨ)2 + (1− |Ψ|2)2
]

(x+ a(t), t)Φ′(x−R− σt) dx−Ke−|R+σt|, (46)

for any R ∈ R, any t ∈ R, and any σ ∈ [−1/12, 1/12]. As a consequence, we also have

IR(t1) ≥ IR(t0)−Ke−|R|, (47)

for any real numbers t0 ≤ t1.

In the sequel, we denote I∗R(t) := IΨ
∗

R (t) the corresponding quantity for the specific choice of
Ψ∗ as the solution to the Gross-Pitaevskii equation. Notice in particular that

lim
R→−∞

I∗R(t) = P(Ψ∗).

We deduce from Proposition 7 the following bounds on I∗R.
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Proposition 8. Given any positive number δ, there exists a positive number Rδ, depending only
on δ, such that we have

∣

∣I∗R(t)
∣

∣ ≤ δ, ∀R ≥ Rδ,
∣

∣I∗R(t)− P(Ψ∗)
∣

∣ ≤ δ, ∀R ≤ −Rδ,

for any t ∈ R.

Proposition 8 guarantees that the momentum density of the solution Ψ∗ remains localized
for any time. Combining this information with the monotonicity formula in (46), we derive the
following weak localization of the energy density.

Corollary 2. There exists a positive number M0 such that
∫ t+1

t

∫

R

[

|∂xΨ∗|2 + (1− |Ψ∗|2)2
]

(x+ a∗(s), s)e|x| dx ds ≤M0, (48)

for any t ∈ R.

In order to conclude that Ψ∗ is a smooth and localized solution to (GP), we now improve the
weak localization of the energy density in (48) by using standard smoothing properties of the
linear Schrödinger equation. More precisely, we invoke

Proposition 9 ([5]). Let λ ∈ R, and consider a solution u ∈ C0(R, L2(R)) to the linear
Schrödinger equation

i∂tu+ ∂xxu = F,

with F ∈ L2(R, L2(R)). Then, there exists a positive constant Kλ, depending only on λ, such
that

λ2
∫ T

−T

∫

R

|∂xu(x, t)|2eλx dx dt ≤ Kλ

∫ T+1

−T−1

∫

R

(

|u(x, t)|2 + |F (x, t)|2
)

eλx dx dt, (49)

for any positive number T .

The smoothing properties in Proposition 9 were analysed in a more general context in [18].
We refer to [5] for a detailed proof of this proposition.

Arguing as in [5], we next derive from (48) and Proposition 9 the smoothness and exponential
decay of the derivatives of the solution Ψ∗.

Proposition 10. The solution Ψ∗ is of class C∞ on R×R. Moreover, given any integer k ≥ 1,
there exists a positive number Mk such that we have

k
∑

j=1

|∂jxΨ∗(x+ a∗(t), t)|2 + (1− |Ψ∗(x+ a∗(t), t)|2)2 ≤Mke
−|x|, (50)

for any (x, t) ∈ R
2.

In terms of the perturbation ε∗, this may be rephrased as

Corollary 3. Set ηε∗(·, t) := 2〈Uc∗(t), ε
∗(·, t)〉C + |ε∗(·, t)|2. Given any integer k ≥ 1, there exists

a positive number Mk such that we have

k
∑

j=1

|∂jxε∗(x, t)|2 + ηε∗(x, t)
2 ≤Mke

−|x|, (51)

for any (x, t) ∈ R
2.
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In conclusion, the function Ψ∗ is a very special solution to the dispersive Gross-Pitaevskii
equation. We now prove that the only solutions with similar localization and smoothness prop-
erties, which moreover remain perturbations of the black soliton U0 along the Gross-Pitaevskii
flow, are exact solitons. This rigidity property is sufficient to complete the proof of Theorem 2.
As a matter of fact, it guarantees that the limit profile Ψ∗ is exactly a soliton, which provides
the convergences in (11).

1.3.3 Rigidity of the limit profile

In order to establish this rigidity property, we follow the strategy developed in [5] for the non-
vanishing solitons Uc (see also [33] for similar arguments in the context of the Korteweg-de Vries
equations). We rely on the combination of two monotonicity formulae. In [5], they were written
in the hydrodynamical framework. We rephrase them in the framework corresponding to the
original variable Ψ∗. This makes possible to handle with possibly vanishing solutions to (GP).

More precisely, we come back to the equation satisfied by the limit perturbation ε∗, which we
write as

∂tε
∗ =

(

θ∗
)′
(t)

(

− iUc∗(t) − iε∗) +
((

a∗
)′
(t)− c∗(t)

) (

∂xUc∗(t) + ∂xε
∗)

−
(

c∗
)′
(t) ∂cUc∗(t) − iLc∗(t)(ε

∗)− iηε∗ε
∗,

(52)

with ηε∗(·, t) := 2〈Uc∗(t), ε
∗(·, t)〉C + |ε∗(·, t)|2. In this equation, the functional Lc(ε) is defined as

Lc(ε) := L+
c (ε) + iL−

c (ε) :=− ∂xxε1 − c∂xε2 −
(

1− |Uc|2
)

ε1 +Rcηε

+ i
(

− ∂xxε2 + c∂xε1 −
(

1− |Uc|2
)

ε2 +
c√
2
ηε

)

.
(53)

This quantity is the first order term in the expansion of (GP) for small ε and ηε. In contrast with
the classical situation where this quantity is the linearized part of (GP), the functional Lc(ε) is
not linear with respect to ε due to the nonlinear dependence of ηε with respect to ε. It is only
linear with respect to both ε and ηε. This complicates deeply the analysis of this first order term
since we cannot, as usual, rely on spectral theory. However, it is possible to by-pass this problem
by using monotonicity formulae, which present the advantage to apply to nonlinear situations.

In order to derive these monotonicity formulae properly, we now set

Tc(ε) :=
√
2Rc∂xε2 − c∂xε1 − (1− |Uc|2)ε2 −

c√
2
ηε, (54)

and we introduce the quantity

Mφc
c (ε) :=

∫

R

φcTc(ε)L+
c (ε),

where φc is a smooth real-valued function, possibly depending smoothly on c. We claim that the
derivative with respect to time of the functions

M∗(t) :=M
φc∗(t)
c∗(t) (ε∗(·, t)),

is essentially positive for suitable choices of the functions φc.

In order to confirm this further claim, we first compute this derivative. We introduce the
quantity

Gφc
c (ε) :=

1√
2

∫

R

(

(√
2(1− |Uc|2)φc + ∂x(Rcφc)

)

L+
c (ε)

2 + ∂x(Rcφc)L−
c (ε)

2

−
√
2(1− |Uc|2)φc L−

c (ε)Tc(ε) + ∂x(Rcφc)Tc(ε)2
)

,

(55)
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and we set G∗(t) := G
φc∗(t)
c∗(t) (ε∗(·, t)). This quantity turns out to be the main contribution to the

derivative of M∗. We also introduce a first order remainder given by

R∗ :=
∫

R

(

∂xxφc∗Tc∗(ε∗)L−
c∗(t)(ε

∗) + ∂xφc∗∂xTc∗(ε∗)L−
c∗(ε

∗) + c∗∂xφc∗Tc∗(ε∗)L+
c∗(ε

∗)
)

. (56)

With these notations at hand, we show

Proposition 11. Assume that the maps φc ∈ C∞(R,R) depend smoothly on c ∈ (−1, 1), and
that there exists a positive number Kφ for which

∣

∣φc(x)
∣

∣+
∣

∣∂cφc(x)
∣

∣ ≤ Kφ

(

1 + |x|
)

, and
∣

∣∂xφc(x)
∣

∣+
∣

∣∂xxφc(x)
∣

∣ ≤ Kφ, (57)

for any c ∈ (−1, 1) and x ∈ R. The function M∗ is then of class C1 on R, and there exists a
positive number κ0, depending only on Kφ and the numbers Mk in Corollary 3, such that we have

∣

∣

∣

∣

d

dt

(

M∗(t)
)

− G∗(t) +R∗(t)

∣

∣

∣

∣

≤κ0
(

β∗
)

1
4

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
)

, (58)

for any t ∈ R.

We now make the choice of the functions φc so that the quantity G∗(t) controls the perturba-
tion ε∗. In order to clarify the presentation, we introduce two families of functions φc. The first
one provides a localized control, while the second one gives a control at spatial infinity.

More precisely, we first set φc ≡ 1, and we denote by M∗
1, G∗

1 and R∗
1 the quantities appearing

in Proposition 11 for this first choice. The assumptions of Proposition 11 are then satisfied. By
definition, the functional R∗

1 is identically equal to 0. Moreover, we have

G∗
1(t) =

1

2

∫

R

(

1− |Uc∗(t)|2
)

(

3
(

L+
c∗(t)(ε

∗(·, t))
)2

+
(

L−
c∗(t)(ε

∗(·, t)) − Tc∗(t)(ε∗(·, t))
)2
)

.

We observe that this expression is positive and localized due to the exponential decay of the
function 1− |Uc∗(t)|2. For β∗ small enough, it provides the following bound on the function ε∗.

Proposition 12. There exist two numbers σ1 ∈ (0,
√
2) and κ1 ∈ (0,+∞) such that, when

β∗ ≤ σ1, we have

G∗
1(t) ≥ κ1

∫

R

(1− |Uc∗(t)|2)
(

|∂xxε∗(·, t)|2 + |∂xε∗(·, t)|2 + |ε∗(·, t)|2
)

, (59)

for any t ∈ R.

It is next necessary to recover a control at spatial infinity. In this direction, we consider a
second family of functions φc given by

φc(x) :=
x

Rc(x)
,

for any x ∈ R. We denote by M∗
2, G∗

2 and R∗
2 the quantities appearing in Proposition 11 for this

second choice. The functions φc satisfy the assumptions in (57).

Lemma 1. The functions φc are of class C∞ on R, depend smoothly on c ∈ (−1, 1) and satisfy
assumption (57).

Moreover, the quantities G∗
2 and R∗

2 provide the following bound on ε∗.
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Proposition 13. There exist two numbers σ2 ∈ (0, σ1) and κ2 ∈ (0,+∞) such that, when
β∗ ≤ σ2, we have

G∗
2(t)−R∗

2(t) ≥κ2
∫

R

(

|∂xxε∗(·, t)|2 + |∂xε∗(·, t)|2 + ηε∗(·, t)2
)

− 1

κ2

∫

R

(1− |Uc∗(t)|2)
(

|∂xxε∗(·, t)|2 + |∂xε∗(·, t)|2 + |ε∗(·, t)|2
)

,

(60)

for any t ∈ R.

When β∗ ≤ σ2, the combination of Propositions 11, 12 and 13 provides the inequality

d

dt

(

2M∗
1(t) + κ1κ2M∗

2(t)
)

≥ κ1κ
2
2

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
)

+ κ1

∫

R

(1− |Uc∗ |2)|ε∗|2

− κ0(2 + κ1κ2)
(

β∗
) 1

4

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
)

.

In particular, we can decrease again, if necessary, the value of β∗ in order to obtain

d

dt

(

2M∗
1(t) + κ1κ2M∗

2(t)
)

≥ κ

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
)

. (61)

with κ = min{κ1κ22, κ1}/2 > 0.

In view of the exponential bounds in (51), the quantity 2M∗
1+κ1κ2M∗

2 is uniformly bounded
on R. As a consequence, we have

∫

R

(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
]

(x, t) dx

)

dt < +∞.

Hence, we can find two sequences (t±n )n∈N, with t±n → ±∞, such that

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
]

(x, t±n ) dx→ 0,

as n→ +∞. Relying again on the exponential bounds in (51), this proves that

2M∗
1

(

t±n
)

+ κ1κ2M∗
2

(

t±n
)

→ 0,

so that, by (61),

∫

R

(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
]

(x, t) dx

)

dt = 0.

In other words, the function ε∗ is identically equal to 0. In view of (41), we infer that

c∗(t) = c∗(0),

for any t ∈ R. Combining (35) and (36) with Proposition 6, we conclude that

Corollary 4. We have
Ψ∗

0 = Uc∗0 .

In other words, a solution to (GP), which is smooth and localized according to Proposition 10,
and which is moreover a perturbation of the black soliton at initial time, is exactly a soliton.
With this rigidity result at hand, we are in position to conclude the proof of Theorem 2.
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1.3.4 Proof of Theorem 2 completed

From now on, we have established that, given any sequence of times (tn)n∈N tending to +∞,
there exists a subsequence (tnk

)k∈N and a number c∗0 such that

e−iθ(tnk
)Ψ(·+ a(tnk

), tnk
)⇀ Uc∗0 in H(R),

1−
∣

∣Ψ(·+ a(tnk
), tnk

)
∣

∣

2
⇀ 1−

∣

∣Uc∗0

∣

∣

2
in L2(R),

(62)

as k → +∞. By a compactness argument, the proof of (11) reduces to show that the speed c∗0
does not depend on the sequence (tn)n∈N. We argue by contradiction assuming that we are able
to find two sequences (sn)n∈N and (tn)n∈N, and two different speeds c∗1 and c∗2, for which we have
the convergences in (62). Without loss of generality, we can assume that c∗1 < c∗2, and that

tn ≤ sn ≤ tn+1, (63)

for any n ∈ N.

In order to provide a contradiction, we rely on the monotonicity formula in Proposition 7.
We set δ := P(Uc∗1)− P(Uc∗2) > 0, and we apply (47) for a positive number R such that

Ke−|R| ≤ δ

8
,

where K refers to the universal constant in Proposition 7, and
∣

∣

∣

∣

1

2

∫

R

(

Φ(x+R)− Φ(x−R)
)

(

〈iUc∗j , ∂xUc∗j 〉C − ∂x
(

(1− χ)ϕc∗j

)

)

dx− P(Uc∗j )

∣

∣

∣

∣

≤ δ

8
, (64)

for j = 1 and j = 2. Here, ϕc∗j refers to the unique phase function for Uc∗j on R \ [−1, 1], which

satisfies (26). In this situation, we first deduce from Proposition 7 and (63) that

I±R(sn) ≥ I±R(tn)−
δ

8
, and I±R(tn+1) ≥ I±R(sn)−

δ

8
, (65)

for any n ∈ N. Combining (62) with (64), we also have

∣

∣I−R(sn)− IR(sn)− P(Uc∗1)
∣

∣ ≤ δ

4
, and

∣

∣I−R(tn)− IR(tn)− P(Uc∗2)
∣

∣ ≤ δ

4
,

for n large enough. In view of (65), we are led to

IR(sn) ≥ IR(tn) +
3δ

8
,

so that, by (65) again,

IR(tn+1) ≥ IR(tn) +
δ

4
.

As a consequence, the sequence (IR(tn))n∈N is unbounded, which provides the desired contradic-
tion.

In conclusion, the convergences in (62) are independent of the choice of the sequence (tn)n∈N.
Statement (11) follows with c∗ := c∗0, and (12) is then a consequence of the Sobolev embedding
theorem. Coming back to (35), (36) and (37), we observe that

c(t) → c∗, ε(·, t) ⇀ 0 in H(R), and ηε(·, t)⇀ 0 in L2(R), (66)

as t→ +∞, where ηε(·, t) := 2〈Uc(t), ε(·, t)〉C + |ε(·, t)|2.
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In order to complete the proof of Theorem 2, it remains to establish the convergences in (10).
We rely on the formulae for the time derivatives of the modulation parameters a, c and θ, which
appear in the proof of Proposition 3 below. According to (2.23), the derivatives a′(t), c′(t) and
θ′(t) are indeed given by





a′(t)− c(t)
c′(t)
θ′(t)



 = M(c(t), ε(·, t))−1
(

F(c(t), ε(·, t))
)

, (67)

where the matrix M(c, ε) is defined in (2.24), and the vector F(c, ε) is equal to

F(c, ε) =





〈i∂xUc, ηε(Uc + ε)〉L2 − 〈iUc, (∂xηc)ε〉L2

〈∂xUc, ηεε+ |ε|2Uc〉L2

−2〈∂xUc, (∂xηc)ε〉L2 + 〈Rc, 2(|∂xUc|2 − ηcR
2
c)ε+ ηcηε(Uc + ε)〉L2 − c〈iRc, ηcε〉L2



 ,

with Uc = Rc + ic/
√
2 and ηc = 1− |Uc|2.

In order to take the limit t → +∞ in (67), we invoke the weak convergences in (66). Con-
cerning the variable ε, they may be rephrased as

∂xε(·, t)⇀ 0 in L2(R), and (1− |Uσ|2)
1
2 ε(·, t) ⇀ 0 in H1(R),

as t → +∞, for any σ ∈ (−
√
2,
√
2). As a consequence of the Rellich compactness theorem, we

also have the local uniform convergence

ε(·, t) → 0 in L∞
loc(R),

as t→ +∞. Applying all these convergences to (2.24), we first obtain

M(c(t), ε(·, t)) →









1
3

(

2− c2∗
) 3

2 0 c∗
(

2− c2∗
) 1

2

0 −
(

2− c2∗
)

1
2 0

0 0 −1
3

(

2− c2∗
)

3
2









, (68)

as t→ +∞. Concerning the vector F(c, ε), we derive from the previous convergences that

(1− |Uσ|2)
1
2 ηε(·, t)ε(·, t) ⇀ 0 in L2(R), and (1− |Uσ|2)

1
2 |ε(·, t)|2 ⇀ 0 in L2(R),

as t→ +∞, for any σ ∈ (−
√
2,
√
2). This is enough to conclude that

F(c(t), ε(·, t)) → 0,

as t → +∞. The convergences in (10), as well as the property that c′(t) → 0 as t → +∞, then
follows from (66), (67) and (68). This ends the proof of Theorem 2.

1.4 Outline of the paper

The remaining part of this paper is devoted to the proofs of all the results, which we have used
in the introduction in order to establish the orbital and asymptotic stability of the black soliton.

In Section 2, we gather the results concerning the derivation of orbital stability: the minimizing
properties of the black soliton in Subsections 2.1 and 2.2, the construction of the modulation
parameters in Subsection 2.3, and the analysis of their evolution in Subsection 2.4.

Section 3 is devoted to the statements used in the proof of asymptotic stability. The con-
struction of the limit profile is detailed in Subsection 3.1. The derivation of its smoothness
and localization is performed in Subsection 3.2, while its rigidity properties are investigated in
Subsection 3.3.

In a separate appendix, we finally give the proofs regarding the definition and properties of
the momentum.
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2 Orbital stability of the black soliton

2.1 Proof of Proposition 1

We split the proof into three steps. We first consider the quadratic form

Q0(f) :=
1

2

∫

R

(

(f ′)2 − (1− U2
0 )f

2
)

. (2.1)

Here, f refers to a real-valued function in H(R). We denote by H(R) this Euclidean subspace of
H(R), and we endow it with the scalar product 〈·, ·〉H0 corresponding to the norm ‖ · ‖H0 . We
claim that

Step 1. There exist a positive number Λ0 such that

Q0(f) ≥ Λ0

∫

R

(

(f ′)2 + (1− U2
0 )f

2
)

, (2.2)

for any function f ∈ H(R) such that

∫

R

f U ′
0 =

∫

R

f U0 (1 − U2
0 ) = 0. (2.3)

Moreover, the quantity Q0(f) remains non-negative if only the first orthogonality condition in
(2.3) is satisfied.

In view of (2.1), the quadratic form Q0 is well-defined and continuous on H(R). We claim
that the corresponding self-adjoint operator Q0 (on H(R)) may be written as

Q0 =
1

2
I − T0, (2.4)

where T0 is a compact self-adjoint operator on H(R).

As a matter of fact, given a function f ∈ H(R), the linear mapping g 7→
∫

R
(1 − U2

0 )fg is
continuous on H(R). As a consequence of the Riesz theorem, there exists a bounded, self-adjoint
operator T0 on H(R) such that

〈T0(f), g〉H0 =

∫

R

(1− U2
0 )fg, (2.5)

for any g ∈ H(R). In view of (2.1), the operator Q0 writes according to identity (2.4).

We next check the compactness of T0. Given a uniformly bounded sequence of functions fn ∈
H(R), we can assume, up to a subsequence, that it weakly converges to a function f∞ ∈ H(R),
as n → +∞. Since the functions (1 − U2

0 )
1/2fn are uniformly bounded in H1(R), we can also

assume that
(1− U2

0 )
1
2 fn → (1− U2

0 )
1
2 f∞ in C0

loc(R). (2.6)

Recall now that
|fn(x)| ≤ |fn(0)|+ |x| 12‖f ′n‖L2 .

Since 1 − U2
0 has exponential decay at infinity, the functions (1 − U2

0 )
1/4fn are also uniformly

bounded in L2(R). Combining with (2.6), and again the exponential decay of 1−U2
0 , we obtain

∫

R

(1− U2
0 )(fn − f∞)2 → 0,
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as n→ +∞. It remains to observe that

‖T0(f)‖H0 ≤
∫

R

(1− U2
0 )f

2,

by (2.5) in order to deduce the compactness of T0 on H(R).

Coming back to (2.4), we apply the spectral theorem to find a sequence of eigenvalues µn for
Q0, with µn → 1/2 as n→ +∞, as well as an Hilbert basis (en)n∈N of H(R) such that

Q0(en) = µnen,

for any n ∈ N. Since Q0 ≤ 1/2 I as a self-adjoint operator, the numbers µn actually belong to
(−∞, 1/2]. We can furthermore assume that the sequence (µn)n∈N is non-decreasing. We next
compute the ordinary differential equation for an eigenfunction f with eigenvalue µ ∈ (−∞, 1/2),
which writes as

−f ′′ − (1− U2
0 )f =

4µ

1− 2µ
(1− U2

0 )f.

The constant function 1 solves this equation for µ = −1/2. The function U0 solves this equation
for µ = 0, and it owns exactly one zero. By Sturm-Liouville theory (see e.g. [17]), the operator
Q0 has exactly one negative direction, and its kernel reduces to the function U0. In other words,

µ0 = −1

2
< µ1 = 0 < µ2, Ker

(

Q0 +
I

2

)

= R 1, and KerQ0 = RU0.

As a consequence, estimate (2.2) holds for Λ0 = µ2 under the two orthogonality conditions
〈f, 1〉H0 = 〈f, U0〉H0 = 0. Since

〈f, 1〉H0 =
√
2

∫

R

fU ′
0, and 〈f, U0〉H0 =

∫

R

f U0 (1− U2
0 ),

due to (3), this achieves the proof of (2.2). Finally, since U0 spans the kernel of Q0, the quadratic
form Q0 remains non-negative if we omit the second orthogonality condition in (2.3).

We now recall that

E(U0 + ε)− E(U0) = Q0(ε1) +Q0(ε2) +
1

4

∫

R

η2ε , (2.7)

due to (6), where ε := ε1 + iε2 and ηε = 2U0ε1 + |ε|2. As a consequence of Step 1, we obtain

Step 2. When ε ∈ E(R) satisfies the three orthogonality conditions in (15), we have

∫

R

η2ε ≤ 4
(

E(U0 + ε)− E(U0)
)

, and Λ0‖ε2‖2H(R) ≤ E(U0 + ε)− E(U0).

We indeed deduce from Step 1 the two inequalities

Q0(ε1) ≥ 0, and Q0(ε2) ≥ Λ0‖ε2‖2H(R),

so that Step 2 follows from identity (2.7).

We are now in position to provide the

Step 3. End of the proof of Proposition 1.
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The first element is to observe that

1

4

∫

R

(1− U2
0 )η

2
ε =

1

4

∫

R

(1− U2
0 )|ε|4 +

∫

R

(1− U2
0 )U

2
0 ε

2
1 +

∫

R

(1− U2
0 )U0ε1|ε|2. (2.8)

Going back to (3), and applying the Sobolev embedding theorem to the map (1 − U0)
1/2ε, we

compute

∫

R

(1− U2
0 )U0ε1|ε|2 =

1√
2

∫

R

(1− U2
0 )
(

ε′1(3ε
2
1 + ε22) + 2ε′2ε1ε2

)

≤ K‖ε‖3H0
,

where K refers, here as in the sequel, to a universal constant. In particular, we deduce from
(2.8) that

1

4

∫

R

(1− U2
0 )η

2
ε ≥

∫

R

(1− U2
0 )U

2
0 ε

2
1 −K‖ε‖3H0

.

Under the three orthogonality conditions in (15), we can now combine Steps 1 and 2 with identity
(2.7) to obtain

E(U0 + ε)− E(U0) ≥ Q0(ε1) +
1

4

∫

R

(1− U2
0 )η

2
ε ≥ Q0(ε1) +

∫

R

(1− U2
0 )U

2
0 ε

2
1 −K‖ε‖3H0

.

At this stage, we apply the Cauchy-Schwarz inequality to obtain

〈ε1, U0〉2H0
≤ 2

√
2

∫

R

(1− U2
0 )U

2
0 ε

2
1,

so that

E(U0 + ε)− E(U0) ≥ Q0(ε1) +
1

2
√
2
〈ε1, U0〉2H0

−K‖ε‖3H0
.

Under the first orthogonality condition in (15), it follows from Step 1 that

Q0(ε1) ≥ Λ0

∥

∥ε1 − 〈ε1, e1〉H0e1
∥

∥

2

H0
,

where we have set e1 := U0/‖U0‖H0 , so that

E(U0 + ε)− E(U0) ≥ Λ0‖ε1‖2H0
−K‖ε‖3H0

,

for a possible further choice of the number Λ0. In view of Step 2, this is enough to conclude the
proof of Proposition 1.

2.2 Proof of Corollary 1

The proof relies on the expansion in (6). In view of (3), we can rewrite this identity as

E(Uc + ε) = E(Uc)− c

∫

R

〈iU ′
c, ε〉C +

1

2

∫

R

(

∣

∣ε′
∣

∣

2 − (1− |Uc|2)|ε|2 +
1

2
η2ε

)

. (2.9)

Notice here that the function ηε is defined with respect to Uc, and not U0. In other terms, it is
equal to ηε = 2〈Uc, ε〉C + |ε|2.

The first order term in the right-hand side of (2.9) is equal to 0 due to the second orthogonality
conditions in (16). Concerning the first one, we derive from (4) the formula

E(Uc) =
1

3
(2− c2)

3
2 .
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A first order expansion of this quantity yields

E(Uc)− E(U0) ≥ −4
√
2c2,

when c ∈ (−
√
2,
√
2). For |c| ≤ σ, we also check that

∣

∣ηc(x)− η0(x)
∣

∣ ≤ Aσc
2
(

1 + |x|2
)

ησ(x), (2.10)

where, here as in the sequel, Aσ refers to a constant depending only on σ. As a consequence of
the inequality

|ε(x)| ≤ |ε(0)| + |x| 12 ‖ε′‖L2 ,

we deduce that
∫

R

∣

∣|Uc|2 − |U0|2
∣

∣|ε|2 ≤ Aσc
2‖ε‖2H0

.

Therefore, identity (2.9) reduces to

Q0(ε1) +Q0(ε2) +
1

4

∫

R

η2ε ≤ E(Uc + ε)− E(U0) +Aσc
2
(

1 + ‖ε‖2H0

)

. (2.11)

We next expand the orthogonality conditions in (16). Arguing as in (2.10), we deduce from
(4) that

‖Rc − U0‖L∞ ≤ Ac2.

Since U ′
c = ηc/

√
2 by (4), we derive from (16), and again (2.10), that

∣

∣〈ε, ∂xU0〉L2

∣

∣+
∣

∣〈ε, i∂xU0〉L2

∣

∣+
∣

∣〈ε, iU0(1− |U0|2)〉L2

∣

∣ ≤ Aσc
2‖ε‖H0 .

In particular, we can decompose ε1 and ε2 along the form

ε1 = ǫ1 + µ1U
′
0, and ε2 = ǫ2 + µ2U

′
0 + ν2U0(1− |U0|2),

where ǫ = (ǫ1, ǫ2) satisfies the orthogonality conditions in (15), and the coefficients µ1, µ2 and
ν2 satisfy the estimate

|µ1|+ |µ2|+ |ν2| ≤ Kc2‖ε‖H0 .

As a consequence of Step 1 in the proof of Proposition 1, we obtain

Q0(ε1) ≥ −Aσc
2‖ε‖2H0

, and Q0(ε2) ≥
(

Λ0 −Aσc
2
)

‖ε‖2H0
. (2.12)

Inserting these inequalities into (2.11), we are led to

Λ0‖ε2‖2H0
+

1

4

∫

R

η2ε ≤ E(Uc + ε)− E(U0) +Aσc
2
(

1 + ‖ε‖2H0

)

. (2.13)

Finally, we argue as in Step 3 of the proof of Proposition 1. Since ǫ1 is orthogonal to U ′
0 in

L2(R), we have

Q0(ǫ1) +

∫

R

(1− U2
0 )U

2
0 ǫ

2
1 ≥ Λ0‖ǫ1‖2H0

,

so that

Q0(ε1) +

∫

R

(1− U2
0 )U

2
0 ε

2
1 ≥ Λ0‖ε1‖2H0

−Aσc
2‖ε‖2H0

. (2.14)

On the other hand, we check that

1

4

∫

R

(1− U2
0 )η

2
ε ≥

∫

R

(1− U2
0 )〈Uc, ε〉2C −K‖ε‖3H0

≥
∫

R

(1− U2
0 )U

2
0 ε

2
1 −Aσ‖ε‖2H0

(

|c|+ ‖ε‖H0

)

.

Combining with (2.11), (2.12) and (2.14), we are led to

Λ0‖ε1‖2H0
≤ E(Uc + ε)− E(U0) +Aσ

(

c2 + |c|‖ε‖2H0
+ ‖ε‖3H0

)

.

In view of (2.13), this completes the proof of Corollary 1.
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2.3 Proof of Proposition 2

The construction of the modulation parameters is standard. For sake of completeness, we recall
the following details. We first establish

Lemma 2.1. Let (c, a, θ) ∈ (−
√
2,
√
2) × R

2, and set Uc,a,θ := eiθUc(· − a). Given a positive
number δ, there exists a positive number β such that, if

∥

∥Uc,b1,ϑ1 − Uc,b2,ϑ2

∥

∥

Hc
< β,

then,
∣

∣b2 − b1
∣

∣+
∣

∣eiϑ2 − eiϑ1
∣

∣ < δ.

Proof. The proof is by contradiction. Assume that the conclusions of Lemma 2.1 are false. Then,
there exist a positive number δ and two sequences (bn)n∈N and (ϑn)n∈N such that

∥

∥eiϑnUc(· − an)− Uc

∥

∥

Hc
→ 0, (2.15)

as n → +∞, with |an| + |eiϑn − 1| ≥ δ for any n ∈ N. Up to a subsequence, we can assume
that eiϑn → eiϑ, as n → +∞. On the other hand, if the sequence (an)n∈N were unbounded,
then a subsequence would tend to either +∞ or −∞. In any case, the left-hand side of (2.15)
would tend to 2‖Uc‖Hc , which is not possible. Therefore, the sequence (an)n∈N is bounded,
and we can extract a further subsequence, which converges to a. In view of (2.15), we have
eiϑUc(· − a) = Uc, so that a = 0 and eiϑ = 1. This gives the desired contradiction with the fact
that |a|+ |eiϑ − 1| ≥ δ.

We are now in position to provide the

Proof of Proposition 2. Set, as before, Uσ := Rσ + iIσ, and consider the map Ξ given by

Ξ(Ψ, σ, b, ϑ) =
(

〈i∂xUσ, ε〉L2 , 〈∂xUσ, ε〉L2 , 〈iRσ(1− |Uσ |2), ε〉L2

)

, (2.16)

with ε := e−iϑΨ(·+b)−Uσ. The map Ξ is well-defined and smooth from H(R)× (−
√
2,
√
2)×R

2

to R3. Moreover, we can apply the implicit function theorem in order to obtain

Step 1. Let (c, a, θ) ∈ (−
√
2,
√
2) × R

2. There exist two positive numbers ρ and Λ, depending
continuously on c, for which there exists a map γc,a,θ ∈ C1(BH0(Uc,a,θ, ρ), (−

√
2,
√
2)× R

2) such
that, given any Ψ ∈ BH0(Uc,a,θ, ρ), (σ, b, ϑ) = γc,a,θ(Ψ) is the unique solution in B((c, a, θ),Λρ)
of the equation

Ξ(Ψ, σ, b, ϑ) = 0.

Moreover, the map γc,a,θ is Lipschitz on BH0(Uc,a,θ, ρ) with Lipschitz constant at most Λ.

In view of (2.16), we have Ξ(Uc,a,θ, c, a, θ) = 0. Moreover, we derive from (4) that

∂σΞ(Uc,a,θ, c, a, θ) =−
(

〈i∂xUc, ∂cUc〉L2 , 0, 0
)

= −
(

(2− c2)
1
2 , 0, 0

)

,

∂bΞ(Uc,a,θ, c, a, θ) =
(

0, ‖∂xUc‖2L2 , 0
)

=
1

3

(

0, (2 − c2)
3
2 , 0

)

,

∂ϑΞ(Uc,a,θ, c, a, θ) =−
(

0, 〈∂xUc, iUc〉L2 , 〈Rc(1− |Uc|2), Uc〉L2

)

=
1

3

(

0, 3c(2 − c2)
1
2 ,−(2− c2)

3
2
)

.
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Therefore, the differential Dc := dσ,b,ϑΞ(Uc,a,θ, c, a, θ) is a continuous isomorphism from R
3 to

R
3, with operator norm bounded from below by τc := (2−c2)3/2/3. In particular, the differential

dΨΞ(Uc,a,θ,c, a, θ)(φ)

=
(

〈i∂xUc, e
−iθφ(·+ a)〉L2 , 〈∂xUc, e

−iθφ(·+ a)〉L2 , 〈iRc(1− |Uc|2), e−iθφ(·+ a)〉L2

)

,

may be written as
dΨΞ(Uc,a,θ, c, a, θ) = DcTc,a,θ,

where Tc,a,θ is a continuous linear mapping from H(R) to R
3, with operator norm depending

continuously on τc. Finally, given any number 0 < τ <
√
2, the operator norm of the sec-

ond order differential d2Ξ(Ψ, σ, b, ϑ) is bounded by a constant Aτ , depending only on τ , when
(Ψ, σ, b, ϑ) ∈ H(R) × (−σ(τ/2), σ(τ/2)) × R2, with σ(x) = (2 − x2)1/2. It then remains to no-
tice that Assumption (iv) of [4, Proposition A.1] is satisfied when U = (−σ(τ), σ(τ)) × R

2 and
V = (−σ(τ/2), σ(τ/2)) × R

2, and to apply this proposition to the map Ξ in order to establish
the statements in Step 1.

Step 2. End of the proof.

Let ρ0 and Λ0 be the constants in Step 1 corresponding to the case c = 0. Without loss of
generality, we can assume that Λ0ρ0 < 1. Consider the number β0 provided by Lemma 2.1 for
δ0 = Λ0ρ0/16, and set α0 := min{ρ0/2, β0/4}. When Ψ ∈ U0(α0), there exist numbers b and ϑ
such that Ψ ∈ BH0(U0,b,ϑ, ρ0/2). By Step 1, we can define the numbers c(Ψ), a(Ψ) and θ(Ψ) by
setting

(

c(Ψ),a(Ψ),θ(Ψ)
)

= γ0,b,ϑ(Ψ).

We claim that the definition of c(Ψ) and a(Ψ) does not depend on the choice of b and ϑ.
Concerning the number θ(Ψ), it is also independent of b and ϑ modulo 2π. In particular, the
map (c,a,θ) is well-defined from U0(α0) with values in R

2 × R/2πZ.

Indeed, assume that Ψ ∈ BH0(U0,b1,ϑ1 , ρ0/2) for other numbers b1 and ϑ1. Then, we have

‖U0,b1,ϑ1 − U0,b,ϑ‖H0 < 4α0 ≤ β0,

so that, by Lemma 2.1,
∣

∣b1 − b
∣

∣+ |eiϑ1 − eiϑ| < Λ0ρ0
16

. (2.17)

Since λ0ρ0 < 1, and |eit−1| ≥ 5π|t|/6 when t ∈ (−π, π), with |eit−1| < 1, there exists an integer
k ∈ Z such that

|ϑ1 − ϑ− 2πk| < 5πΛ0ρ0
96

<
Λ0ρ0
4

. (2.18)

On the other hand, the map γ0,b,ϑ is Lipschitz on B(U0,b,ϑ, 2α0), with Lipschitz constant at most
Λ0. Hence,

∣

∣(c(Ψ),a(ψ),θ(Ψ)) − (0, b, ϑ)
∣

∣ =
∣

∣γ0,b,ϑ(Ψ)− γ0,b,ϑ(U0,b,ϑ)
∣

∣ ≤ Λ0ρ0
2

.

Combining with (2.17) and (2.18), we obtain

∣

∣(c(Ψ),a(Ψ),θ(Ψ) + 2kπ)− (0, b1, ϑ1)
∣

∣ < Λ0ρ0.

Since Ξ(Ψ, c(Ψ),a(Ψ),θ(Ψ)+2kπ) = 0, we deduce from Step 1 that (c(Ψ),a(Ψ),θ(Ψ)+2kπ) =
γ0,b1,ϑ1(Ψ). In conclusion, c(Ψ), a(Ψ) and θ(Ψ) (modulo 2π) do not depend on the choice of b
and ϑ such that Ψ ∈ BH0(U0,b,ϑ, ρ0/2).
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We next turn to the smoothness of c, a and θ. For Φ ∈ U0(α0) such that ‖Φ − Ψ‖H0 < α0,
and (b, ϑ) ∈ R

2 such that Ψ ∈ BH0(U0,b,ϑ, ρ0/2), we have ‖Φ − U0,b,ϑ‖H0 < ρ0. By Step 1, we
obtain

(

c(Ψ),a(Ψ),θ(Ψ)
)

= γ0,b,ϑ(Ψ), and
(

c(Φ),a(Φ),θ(Φ)
)

= γ0,b,ϑ(Φ).

Since γ0,b,ϑ is of class C1 on BH0(U0,b,ϑ, ρ0), the maps c, a and θ are in turn of class C1 on U0(α0).

Concerning estimate (18), recall that

(

c(Ψ),a(Ψ),θ(Ψ)
)

= γ0,b,ϑ(Ψ)

when Ψ ∈ BH0(U0,b,ϑ, α), with α ≤ α0. In view of the Lipschitz continuity on BH0(U0,b,ϑ, ρ0) of
the map γ0,b,ϑ, this provides

|c(Ψ)|+ |a(Ψ)− b|+ |θ(Ψ)− ϑ| ≤ Λ0‖Ψ− U0,b,ϑ‖H0 ≤ Λ0α. (2.19)

On the other hand, we derive from (4) the existence of a universal constant K such that

‖Uc(Ψ),a(Ψ),θ(Ψ) − U0,b,ϑ‖H0 ≤ K
(

|c(Ψ)|+ |a(Ψ)− b|+ |θ(Ψ)− ϑ|
)

.

This leads to
‖ε‖H0 = ‖Ψ− Uc(Ψ),a(Ψ),θ(Ψ)‖H0 ≤ α

(

1 +KΛ0

)

.

Estimate (18) follows combining with (2.19).

Finally, conditions (16) are direct consequences of the definitions of the maps γ0,b,ϑ. This
completes the proof of Proposition 2.

2.4 Proof of Proposition 3

As mentioned previously in the introduction, the proof relies on differentiating with respect to
time the orthogonality conditions in (16). In order to justify the computations, we first assume
that ∂xΨ

0 belongs to H2(R). In this situation, it was proved in [48] that the derivative ∂xΨ of
the corresponding solution is in C0(R,H2(R)). As a consequence of (GP), the solution Ψ belongs
to C1(R,H(R)).

When it moreover lies in the set U0(α0) for any t ∈ (−T, T ), we can invoke Proposition 2
to define the modulation parameters (c(t), a(t), θ(t)) ∈ (−1, 1) × R

2 for any t ∈ (−T, T ). The
corresponding functions c, a and θ are of class C1 on (−T, T ) due to the chain rule theorem.
Notice also that the remainder ε is in C1((−T, T ),H(R)), so that we are allowed to write (21).

Recall here that the function θ is not valued in the torus R/2πZ, but instead, is a continu-
ous real valued function. Moreover, the number θ(0) is fixed so that it belongs to [0, 2π) (see
Subsection 1.2 for more details)

As a consequence, we can differentiate the first orthogonality condition in (16) to obtain

(a′ − c)
(

‖∂xUc‖2L2 + 〈∂xUc, ∂xε〉L2

)

+ c′
(

〈∂c∂xUc, ε〉L2 − 〈∂cUc, ∂xUc〉L2

)

+ θ′ 〈i∂xUc, Uc + ε〉L2 = 〈i∂xUc, ∂xxε− ic∂xε+ ηcε− ηε(Uc + ε)〉L2 .
(2.20)

At this stage, we use (4) to compute

‖∂xUc‖2L2 =
(2− c2)

3
2

3
, 〈∂cUc, ∂xUc〉L2 = 0, and 〈i∂xUc, Uc〉L2 = c(2− c2)

1
2 .

We also derive from (3) that

〈i∂xUc, ∂xxε− ic∂xε+ ηcε〉L2 = −〈iUc, (∂xηc)ε〉L2 .
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Inserting these identities into (2.20), and combining with (16), we obtain

((2− c2)
3
2

3
+ 〈∂xUc, ∂xε〉L2

)

(a′ − c)+〈∂c∂xUc, ε〉L2 c′ + c(2− c2)
1
2 θ′

=〈i∂xUc, ηε(Uc + ε)〉L2 − 〈iUc, (∂xηc)ε〉L2 .

(2.21)

We next differentiate the second and third conditions in (16), and we derive from similar
computations the identities

〈i∂xUc, ∂xε〉L2 (a′ − c) +
(

− (2− c2)
1
2 + 〈i∂c∂xUc, ε〉L2

)

c′ = 〈∂xUc, ηεε+ |ε|2Uc〉L2 , (2.22)

and

〈iηcRc, ∂xε〉L2 (a′ − c) +
(

〈i∂cRc, ηcε〉L2 + 〈iRc, (∂xηc)ε〉L2

)

c′ −
((2− c2)

3
2

3
+ 〈Rc, ηcε〉L2

)

θ′

=− 2〈∂xUc, (∂xηc)ε〉L2 + 2〈Rc, (|∂xUc|2 − ηcR
2
c)ε〉L2 − c〈iRc, ηcε〉L2 + 〈Rc, ηcηε(Uc + ε)〉L2 .

Combining with (2.21), this gives a system of the form

M(c, ε)





a′ − c
c′

θ′



 = F(c, ε), (2.23)

where the matrix M(c, ε) is equal to

M(c, ε) :=








(2−c2)
3
2

3 + 〈∂xUc, ∂xε〉L2 〈∂c∂xUc, ε〉L2 c(2− c2)
1
2

〈i∂xUc, ∂xε〉L2 −(2− c2)
1
2 + 〈i∂c∂xUc, ε〉L2 0

〈iηcRc, ∂xε〉L2 〈i∂cRc, ηcε〉L2 + 〈iRc, (∂xηc)ε〉L2 − (2−c2)
3
2

3 − 〈Rc, ηcε〉L2









.

(2.24)

When Ψ(·, t) actually lies in U0(α1), with α1 < α0, for any t ∈ (−T, T ), we derive from (18) that

‖ε(·, t)‖H0 + |c(t)| ≤ A0α1. (2.25)

In particular, we can fix α1 such that the matrix M(c, ε) is invertible, and the operator norm of
its inverse is bounded by some positive number A1, depending only on α1.

Similarly, we can check that the right-hand side of (2.23) satisfies

‖F(c, ε)‖R3 ≤ A1‖ε‖H0 ,

for a further choice of the constant A1. In view of (2.23), this provides

|a′(t)− c(t)| + |c′(t)|+ |θ′(t)| ≤ A2
1‖ε(·, t)‖H0 , (2.26)

for any t ∈ (−T, T ).
In order to complete the proof of (22), we rewrite (2.22) as

c′ =
1

(2− c2)
1
2

(

〈i∂xUc, ∂xε〉L2 (a′ − c) + 〈i∂c∂xUc, ε〉L2

)

c′ − 〈∂xUc, ηεε+ |ε|2Uc〉L2

)

,

Combining with (2.25) and (2.26), this yields the quadratic estimate in (22) for a possible further
choice of A1.
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At this stage, we only have to prove that this estimate remains available for a general initial
datum Ψ0 ∈ E(R). This results from a density argument. Indeed, the (GP) flow is continuous
with respect to the initial datum in E(R) (see e.g. [48]). Moreover, we observe that the matrix
M(c, ε), as well as the quantity F(c, ε), depend continuously on Ψ ∈ H(R). This follows in
particular from the continuity of the modulation maps (c,a,θ). Since the matrix M(c, ε) is
invertible with an operator norm of its inverse depending only on α1, we can use a density
argument to extend (2.23) to a general solution. This establishes the continuous differentiability
of the maps (c, a, θ), and the estimates in (22) again result from (2.23). We refer to [4], where a
similar density argument is performed, for more details.

3 Asymptotic stability of the black soliton

3.1 First properties of the limit profile

3.1.1 Proof of Proposition 6

In order to prove Proposition 6, we rely on the following result proved in [5, Proposition A.3],
which we only rephrase according to the terminology and topologies of the present paper.

Proposition 3.1 ([5]). Consider a sequence (Ψn,0)n∈N ∈ E(R)N, and a function Ψ0 ∈ E(R) such
that

Ψn,0 ⇀ Ψ0 in H(R), and 1− |Ψn,0|2 ⇀ 1− |Ψ0|2 in L2(R),

as n → +∞. Denote by Ψn, respectively Ψ, the unique global solutions to (GP) with initial
datum Ψn,0, respectively Ψ0. Given any fixed t ∈ R, we have

Ψn(·, t)⇀ Ψ(·, t) in H(R), and 1− |Ψn(·, t)|2 ⇀ 1− |Ψ(·, t)|2 in L2(R),

when n→ +∞.

We now prove Proposition 6. First, we have Uc(tn) → Uc∗0 in H(R), as n→ +∞. We therefore
derive from (35) that

e−iθ(tn)Ψ(·+ a(tn), tn)⇀ Uc∗0 + ε∗0 in H(R),

as n → +∞. In view of (37), the weak convergences in (42) are then direct consequences of
Proposition 3.1.

Concerning (43), it suffices to prove that the only possible accumulation points of the se-
quences (a(tn + t) − a(tn))n∈N, (θ(tn + t) − θ(tn))n∈N and (c(tn + t))n∈N are given respectively
by a∗(t), θ∗(t) and c∗(t). The convergences in (43) will then follow from (8) and (33) applying
a compactness argument. Fix t ∈ R, and assume that, up to a possible subsequence, we have

a(tn + t)− a(tn) → ã(t), θ(tn + t)− θ(tn) → θ̃(t), and c(tn + t) → c̃(t), (3.1)

as n→ +∞. By the weak sequential continuity of translations, we deduce that

e−iθ(tn+t)Ψ(·+ a(tn + t), tn + t)⇀ e−iθ̃(t)Ψ∗(·+ ã(t), t) in H(R),

1−
∣

∣Ψ(·+ a(tn + t), tn + t)
∣

∣

2
⇀ 1−

∣

∣Ψ∗(·+ ã(t), t)
∣

∣

2
in L2(R),

as n→ +∞. Since Uc(tn+t) → Uc̃(t) in H(R), and 1− |Uc(tn+t)|2 → 1− |Uc̃(t)|2 in L2(R) by (3.1),
we also obtain

ε(·, tn + t)⇀ ε̃(·, t) := e−iθ̃(t)Ψ∗(·+ ã(t), t)− Uc̃(t) in H(R),

2〈Uc(tn+t), ε(·, tn + t)〉C + |ε(·, tn + t)|2 ⇀ 2〈Uc̃(t), ε̃(·, t)〉C + |ε̃(·, t)|2 in L2(R),
(3.2)
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as n → +∞. Recall that by construction εn(·, t) := ε(·, tn + t) satisfies the orthogonality
conditions
∫

R

〈εn(·, t), U ′
c(tn+t)〉C =

∫

R

〈εn(·, t), iU ′
c(tn+t)〉C =

∫

R

〈εn(·, t), iRc(tn+t)〉C
(

1− |Uc(tn+t)|2
)

= 0.

Passing to the limit n→ +∞, we obtain

∫

R

〈ε̃(·, t), U ′
c̃(t)〉C =

∫

R

〈ε̃(·, t), iU ′
c̃(t)〉C =

∫

R

〈ε̃(·, t), iRc̃〉C
(

1− |Uc̃(t)|2
)

= 0.

The uniqueness of the modulation parameters claimed in Proposition 2 then yields the equalities
ã(t) = a∗(t), eiθ̃(t) = eiθ

∗(t), and c̃(t) = c∗(t), so that ε∗(·, t) = ε̃(·, t), and (44) then reduces to
(3.2).

Finally, observe that the function θ̃ is continuous on R due to (8) and (3.1). Since θ∗ is also
continuous, with θ∗(0) ∈ [0, 2π), and since θ̃(0) = 0 by (3.1), we conclude that θ̃ = θ∗. This
completes the proof of Proposition 6.

3.2 Monotonicity and localization properties of the limit profile

3.2.1 Proof of Proposition 7

Without loss of generality, we may assume that ∂xΨ
0 ∈ H2(R), so that Ψ ∈ C1(R, (E(R), d))

(see e.g [48] for the smoothness of the (GP) flow). The general case follows by an approximation
argument, and in that case, inequality (46) has to be understood in the distributional sense,
while (47) is unaffected.

We define the function
χa(x, t) := χ(x− a(t)),

for any (x, t) ∈ R
2, and we set

ϕ(x, t) := ϕmod(x− a(t), t) + θ(t),

so that ϕ(·, t) is a phase function for Ψ(·, t) on R \ [a(t) − 1, a(t) + 1] for any t ∈ R. After a
change of variables, we may rewrite

IR+σt(t) =
1

2

∫

R

[

〈iΨ, ∂xΨ〉C − ∂x
(

(1− χa)(ϕ − θ)
)

]

(x, t)Φ(x− a(t)−R− σt) dx.

Coming back to (GP), we first obtain the identity

∂t

(

〈iΨ, ∂xΨ〉C−∂x
(

(1− χa)(ϕ − θ)
)

)

=∂x

(

(1− χa)− (1− η)

2(1− η)
∂xxη + χaη − a′(t)∂xχ

a(ϕ− θ)

− θ′(t)(1− χa)− 1

2
η2 +

(1− χa)− 2(1 − η)

1− η
|∂xΨ|2

)

,
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which has the form of a conservation law. It follows that

d

dt

[

IR+σt(t)
]

=
1

2

∫

R

[1

2
η2 +

(

2− (1− χa)

1− η

)

|∂xΨ|2 + 1− χa

(1− η)2
(∂xη)

2
]

(x+ a(t), t)Φ′(x−R− σt) dx

− 1

2

(

a′(t) + σ
)

∫

R

[

〈iΨ, ∂xΨ〉C − ∂x
(

(1− χa)(ϕ− θ)
)

]

(x+ a(t), t)Φ′(x−R− σt) dx

+
1

4

∫

R

[

η + (1− χa) ln(1− η)
]

(x+ a(t), t)Φ′′′(x−R− σt) dx

+
1

2

∫

R

[

− χaη + a′(t)∂xχ
a(ϕ− θ) +

1

2
∂xxχ

a ln(1− η)
]

(x+ a(t), t)Φ′(x−R− σt) dx

+
1

2
θ′(t)

∫

R

∂xχ
a(x)Φ(x−R− σt) dx

:= I1 + I2 + I3 + I4 + I5.

(3.3)

In the previous formula, the first integral I1 on the right-hand side is the favourable term, since
it is non-singular, positive and comparable to the energy density, at least when η is sufficiently
small, that is at spatial infinity. Note in particular that Φ′ = (4 cosh2(·/2))−1 is positive and
exponentially decaying. The second and third integrals I2 and I3 have no definite sign a priori,
but they will be controlled in absolute value by a fraction of the first one, at least at spatial
infinity. The integral I4 is a local one, since its integrand vanishes outside [−1, 1]. It will just be
treated as an error term. Finally, the last integral I5 is controlled by |θ′(t)| times an exponentially
decreasing term independent of Ψ.

More precisely, we first fix a number L > 2 such that η ≤ 1/3 outside [−L,L]. In view of
(45), such a number L exists, and it only depends on α0, provided the latter is sufficiently small.
We divide the analysis of the integrals in (3.3) by considering separately the cases x /∈ [−L,L]
and x ∈ [−L,L].

We begin with the case x /∈ [−L,L]. Using the fact that η ≤ 1/3, we first have

1

2
η2 +

(

2− 1− χa

1− η

)

|∂xΨ|2 + 1− χa

(1− η)2
(∂xη)

2 ≥ 1

2

[

η2 + |∂xΨ|2
]

.

Since η ≤ 1/3 and L ≥ 2, we also have

∣

∣

∣〈iΨ, ∂xΨ〉C − ∂x
(

(1− χa)ϕ
)

∣

∣

∣ =
∣

∣

∣

〈

i
Ψ

|Ψ|2 (|Ψ|2 − 1), ∂xΨ
〉

C

∣

∣

∣ ≤
√
3

2
√
2

(

η2 + |∂xΨ|2
)

,

and
∣

∣η + (1− χa) ln(1− η)
∣

∣ ≤ 2

3
η2.

Direct computations also yield the global inequality |Φ′′′| ≤ Φ′. Combining these inequalities,
and denoting by (Ioutj )1≤j≤5 the restriction of the integrals Ij to R \ [−L,L], we finally obtain
the lower bound

Iout1 + Iout2 + Iout3 ≥
(

1

12
−

√
3

4
√
2

∣

∣a′(t)+σ
∣

∣

) ∫

R\[−L,L]

[

η2 + |∂xΨ|2
]

(x+ a(t), t)Φ′(x−R−σt) dx.

In view of our restriction on σ, and the estimate |a′(t)| ≤ A∗α0 given by (8), we have

1

12
−

√
3

4
√
2
|a′(t) + σ| ≥ 1

24
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provided once more that α0 is sufficiently small. Finally, notice that Iout4 = Iout5 = 0 since the
integrands identically vanish there.

It remains to consider the case x ∈ [−L,L]. In view of (8) and the explicit form of Φ, we
directly estimate I5 by

|I5| ≤ Ke−|R+σt|.

Concerning the other four integrals, we uniformly bound the terms Φ′ and Φ′′′ by K exp(−|R+
σt|), and the remaining integrands are then controlled (pointwise) by a constant plus the energy
density. Here, we use in particular the pointwise estimate in (26) on |ϕ − θ|. Conclusion (46)
then follows.

It remains to prove (47). For that purpose, we distinguish two cases, depending on the sign
of R. If R ≥ 0, we integrate (46) from t = t0 to t = (t0 + t1)/2 with the choice σ = 1

12 and
R = R− 1

12 t0, and then from t = (t0+ t1)/2 to t = t1 with the choice σ = − 1
12 and R = R+ 1

12 t1.
In total, we hence integrate on a broken line starting and ending at a distance R from the origin.
If R ≤ 0, we argue similarly, choosing first σ = − 1

12 , and next σ = 1
12 . This yields (47), and

completes the proof of Proposition 7.

3.2.2 Proof of Proposition 8

The proof is almost identical to the corresponding one in [5, Proposition 3]. We reproduce it
here for the sake of completeness with the minor adaptations. We argue by contradiction and
assume that there exists a positive number δ0 such that, for any positive number Rδ0 , there exist
two numbers R ≥ Rδ0 and t ∈ R such that either |I∗R(t)| ≥ δ0, or |I∗R(t)− P(Ψ∗)| ≥ δ0. Since at
time t = 0, we have limR→+∞ I∗R(0) = 0 and limR→−∞ I∗R(0) = P(Ψ∗), we first fix Rδ0 > 0 such
that

∣

∣I∗R(0)
∣

∣ +
∣

∣I∗−R(0)− P(Ψ∗)
∣

∣ ≤ δ0
4
, and Ke−R ≤ δ0

32
, (3.4)

for any R ≥ Rδ0 . Here, the notation K refers to the corresponding constant in Proposition 7.
We next fix R > 0 and t ∈ R obtained from the contradiction assumption for that choice of Rδ0 ,
so that either |I∗R(t)| ≥ δ0 or |I∗−R(t) − P(Ψ∗)| ≥ δ0. In the sequel, we assume that I∗R(t) ≥ δ0
holds, the three other cases would follow in a very similar manner. In particular, we infer from
(3.4) that

I∗R(t) ≥ δ0 ≥
δ0
4

+
δ0
16

≥ I∗R(0) + 2Ke−R,

and therefore it follows from Proposition 7 applied to Ψ∗ that t > 0. Finally, we fix R′ ≥ R such
that

∣

∣I∗−R′(t)− P(Ψ∗)
∣

∣ ≤ δ0
4
. (3.5)

Since R′ ≥ R, we also deduce from (3.4) that

∣

∣I∗−R′(0)− P(Ψ∗)
∣

∣ ≤ δ0
4
, and Ke−R′ ≤ δ0

32
. (3.6)

Combining the inequality |I∗R(t)| ≥ δ0 with (3.4), (3.5) and (3.6), we obtain

∣

∣I∗−R′(t)− I∗R(t)− P(Ψ∗)
∣

∣ ≥ 3δ0
4
, and

∣

∣I∗−R′(0)− I∗R(0)− P(Ψ∗)
∣

∣ ≤ δ0
2
,

and therefore
∣

∣

∣

(

I∗−R′(0) − I∗R(0)
)

−
(

I∗−R′(t)− I∗R(t)
)

∣

∣

∣ ≥ δ0
4
.
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Since the integrands of the expressions between parenthesis are localized in space, we deduce
from Proposition 6 that there exists an integer n0 such that

∣

∣

∣

(

I−R′(tn)− IR(tn)
)

−
(

I−R′(tn + t)− IR(tn + t)
)

∣

∣

∣ ≥ δ0
8
,

for any n ≥ n0. Rearranging the terms in the previous inequality yields

max
{

∣

∣I−R′(tn)− I−R′(tn + t)
∣

∣,
∣

∣IR(tn)− IR(tn + t)
∣

∣

}

≥ δ0
16
. (3.7)

On the other hand, since t ≥ 0, by the monotonicity formula in Proposition 7, (3.4) and (3.6),
we have

I−R′(tn)− I−R′(tn + t) ≤ δ0
32
, and IR(tn)− IR(tn + t) ≤ δ0

32
.

Therefore, we deduce from (3.7) that, given any n ≥ n0, we have

either I−R′(tn + t)− I−R′(tn) ≥
δ0
16
, or IR(tn + t)− IR(tn) ≥

δ0
16
.

In particular, there exists an increasing sequence (nk)k∈N such that tnk+1
≥ tnk

+ t for any k ∈ N,
and either

IR(tnk
+ t)− IR(tnk

) ≥ δ0
16
, (3.8)

for any k ∈ N, or

I−R′(tnk
+ t)− I−R′(tnk

) ≥ δ0
16
,

for any k ∈ N. In the sequel, we assume that (3.8) holds. Here also, the other case would
follow in a very similar manner. Since tnk+1

≥ tnk
+ t, we obtain by the monotonicity formula of

Proposition 7, (3.4) and (3.8), that

IR(tnk+1
) ≥ IR(tnk+t)−

δ0
32

≥ IR(tnk
) +

δ0
32
, (3.9)

for any k ∈ N. On the other hand, an inspection of the number IR yields the estimate

∣

∣IR(tnk
)
∣

∣ ≤ K
(

1 + E(Ψ(·, tk))
)

,

where the last term does not depend on k by conservation of the energy. This yields a contra-
diction with (3.9).

3.2.3 Proof of Corollary 2

The proof is an adaptation of the proof of [5, Proposition 4]. For sake of completeness, we provide
the following details.

We fix a number s ∈ R. Given any arbitrary positive number R, we integrate (46) for the
special choice σ = 1/12 so as to obtain

I∗R(s) ≤ I∗R+τ/12(s+ τ) + 12Ke−R,

for any τ ∈ [0,+∞). Invoking Proposition 8, we know that

I∗R+τ/12(s+ τ) → 0,
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as τ → +∞, which is enough to conclude that

I∗R(s) ≤ 12Ke−R.

In order to bound the quantity I∗R(s) from below, we now integrate (46) for the special choice
σ = −1/12. This gives

I∗R(s) ≥ I∗R+τ/12(s− τ)− 12Ke−R,

for any τ ∈ [0,+∞). Taking the limit τ → +∞, we deduce similarly that

I∗R(s) ≥ −12Ke−R,

which yields the estimate
∣

∣I∗R(s)
∣

∣ ≤ 12Ke−R.

Similarly, we obtain
∣

∣I∗R(s)− P(Ψ∗)
∣

∣ ≤ 12Ke−|R|,

for any negative number R. Therefore, we can integrate (46) from t to t + 1 with the choice
σ = 0 to get

∫ t+1

t

∫

R

[

∣

∣∂xΨ
∗∣
∣

2
+

(

1− |Ψ∗|2
)2
]

(x+ a∗(s), s)Φ′(x−R) dx ds ≤ 25Ke−|R|, (3.10)

for any R ∈ R.

We finally observe that
lim

R→±∞
e|R|Φ′(x−R) = e±x,

for any x ∈ R. Applying the Fatou lemma to (3.10), and using the inequality

e|x| ≤ e−x + ex,

we derive (48). This completes the proof of Corollary 2.

3.2.4 Proof of Proposition 10

The proof is almost the same as the proof of [5, Proposition 6]. Invoking the smoothing properties
of the linear Schrödinger flow in Proposition 9, we first show inductively the existence of positive
numbers Ak such that we have

∫ t+1

t

∫

R

∣

∣∂kxΨ
∗(x+ a∗(t), s)

∣

∣

2
e|x| dx ds ≤ Ak, (3.11)

for any k ≥ 1 and t ∈ R. In order to initiate the induction, we rely on the inequality
∫ t+1

t

∫

R

(

∣

∣∂xΨ
∗(x+ a∗(t), t)

∣

∣

2
+

(

1− |Ψ∗(x+ a∗(t), t)|2
)2
)

e|x| dx ≤ A1,

which is a consequence of (48), and the property that the function s 7→ |a∗(t)−a∗(s)| is uniformly
bounded on [t, t + 1] due to (40) and (41). The proof by induction of (3.11) then follows as in
[5].

We next apply the Sobolev embedding theorem with respect to the time variable in order to
prove the existence of possibly further positive numbers Ak such that

∫

R

(

k
∑

j=1

∣

∣∂kxΨ
∗(x+ a∗(t), t)

∣

∣

2
+

(

1− |Ψ∗(x+ a∗(t), t)|2
)2
)

e|x| dx ≤ Ak,

for any k ≥ 1 and t ∈ R. Estimate (50) then results from the Sobolev embedding theorem with
respect to the space variable. Combining this estimate with the equation for ∂tΨ

∗, we deduce
that Ψ∗ is of class C∞ on R× R. This completes the proof of Proposition 10.
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3.2.5 Proof of Corollary 3

In view of definition (38) and Proposition 10, the function ε∗ belongs to C∞(R×R,R). Moreover,
we have

ηε∗(·, t) = 1−|Uc∗(t)|2−
(

1−|Ψ∗(·+a∗(t), t)|2
)

, and ∂kxε
∗(·, t) = e−iθ∗(t)∂kxΨ

∗(·+a∗(t), t)−∂kxUc∗(t).

Recall that the function 1−|Uc|2 and the derivatives ∂kxUk decay at least as e−
√
2−c2|x| at infinity.

Since c∗ is uniformly small in view of (40), this decay property is enough to deduce (51) from
(50). This concludes the proof of Corollary 3.

3.3 Rigidity properties of the limit profile

3.3.1 Proof of Proposition 11

Under the conclusions of Corollary 3 and the assumptions of Proposition 11, the map M∗ is of
class C1 on R. Moreover, we are allowed to derive from (52) the identity

d

dt

(

M∗(t)
)

=
(

c∗
)′
(t)I1(t) + I2(t),

where we have set

I1 :=
∫

R

∂cφc∗ Tc∗(ε∗)L+
c∗(ε

∗) +
∫

R

φc∗ Tc∗(ε∗)
(

− ∂xε
∗
2 + 2Rc∗∂cRc∗ε

∗
1 + ∂cRc∗ηε∗

)

+

∫

R

φc∗L+
c∗(ε

∗)
(√

2∂cRc∗∂xε
∗
2 − ∂xε

∗
1 + 2Rc∗∂cRc∗ε

∗
2 −

1√
2
ηε∗

)

,

(3.12)

and

I2 :=
∫

R

φc∗

(

Tc∗(ε∗)
(

− ∂xx∂tε
∗
1 − c∗∂x∂tε

∗
2 − (1− |Uc∗ |2)ε∗1 +Rc∗∂tηε∗

)

+ L+
c∗(ε

∗)
(√

2Rc∗∂x∂tε
∗
2 − c∗∂x∂tε

∗
1 − (1− |Uc∗ |2)∂tε∗2 −

c∗√
2
∂tηε∗

)

)

.

Concerning the integral I2, we deduce from (52) that the derivative with respect to time of ηε∗

is equal to

∂tηε∗ =2
(

(a∗)′ − c∗
)

〈Uc∗ + ε∗, ∂xU
∗
c + ∂xε

∗〉C − 2(c∗)′〈Uc∗ , ∂cUc∗〉C
− 2〈Uc∗ , iLc∗(ε

∗)〉C − 2〈ε∗, iLc∗(ε
∗)〉C − 2ηε∗〈Uc∗ , iε

∗〉C.

Invoking again (52), as well as the identities ∂xRc = (1−|Uc|2)/
√
2 and ∂xxRc = −Rc(1−|Uc|2),

we can decompose the integral I2 as

I2 =
(

θ∗
)′Iθ

2 +
(

(a∗)′ − c∗
)

Ia
2 +

(

c∗
)′Ic

2 + IL
2 + IN

2 ,

where we denote

Iθ
2 :=

∫

R

φc∗
(

Tc∗(ε∗)
(

− ∂xxε
∗
2 + c∗∂xε

∗
1 − (1− |Uc∗ |2)ε∗2

)

+ L+
c∗(ε

∗)
(

−
√
2Rc∗∂xε

∗
1 − c∗∂xε

∗
2 + (1− |Uc∗ |2)ε∗1

)

)

,

(3.13)
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Ia
2 :=

∫

R

φc∗
(

Tc∗(ε∗)
(

− ∂xxxε
∗
1 − c∗∂xxε

∗
2 − (1− |Uc∗ |2)∂xε∗1 + 2Rc∗〈Uc∗ , ∂xε

∗〉C

+ 2Rc∗〈ε∗, ∂xUc∗ + ∂xε
∗〉C

)

+ L+
c∗(ε

∗)
(
√
2Rc∗∂xxε

∗
2 − c∗∂xxε

∗
1

− (1− |Uc∗ |2)∂xε∗2 −
√
2c∗〈Uc∗ , ∂xε

∗〉C −
√
2c∗〈ε∗, ∂xUc∗ + ∂xε

∗〉C
)

)

,

(3.14)

Ic
2 :=

1√
2

∫

R

φc∗(1− |Uc∗ |2)L+
c∗(ε

∗), (3.15)

IL
2 :=

∫

R

φc∗
(

Tc∗(ε∗)
(

− ∂xxL−
c∗(ε

∗) + c∗∂xL+
c∗(ε

∗)− (1− |Uc∗ |2 − 2R2
c∗)L−

c∗(ε
∗)

−
√
2c∗Rc∗L+

c∗(ε
∗)
)

+ L+
c∗(ε

∗)
(

−
√
2Rc∗∂xL+

c∗(ε
∗)− c∗∂xL−

c∗(ε
∗)

+
(

1 + (c∗)2 − |Uc∗ |2
)

L+
c∗(ε

∗)−
√
2c∗Rc∗L−

c∗(ε
∗)
)

)

,

(3.16)

and

IN
2 :=

∫

R

φc∗
(

Tc∗(ε∗)
(

− ∂xx(ηε∗ε
∗
2) + c∗∂x(ηε∗ε

∗
1)− (1− |Uc∗ |2)ηε∗ε∗2 − 2Rc∗〈ε∗, iLc∗(ε

∗)〉C

− 2Rc∗ηε∗〈Uc∗ , iε
∗〉C

)

+ L+
c∗(ε

∗)
(

−
√
2Rc∗∂x(ηε∗ε

∗
1)− c∗∂x(ηε∗ε

∗
2)

+ (1 − |Uc∗ |2)ηε∗ε∗1 +
√
2c∗〈ε∗, iLc∗(ε

∗)〉C +
√
2c∗ηε∗〈Uc∗ , iε

∗〉C
)

)

.

(3.17)

We are now reduced to estimate all these integrals according to (58). We split the proof into six
steps. We first consider the integral I1(t).

Step 1. There exists a positive number A1, depending only on the constants M2 in Corollary 3
and Kφ in Proposition 11, such that we have

∣

∣I1(t)
∣

∣ ≤ A1

(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

) 1
2

,

for any t ∈ R.

In view of definitions (53) and (54), and assumption (57), we can estimate (3.12) by

∣

∣I1(t)
∣

∣ ≤ A

∫

R

(

1 + |x|
)

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

where A denotes, here as in the sequel, a positive number depending on Kφ. At this stage, we
know that there exists a universal constant K such that

1 + |x| ≤ Ke
|x|
8 , (3.18)

for any x ∈ R, so that we can bound I1(t) by

∣

∣I1(t)
∣

∣ ≤A
(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

) 1
2

×
(∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) e
|x|
4 dx

)
1
2

,

It remains to invoke (51) to obtain the estimate in Step 1.

We now deal with the integral Iθ
2(t).
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Step 2. There exists a positive number A2, depending only on the constants M2 in Corollary 3
and Kφ in Proposition 11, such that we have

∣

∣Iθ
2(t)

∣

∣ ≤ A2

(∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

)
3
4

,

for any t ∈ R.

Similarly, we derive (53), (54), (57) and (3.13) that

∣

∣Iθ
2 (t)

∣

∣ ≤ A

∫

R

(

1 + |x|
)

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

Arguing as in the proof of Step 1 gives

∣

∣Iθ
2(t)

∣

∣ ≤A
(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

) 3
4

×
(∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) e
|x|
2 dx

)
1
4

.

The inequality in Step 2 then follows again from (51).

We next prove a similar estimate for Ia
2 (t).

Step 3. There exists a positive number A3, depending only on the constants M2 in Corollary 3
and Kφ in Proposition 11, such that we have

∣

∣Ia
2 (t)

∣

∣ ≤ A3

(∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

)
3
4

,

for any t ∈ R.

The difference with respect to the integral Iθ
2(t) lies in the presence of the third derivative

∂xxxε
∗
1 in the expression of Ia

2 (t). In order to bound this term, we integrate it by parts. We can
check that

∂xTc∗(ε∗) = c∗L+
c∗(ε

∗)−
√
2Rc∗L−

c∗(ε
∗)−

√
2c∗〈ε∗, ∂xε∗〉C, (3.19)

so that we obtain

−
∫

R

φc∗Tc∗(ε∗)∂xxxε∗1 =
∫

R

φc∗∂xxε
∗
1

(

c∗L+
c∗(ε

∗)−
√
2Rc∗L−

c∗(ε
∗)−

√
2c∗〈ε∗, ∂xε∗〉C

)

+

∫

R

∂xφc∗Tc∗(ε∗)∂xxε∗1.

Inserting this identity into (3.14), and arguing as in the proof of Step 2, we are led to

∣

∣Ia
2 (t)

∣

∣ ≤ A
(

1 + ‖ε∗‖L∞
)

(
∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

) 3
4

.

In particular, we have to bound uniformly the perturbation ε∗. Invoking (40) and applying the
Sobolev embedding theorem to the function (1− |U0|2)1/2ε∗ provide the inequality

(1− |U0|2)
1
2

∣

∣ε∗
∣

∣ ≤ Aβ∗. (3.20)
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On the other hand, we deduce from (51) the existence of a positive number R, depending only
on M1, such that

∣

∣ε∗(±x, t)− ε∗(±R, t)
∣

∣ ≤ β∗,

for any x ≥ R and t ∈ R. Combining with (3.20), we deduce the existence of a positive number
A, depending on M1 through its dependence on R, such that

‖ε∗‖L∞ ≤ Aβ∗. (3.21)

Decreasing possibly the value of β∗, we can assume that β∗ ≤ 1, which completes the proof of
Step 3.

Applying the Cauchy-Schwarz inequality to (3.15), we similarly prove

Step 4. There exists a positive number A4, depending only on the constant Kφ in Proposition 11,
such that we have

∣

∣Ic
2(t)

∣

∣ ≤ A4

(∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

)
1
2

,

for any t ∈ R.

Concerning the integral IL
2 (t), a direct computation provides

Step 5. There exists a positive number A5, depending only the constants M2 in Corollary 3, and
Kφ in Proposition 11, such that we have

∣

∣

∣
IL
2 (t)− G∗(t) +R∗(t)

∣

∣

∣
≤ A5β∗

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

for any t ∈ R.

This further estimate essentially follows from integrating by parts the expression in (3.16).
Invoking (3.19), we indeed obtain

IL
2 (t) = G∗(t)−R∗(t) +

√
2c∗(t)

∫

R

[

∂xφc∗(t)〈ε∗, ∂xε∗〉C L−
c∗(t)(ε

∗) + φc∗(t)

(

〈ε∗, ∂xxε∗〉C L−
c∗(t)(ε

∗)

+ |∂xε∗|2L−
c∗(t)(ε

∗) + c∗(t)〈ε∗, ∂xε∗〉C L+
c∗(t)(ε

∗)−
√
2Rc∗(t)〈ε∗, ∂xε∗〉C Tc∗(t)(ε∗)

)]

(x, t) dx.

In view of definitions (53) and (54), assumptions (57), and estimate (40), this provides

∣

∣

∣
IL
2 (t)− G∗(t) +R∗(t)

∣

∣

∣
≤ Aβ∗

∫

R

(

1 + |x|
)

(

|∂xε∗(x, t)|+ |ε∗(x, t)|
)

×

×
[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx.

(3.22)

In order to bound the right-hand side of this inequality, we face the difficulty that the perturbation
ε∗ does not necessarily decay exponentially at infinity. As a matter of fact, we can combine (51)
with (3.18) to obtain

∫

R

(

1 + |x|
)∣

∣∂xε
∗(x, t)

∣

∣

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx

≤ A

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

(3.23)
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for any t ∈ R, but we cannot apply directly this argument for the term containing the absolute
value |ε∗|. Instead, we deduce from (3.18) that

∫

R

(

1 + |x|
)∣

∣ε∗(x, t)
∣

∣

[

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
]

(x, t) dx

≤ A

∫

R

(

|ε∗(x, t)|e−
|x|
8

)[

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
]

(x, t) e
|x|
4 dx,

so that, by (51),

∫

R

(

1 + |x|
)∣

∣ε∗(x, t)
∣

∣

[

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
]

(x, t) dx

≤ A

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2e−
|·|
4 + η2ε∗

]

(x, t) dx.

(3.24)

At this stage, we can use the inequality

|ε∗(x, t)| ≤ |ε∗(0, t)| + |x| 12 ‖∂xε∗(·, t)‖L2 ,

and the Sobolev embedding theorem to check the existence of a positive number A such that
∫

R

|ε∗(x, t)|2 e−
|x|
4 dx ≤ A

∫

R

[

|∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2
]

(x, t) dx. (3.25)

The number A does not depend on c∗ due to bound (40). Inserting into (3.24), we obtain

∫

R

(

1 + |x|
)∣

∣ε∗(x, t)
∣

∣

[

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
]

(x, t) dx

≤ A

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
]

(x, t) dx.

(3.26)

Similarly, we deduce from (3.18) and (3.21) that

∫

R

(

1 + |x|
)(

1− |Uc∗(x)|2
)∣

∣ε∗(x, t)
∣

∣

3
dx ≤ Aβ∗

∫

R

∣

∣ε∗(x, t)
∣

∣

2
e−

|x|
4 dx,

Here, we have assumed, decreasing the value of β∗ if necessary, that |c∗| ≤ 1. Combining with
(3.23) and (3.26), and inserting into (3.22), we obtain the estimate in Step 5 (when β∗ ≤ 1,
which we can assume without loss of generality).

We finally turn to the integral IN
2 (t).

Step 6. There exists a positive number A6, depending only the constants Mk in Corollary 3, and
Kφ in Proposition 11, such that we have

∣

∣

∣IN
2 (t)

∣

∣

∣ ≤ A6

(
∫

R

[

|∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

) 9
8

×
(

1 +

(∫

R

[

|∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

)
1
8
)

,

for any t ∈ R.

In order to prove this inequality, we first check that

∣

∣∂xηε∗
∣

∣ ≤ A
(

|∂xε∗|+ (1− |Uc∗ |2)|ε∗|
)

, (3.27)
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while
∣

∣∂xxηε∗
∣

∣ ≤ A
(

|∂xxε∗|+ |∂xε∗|+ (1− |Uc∗ |2)|ε∗|
)

,

where A refers to a positive number depending only on the constant M1 in Corollary 3. For
β∗ ≤ 1, this follows from the bound for c∗ in (40), and estimates (51) and (3.21).

Invoking (57) and (3.18), we next estimate the right-hand side of (3.17) as

∣

∣

∣IN
2 (t)

∣

∣

∣ ≤ A

∫

R

[

(

|∂xxε∗|+ |∂xε∗|+ |ε∗|
)

×

×
(

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
)

]

(x, t) e
|x|
8 dx.

We then modify slightly the arguments in the proof of Step 5. We first invoke the exponential
decay of ε∗ in (51), and the exponential decay of 1− |Uc∗ |2 to write

∣

∣

∣
IN
2 (t)

∣

∣

∣
≤ A

∫

R

[

|∂xxε∗|
5
2 + |∂xε∗|

5
2 + e−

5|·|
16 |ε∗| 52 + η

5
2
ε∗

]

(x, t) dx.

Observe that the positive number A does not depend on c∗ due to bound (40). Applying the
Sobolev embedding theorem, and invoking (3.27), we are led to

∣

∣

∣IN
2 (t)

∣

∣

∣ ≤ A

(
∫

R

[

|∂xxxε∗|2 + |∂xxε∗|2 + |∂xε∗|2 + e−
|·|
4 |ε∗|2 + η2ε∗

]

(x, t) dx

) 5
4

. (3.28)

At this stage, recall that

∫

R

(∂pxf)
2 = (−1)p

∫

R

f(∂2px f) ≤
(
∫

R

f2
) 1

2
(
∫

R

(∂2px f)
2

) 1
2

,

for any integer p and any function f ∈ H2p(R). In view of (51), we can apply inductively these
inequalities to the function ∂xε

∗ in order to obtain

∫

R

|∂xxxε∗(x, t)|2 dx ≤ A

(
∫

R

|∂xε∗(x, t)|2 dx
) 9

10

.

The proof of Step 6 then reduces to introduce this estimate into (3.28) and apply again (3.25).

In order to conclude the proof of Proposition 11, we now gather the estimates in the six
previous steps. In view of (40) and (41), they provide the inequality

∣

∣

∣

∣

d

dt

(

M∗(t)
)

− G∗(t) +R∗(t)

∣

∣

∣

∣

≤ A
(

β∗ +
(

β∗
)

1
2 +

(

β∗
)

1
4

)

∫

R

[

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗(t)|2)|ε∗|2 + η2ε∗
]

(x, t) dx,

where the number A depends only on the constant Kφ in Proposition 11, and the numbers Mk

in Corollary 3. When β∗ ≤ 1, this amounts to (58), which ends the proof of Proposition 11.

3.3.2 Proof of Proposition 12

For |c| <
√
2, we set

G1
c(ε) =

1

2

∫

R

(

1− |Uc|2
)

(

3
(

∂xxε1 + c∂xε2 + (1− |Uc|2 + 2R2
c)ε1 −

√
2cRcε2

)2

+
(

∂xxε2 +
√
2Rc∂xε2 − 2c

(

∂xε1 + cε2 +
√
2Rcε1

)

)2
)

.
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The quadratic form G1
c is well-defined for any function ε ∈ H(R), with ∂xxε ∈ L2(R). Moreover, it

appears as the main component of the quantity G∗
1 . As a matter of fact, since ηε∗ = 2〈Uc∗ , ε

∗〉C+
|ε∗|2, we have

∣

∣

∣
G∗
1 −G1

c∗(ε
∗)
∣

∣

∣
≤ K

∫

R

(

1− |Uc∗ |2
)∣

∣ε∗
∣

∣

2
(

∣

∣∂xxε
∗∣
∣+

∣

∣∂xε
∗∣
∣+

∣

∣ε∗
∣

∣+
∣

∣ε∗
∣

∣

2
)

,

where K refers, here as in the sequel, to a universal constant. In view of (3.21), this provides

∣

∣

∣G∗
1 −G1

c∗(ε
∗)
∣

∣

∣ ≤ Kβ∗

∫

R

(

1− |Uc∗ |2
)

(

∣

∣∂xxε
∗∣
∣

2
+

∣

∣∂xε
∗∣
∣

2
+

∣

∣ε∗
∣

∣

2
)

, (3.29)

when β∗ ≤ 1. As a consequence, decreasing if necessary the value of β∗, the proof of (59) for the
quantity G∗

1 reduces to establish the same estimate for the quadratic form G1
c∗(ε

∗).

In order to do so, we rely on a perturbative argument. Indeed, under the orthogonality con-
ditions in (16), the coercivity of the functional G1

c for c small enough results from the coercivity
of G1

0. More precisely, let us introduce the change of variables

v = (v1, v2) :=
(

(1− |Uc|2)
1
2 ε1, (1− |Uc|2)

1
2 ε2

)

. (3.30)

Using the identity R′
c = (1− |Uc|2)/

√
2, we compute

(1− |Uc|2)
1
2 ∂xε = ∂xv+

Rc√
2
v, and (1− |Uc|2)

1
2 ∂xxε = ∂xxv+

√
2Rc∂xv+

1

2

(

1− |Uc|2 +R2
c

)

v.

As a consequence, the quadratic form G1
c(ε) writes in terms of the variables v1 and v2 as

G1
c(ε) =

1

2
Jc(v) :=

1

2

∫

R

(

3
(

− ∂xxv1 −
√
2Rc∂xv1 − c∂xv2 −

3

2
(1− |Uc|2 −R2

c)v1 +
c√
2
Rcv2

)2

+
(

− ∂xxv2 + 2c∂xv1 − 2
√
2Rc∂xv2 + 3

√
2cRcv1 −

1

2
(1− |Uc|2 + 3R2

c − 4c2)v2

)2
)

.

(3.31)

In view of (4), the quadratic form Jc is an analytic perturbation of J0 for c small enough. As a
first step, we establish the coercivity of J0(v) under three orthogonality conditions for v, which
correspond to the conditions for ε in (16) (when c = 0).

Step 1. There exists a positive number κ such that

J0(v) =3

∫

R

(

∂xxv1 +
√
2U0∂xv1 +

(3

2
− 3U2

0

)

v1

)2
+

∫

R

(

∂xxv2 + 2
√
2U0∂xv2 +

(1

2
+ U2

0

)

v2

)2

≥κ
∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

,

(3.32)

for any function v ∈ H2(R) such that

∫

R

v1(U
′
0)

3
2 =

∫

R

v2(U
′
0)

1
2 =

∫

R

v2U0(U
′
0)

1
2 = 0. (3.33)

Indeed, we may write the quadratic form J0 as J0(v) := 〈J 1
0 (v1), v1〉L2 + 〈J 2

0 (v2), v2〉L2 , with

J 1
0 (v1) = ∂xxxxv1 − ∂x

(

(9U2
0 − 4)∂xv1

)

+
(27

2
U2
0 − 9

4
− 9U4

0

)

v1,
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and
J 2
0 (v2) = ∂xxxxv2 − ∂x((8U

2
0 − 3)∂xv2) + (10U4

0 − 8U2
0 + 1/4)v2.

The operators J 1
0 and J 2

0 are self-adjoint and non-negative on L2(R), with domain H4(R).
In view of (3.32), their kernels are spanned by the function (U ′

0)
3/2, respectively (U ′

0)
1/2 and

U0(U
′
0)

1/2. The Weyl criterion shows that their essential spectrum is equal to the interval
[9/4,+∞). As a consequence, there exists a positive number κ such that

J0(v) ≥ κ

∫

R

|v|2, (3.34)

when v satisfies the orthogonality conditions in (3.33).

Using the inequalities |U0| ≤ 1 and

‖∂xv‖L2 ≤ ‖v‖
1
2

L2‖∂xxv‖
1
2

L2 , (3.35)

we observe that

J0(v) ≥
1

2

∫

R

|∂xxv|2 −
41

4

∫

R

v21 −
49

4

∫

R

v22 ,

for any v ∈ H2(R). Given a parameter 0 < τ < 1, we deduce from (3.34) that

J0(v) ≥
τ

2

∫

R

|∂xxv|2 +
(

κ(1− τ)− 49

4
τ
)

∫

R

|v|2.

Choosing τ small enough, and invoking (3.35), we obtain (3.32) for a further choice of the positive
number κ.

We now extend the conclusions of Step 1 to the quadratic form Jc for c small enough.

Step 2. There exists a number σ ∈ (0,
√
2) such that, when |c| ≤ σ, we have

Jc(v) ≥
κ

2

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

, (3.36)

for any function v ∈ H2(R) such that

∫

R

v1(U
′
c)

3
2 =

∫

R

v2(U
′
c)

1
2 =

∫

R

v2Rc(U
′
c)

1
2 = 0. (3.37)

Assume first that v satisfies the orthogonality conditions in (3.33). We then infer from (3.32)
that

Jc(v) ≥ κ

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

−
∣

∣Jc(v) − J0(v)
∣

∣. (3.38)

In view of (3.31), we have

∣

∣Jc(v)− J0(v)
∣

∣ ≤ A
(

c+ ‖Rc − U0‖L∞
)

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

. (3.39)

where, here as in the sequel, A is a positive number. On the other hand, given any positive
numbers µ and λ with λ > µ, we compute

∣

∣

∣
tanh

( x√
2

)

− tanh
(

√
2− c2

2
x
)∣

∣

∣
=

∣

∣

∣

∣

x

∫ 1√
2

√
2−c2

2

(1− tanh(sx)2) ds

∣

∣

∣

∣

≤
(
√
2−

√

2− c2
)∣

∣x
∣

∣

∣

∣

∣
1− tanh

(

√
2− c2

2
x
)2∣

∣

∣
,

(3.40)
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for any x ∈ R. This gives
‖Rc − U0‖L∞ ≤ Ac2,

when |c| < 1. In view of (3.38) and (3.39), we derive the existence of a number σ ∈ (0,
√
2) such

that

Jc(v) ≥
7κ

8

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

, (3.41)

when |c| ≤ σ, and when v satisfies the orthogonality conditions in (3.33).

In order to modify these orthogonality conditions, we argue as in the proof of Corollary 1.
Given a function v which satisfies the orthogonality conditions in (3.37), we decompose it as

v1 = w1 + µ1(U
′
0)

3
2 , and v2 = w2 + µ2(U

′
0)

3
2 + ν2U0(1− |U0|2)

1
2 ,

where w satisfies (3.33). Coming back to the definition of Jc in (3.31), we check the existence of
a further positive number A such that

Jc(v) ≥
6

7
Jc(w)−A

(

µ21 + µ22 + ν22

)

.

Similarly, we have

∫

R

(

|∂xxw|2 + |∂xw|2 + |w|2
)

≥ 5

6

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

−A
(

µ21 + µ22 + ν22

)

.

Hence, we can apply (3.41) to obtain

Jc(v) ≥
5κ

8

∫

R

(

|∂xxv|2 + |∂xv|2 + |v|2
)

−A
(

µ21 + µ22 + ν22

)

. (3.42)

At this stage, we recall that

µ1 =
〈v1, (U ′

0)
3
2 〉L2

‖U ′
0‖3L3

, µ2 =
〈v2, (U ′

0)
3
2 〉L2

‖U ′
0‖3L3

and ν2 =
〈v2, U0(1− |U0|2)

1
2 〉L2

‖U2
0 (1− |U0|2)‖L1

.

Using (3.37), we observe that

〈

v1, (U
′
0)

3
2
〉

L2 =
〈

v1, (U
′
0)

3
2 − (U ′

c)
3
2
〉

L2 .

Given a positive number α, we argue as in (3.40) to derive the existence of a positive number
Aα, depending only on α, such that

∣

∣(U ′
c(x))

α − (U0(x)
′)α

∣

∣ ≤ Aαc
2(U ′

c(x))
α
2 ,

for any x ∈ R and any |c| ≤ 1. This yields the inequality

|µ1| ≤ Ac2‖v1‖L2 ,

and similarly, we obtain
|µ2|+ |ν2| ≤ Ac2‖v2‖L2 .

Combining with (3.42), and decreasing, if necessary, the value of the number σ, we obtain (3.36).

We now rewrite this inequality, as well as the orthogonality conditions in (3.37), in terms of
the function ε.
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Step 3. There exists a further positive number κ such that, when |c| ≤ σ, we have

G1
c(ε) ≥ κ

∫

R

(

1− |Uc|2
)

(

|∂xxε|2 + |∂xε|2 + |ε|2
)

, (3.43)

for any function ε ∈ H(R), with ∂xxε ∈ L2(R), which satisfies the orthogonality conditions in
(16).

In view of (3.30) and (3.31), we can rewrite (3.38) as

G1
c(ε) ≥

κ

2

∫

R

(

1− |Uc|2
)

(

∣

∣

∣∂xxε−
√
2Rc∂xε−

1

2
(1−R2

c − |Uc|2)ε
∣

∣

∣

2
+
∣

∣

∣∂xε−
Rc√
2
ε
∣

∣

∣

2
+ |ε|2

)

,

and this inequality holds when ε satisfies the three orthogonality conditions
∫

R

ε1(U
′
c)

2 =

∫

R

ε2U
′
c =

∫

R

ε2Rc(1− |Uc|2) = 0. (3.44)

We then recall that |Rc| ≤ 1, |Uc| ≤ 1 and |c| <
√
2, and we apply the inequality

‖a− b‖2H ≥ τ‖a‖2H − τ

1− τ
‖b‖2H ,

which holds for any number 0 < τ < 1, and any vectors a and b in an Hilbert space H, in order
to obtain (3.43) for a further choice of the number κ.

Comparing the orthogonality conditions in (16) with the ones in (3.44), we observe that it
remains to extend (3.43) in the situation where the function ε1 satisfies the alternative orthog-
onality condition 〈ε1, U ′

c〉L2 = 0. In this case, since 〈U ′
c, (U

′
c)

2〉L2 > 0, we can decompose ε as
ε = νU ′

c + u, with ν ∈ R and 〈u, (U ′
c)

2〉L2 = 0. The derivative U ′
c belongs to the kernel of the

quadratic form G1
c . Hence, we infer from (3.43) that

G1
c(ε) = G1

c(u) ≥ κ

∫

R

(

1− |Uc|2
)

(

|∂xxu|2 + |∂xu|2 + |u|2
)

. (3.45)

On the other hand, the number ν is equal to ν = −〈u,U ′
c〉L2/‖U ′

c‖2L2 . Since |c| ≤ σ, there exists
a positive number A such that

ν2 ≤ A

∫

R

(1− |Uc|2)|u|2.

In view of (3.45), we first conclude that

G1
c(u) ≥

κ

A
ν2,

and then, that (3.43) remains available under the orthogonality condition 〈ε1, U ′
c〉L2 = 0.

We are now in position to provide the

Step 4. End of the proof of Proposition 12.

In view of (40), we can decrease the value of β∗ so that |c∗(t)| ≤ σ for any t ∈ R. In this case,
we can apply Step 3, since the function ε∗(·, t) satisfies the orthogonality conditions in (16) by
(39). As a consequence of (3.29) and (3.43), we deduce that

G∗
1(t) ≥

(

κ−Kβ∗
)

∫

R

(

1− |Uc∗(t)|2
)

(

∣

∣∂xxε
∗(·, t)

∣

∣

2
+
∣

∣∂xε
∗(·, t)

∣

∣

2
+

∣

∣ε∗(·, t)
∣

∣

2
)

,

for any t ∈ R. It remains to decrease again, if necessary, the value of β∗, to conclude the proof
of Proposition 12.
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3.3.3 Proof of Lemma 1

In view of (4), the numbers φc(x) depend analytically on x ∈ R and c ∈ (−
√
2,
√
2), so that the

functions φc are smooth on R, and depend smoothly on c ∈ (−
√
2,
√
2). When |c| < 1, we can

find a positive number A such that

∣

∣

∣
φc(x)−

√

2

2− c2
|x|

∣

∣

∣
+
∣

∣

∣
∂xφc(x)−

2

2− c2
Rc(x)

∣

∣

∣
+
∣

∣∂xxφc(x)
∣

∣ ≤ A
(

1+ |x|
)(

1− |Uc(x)|2
)

, (3.46)

for any x ∈ R. Similarly, we have

∂cφc(x) = −x∂cRc(x)

Rc(x)2
=

c

2− c2

( x

Rc(x)
+

x2√
2Rc(x)2

(

1− |Uc(x)|2
)

)

,

so that
∣

∣

∣
∂cφc(x)

∣

∣

∣
≤ A

(

1 + |x|
)

.

Combining with (3.46), we obtain (57). This completes the proof of Lemma 1.

3.3.4 Proof of Proposition 13

For the choice φc(x) = x/Rc(x), it follows from (55) and (56) that

G∗
2(t)−R∗

2(t)

=

∫

R

[

( 1√
2
+ (1− |Uc∗ |2)φc∗

)

L+
c∗(ε

∗)2 +
( 1√

2
+
√
2(∂xφc∗)Rc∗

)

L−
c∗(ε

∗)2 +
1√
2
Tc∗(ε∗)2

− c∗(∂xφc∗)L+
c∗(ε

∗)
(

L−
c∗(ε

∗) + Tc∗(ε∗)
)

−
(

∂xxφc∗ + φc∗(1− |Uc∗ |2)
)

Tc∗(ε∗)L−
c∗(ε

∗)

]

(x, t) dx,

for any t ∈ R. Applying the inequality |ab| ≤ (a2 + b2)/2, we obtain

G∗
2(t)−R∗

2(t) ≥
1

2

∫

R

[

(
√
2 + 2(1 − |Uc∗ |2)φc∗ − 2|c∗||∂xφc∗ |

)

L+
c∗(ε

∗)2
]

(x, t) dx

+
1

2

∫

R

[

(
√
2 + 2

√
2(∂xφc∗)Rc∗ − |c∗||∂xφc∗ | − |∂xxφc∗| − |φc∗ |(1− |Uc∗ |2)

)

L−
c∗(ε

∗)2
]

(x, t) dx

+
1

2

∫

R

[

(
√
2− |c∗||∂xφc∗ | − |∂xxφc∗ | − |φc∗ |(1− |Uc∗ |2)

)

Tc∗(ε∗)2
]

(x, t) dx.

(3.47)

In order to estimate this quantity, we now decrease, if necessary, the value of β∗ so that we can
deduce from (40) that |c∗(t)| < 1 for any t ∈ R. In this case, we can apply (3.46) and decrease
again the value of β∗ in order to obtain the inequality

2|c∗(t)|‖∂xφc∗(t)‖L∞ ≤
√
2− 1,

for any t ∈ R. Invoking again (3.46), we can find a positive number A such that we have the
three inequalities

1 + 2(1− |Uc∗(t)|2)φc∗(t) ≥
1

2
− 2A(1 − |Uc∗(t)|2),

1 + 2
√
2∂xφc∗(t)Rc∗(t) − |∂xxφc∗(t)| − |φc∗(t)|(1− |Uc∗(t)|2) ≥

1

2
− 2A(1− |Uc∗(t)|2),

and

1− |∂xxφc∗(t)| − |φc∗(t)|(1− |Uc∗(t)|2) ≥
1

2
− 2A(1 − |Uc∗(t)|2).

44



On the other hand, we infer from (53) and (54) that

L+
c∗(ε

∗)2 + L−
c∗(ε

∗)2 + Tc∗(ε∗)2 ≤ A
(

|∂xxε∗|2 + |∂xε∗|2 + (1− |Uc∗ |2)|ε∗|2 + η2ε∗
)

,

so that, by (3.21),

(

1− |Uc∗(t)|2
)

(

L+
c∗(ε

∗)2 + L−
c∗(ε

∗)2 + Tc∗(ε∗)2
)

≤ A
(

1− |Uc∗(t)|2
)

(

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2
)

.

Gathering all these inequalities and applying them to (3.47), we are left with the estimate

G∗
2(t)−R∗

2(t) ≥
1

4

∫

R

[

L+
c∗(ε

∗)2 + L−
c∗(ε

∗)2 + Tc∗(ε∗)2
]

(x, t) dx

−A

∫

R

[

(

1− |Uc∗ |2
)(

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2
)

]

(x, t) dx.

(3.48)

It now remains to bound the first integral in the right-hand side of (3.48) according to (60). We
first address the integral of the quantity L+

c∗(ε
∗)2. Coming back to (53), we check that

∫

R

L+
c (ε

∗)2 ≥
∫

R

(

∂xxε
∗
1+c

∗∂xε
∗
2−Rc∗ηε∗

)2
−A

∫

R

(

1−|Uc∗ |2
)

(

|∂xxε∗|2+|∂xε∗|2+|ε∗|2
)

. (3.49)

Here, we have used the inequality
∫

R

(

1− |Uc∗ |2
)

η2ε∗ ≤ A

∫

R

(

1− |Uc∗ |2
)

|ε∗|2,

which is a consequence of (3.21).

At this stage, we expand and integrate by parts the first integral in the right-hand side of
(3.49) in order to get

∫

R

(

∂xxε
∗
1 + c∗∂xε

∗
2 −Rc∗ηε∗

)2
=

∫

R

(

(∂xxε
∗
1)

2 + (c∗)2(∂xε
∗
2)

2 + 2Rc∗(∂xε
∗
1)(∂xη

∗
ε) +R2

c∗η
2
ε∗

+ 2c∗(∂xε
∗
2)
(

∂xxε
∗
1 −Rc∗ηε∗

)

+ 2(∂xRc∗)(∂xε
∗
1)ηε∗

)

.

We next recall that R2
c = (2 − c2)/2 − (1 − |Uc|2) and ∂xRc = (1 − |Uc|2)/

√
2. Moreover, we

observe that
∫

R

Rc∗(∂xε
∗
1)(∂xη

∗
ε) =

∫

R

(

2R2
c∗(∂xε

∗
1)

2 +
√
2c∗Rc∗(∂xε

∗
1)(∂xε

∗
2)

+ 2Rc∗(∂xε
∗
1)
(

(∂xRc∗)ε
∗
1 + 〈ε∗, ∂xε∗〉C

)

)

.

Introducing these identities into (3.49), we are led to
∫

R

L+
c∗(ε

∗)2 ≥
∫

R

(

(∂xxε
∗
1)

2 + 4(∂xε
∗
1)

2 + η2ε∗
)

−A

∫

R

(

1− |Uc∗ |2
)

(

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2
)

−A
(

|c∗|+ ‖ε∗‖L∞
)

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
)

.

(3.50)

Arguing similarly for the quantities L−
c∗(ε

∗)2 and Tc∗(ε∗)2, we obtain
∫

R

L−
c∗(ε

∗)2 ≥
∫

R

(

∂xxε
∗
2

)2 −A|c∗|
∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
)

−A

∫

R

(

1− |Uc∗ |2
)

(

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2
)

,

(3.51)
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and
∫

R

Tc∗(ε∗)2 ≥ 2

∫

R

(

∂xε
∗
2

)2−A|c∗|
∫

R

(

|∂xε∗|2+η2ε∗
)

−A
∫

R

(

1−|Uc∗ |2
)

(

|∂xε∗|2+ |ε∗|2
)

. (3.52)

Inserting (3.50), (3.51) and (3.52) into (3.48), we conclude that

G∗
2(t)−R∗

2(t) ≥
1

4

∫

R

(

|∂xxε∗|2 + 2|∂xε∗|2 + η2ε∗
)

−A

∫

R

(

1− |Uc∗ |2
)

(

|∂xxε∗|2 + |∂xε∗|2 + |ε∗|2
)

−A
(

|c∗|+ ‖ε∗‖L∞
)

∫

R

(

|∂xxε∗|2 + |∂xε∗|2 + η2ε∗
)

.

(3.53)

For β∗ small enough, we can invoke (40) and (3.21) in order to bound the third integral in the
right-hand side of (3.53) by one half of the first one. This provides (60), which completes the
proof of Proposition 13.

A Definition and properties of the momentum

This appendix is devoted to the proofs of Proposition 4, which links the quantities P and [P ],
and of Proposition 5, which gives a first order expansion of P for a perturbation of the soliton
Uc.

A.1 Proof of Proposition 4

Let Ψ ∈ V0(α), with α < α1. In view of (18), there exists a positive number A such that

d0(Ψmod, U0) ≤ Aα.

Set ε0 := Ψmod−U0 and η0 := |Ψmod|2−U2
0 . Invoking the Sobolev embedding theorem, we have

‖η0‖2L∞ ≤ 4‖η0‖L2

∥

∥〈U ′
0, ε0〉C + 〈U0, ε

′
0〉C + 〈ε0, ε′0〉C

∥

∥

L2 .

Since |U0| ≤ 1, U ′
0 = (1− U2

0 )/
√
2 and |ε0| ≤ 3 + |η0|, we deduce that

‖η0‖2L∞ ≤ A
(

1 + ‖η0‖L∞
)∥

∥ε0
∥

∥

H0
‖η0‖L2 ≤ A

(

1 + ‖η0‖L∞
)

α2. (A.1)

Since U0(1) ≥ 5
√
2/12, this gives

|Ψmod(x)|2 ≥ |U0(x)|2 − ‖η0‖L∞ ≥ 25

72
−Aα,

for any |x| ≥ 1. As a consequence, we can choose α small enough such that |Ψmod| ≥ 1/2 outside
(−1, 1). In particular, we are allowed to write Ψmod := ̺mod exp iϕmod. Moreover, we can apply
the Sobolev embedding theorem to obtain

∥

∥(1− U2
0 )

1/2(Ψmod − U0)
∥

∥

L∞ ≤ A
∥

∥Ψmod − U0

∥

∥

H0
≤ Aα. (A.2)

Therefore, we can fix α2 so that, when α ≤ α2, the choice of ϕmod is uniquely given by (26). In
this case, invoking (25), as well as the identity

〈iΨmod,Ψ
′
mod〉C = ̺2modϕ

′
mod, (A.3)
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which holds outside (−1, 1), we have

∣

∣

∣〈iΨmod,Ψ
′
mod〉C −

(

(1− χ)ϕmod

)′
∣

∣

∣ =
∣

∣

∣(1− ̺2mod)ϕ
′
mod

∣

∣

∣ ≤2
∣

∣1− ̺2mod

∣

∣

∣

∣̺modϕ
′
mod

∣

∣

≤(1− |Ψmod|2)2 + |Ψ′
mod|2,

(A.4)

outside (−2, 2). Therefore, since Ψ ∈ E(R), the quantity P(Ψ) is well-defined.

On the other hand, the renormalized momentum [P ] is by definition invariant under transla-
tion and multiplication by a constant of modulus one. Hence, we have

[P ](Ψ) = [P ](Ψmod) = lim
S→+∞

PS(Ψmod) mod π,

where

PS(Ψmod) :=
1

2

∫ S

−S
〈iΨmod,Ψ

′
mod〉C − 1

2

(

ϕmod(S)− ϕmod(−S)
)

.

It remains to check that
PS(Ψmod) → P(Ψ), (A.5)

as S → +∞.

For S ≥ 1, we set χS = χ(·/S). The function χS − χ is then compactly supported outside
(−1, 1), so that

∫

R

(

(χS − χ)ϕmod

)′
= 0.

As a consequence of (A.3), we are led to

PS(Ψmod)− P(Ψ) =
1

2

∫

R\(−S,S)

(

1− ̺2mod

)

ϕ′
mod.

The convergence in (A.5) then follows from the integrability of the function (1 − ̺2mod)ϕ
′
mod at

infinity, which is a consequence of (A.4).

A.2 Proof of Proposition 5

Recall that, when Ψ lies in V0(α2), the map Ψmod may be written as Ψmod = |Ψmod| exp iϕmod,
with |Ψmod| ≥ 1/2, outside the interval (−1, 1). Coming back to decomposition (17), and
definition (27), we can expand the quantity P(Ψ) with respect to ε := Ψmod−Uc (where c = c(Ψ))
as

P(Ψ) −P(Uc) +

∫

R

〈iU ′
c, ε〉C = Rc(ε) :=

1

2

∫

R

(

[

〈iUc, ε〉C − (1− χ)(ϕmod − ϕc)
]′
+ 〈iε, ε′〉C

)

.

Since χ has compact support, we may rewrite this as

Rc(ε) =
1

2

∫

R

([

(1− χ)
(

〈iUc, ε〉C − ϕmod + ϕc

)

]′
+ 〈iε, ε′〉C

)

.

Recall next that
|ε(x)| ≤ |ε(0)| + |x| 12 ‖ε′‖L2 , (A.6)

when ε ∈ H(R). As a consequence, we obtain

∫

R

[1− χ

|Uc|2
(1− |Uc|2)〈iUc, ε〉C

]′
= 0,
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so that we finally get

Rc(ε) =
1

2

∫

R

(1− χ)
([〈iUc, ε〉C

|Uc|2
]′
− ϕ′

mod + ϕ′
c + 〈iε, ε′〉C

)

+
1

2

∫

R

χ〈iε, ε′〉C

+
1

2

∫

R

χ′
(

ϕmod − ϕc −
〈iUc, ε〉C
|Uc|2

)

.

(A.7)

In order to complete the proof of Proposition 5, it remains to estimate the integrals in the
right-hand side of (A.7) according to (29).

Concerning the first integral, we can write

ϕ′
mod − ϕ′

c =
〈i(Uc + ε), U ′

c + ε′〉C
|Uc|2 + ηε

− 〈iUc, U
′
c〉C

|Uc|2
,

outside the interval (−1, 1). Expanding this expression with respect to ε and ηε yields

−ϕ′
mod + ϕ′

c + 〈iε, ε′〉C =2
〈Uc, ε〉C〈iUc, U

′
c〉C

|Uc|4
− 〈iUc, ε

′〉C
|Uc|2

+
〈iU ′

c, ε〉C
|Uc|2

+Φc,ε, (A.8)

where we denote

Φc,ε :=
|ε|2〈iUc, U

′
c〉C

|Uc|4
+

ηε〈iUc, ε
′〉C

|Uc|2|Ψmod|2
− ηε〈iU ′

c, ε〉C
|Uc|2|Ψmod|2

− η2ε〈iUc, U
′
c〉C

|Uc|4|Ψmod|2

− (1− |Uc|2)〈iε, ε′〉C
|Uc|2

+
ηε〈iε, ε′〉C

|Uc|2|Ψmod|2
.

(A.9)

On the other hand, the identity |Uc|2 U ′
c = 〈Uc, U

′
c〉C Uc + 〈iUc, U

′
c〉C iUc provides

[〈iUc, ε〉C
|Uc|2

]′
=

〈iUc, ε
′〉C

|Uc|2
− 〈iU ′

c, ε〉C
|Uc|2

− 2
〈Uc, ε〉C〈iUc, U

′
c〉C

|Uc|4
,

outside (−1, 1). Inserting into (A.8), we obtain

∣

∣

∣

∣

∫

R

(1− χ)
([〈iUc, ε〉C

|Uc|2
]′
− ϕ′

mod + ϕ′
c + 〈iε, ε′〉C

)

∣

∣

∣

∣

≤
∫

R

∣

∣1− χ
∣

∣

∣

∣Φc,ε

∣

∣. (A.10)

In order to estimate Φc,ε, we first recall that |Ψmod| ≥ 1/2 outside (−1, 1). Concerning the
function Uc, we invoke (18) and decrease, if necessary, the value of α2 so that

|Uc| ≥ 1/4, (A.11)

outside (−1, 1). Similarly, we can argue as in the proof of (A.1) in order to prove that ‖ηε‖L∞ ≤ 1
and ‖ε‖L∞ ≤ 4 for a possible further value of α2. Finally, we can invoke (A.6) and the Sobolev
embedding theorem to establish the existence of a positive number A such that

∥

∥(1− |Uc|2)
1
2 ε
∥

∥

L2 ≤ A‖ε‖H0 .

Coming back to (A.9) and (A.10), we conclude that

∣

∣

∣

∣

∫

R

(1− χ)
([〈iUc, ε〉C

|Uc|2
]′
− ϕ′

mod + ϕ′
c + 〈iε, ε′〉C

)

∣

∣

∣

∣

≤ A
(

‖ε‖2H0
+ ‖ηε‖2L2

)

, (A.12)

for a further positive number A.
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Concerning the second integral, there exists a positive number A such that χ ≤ A(1−U2
0 )

1/2

on R. As a consequence, we obtain
∫

R

|χ|
∣

∣〈iε, ε′〉C
∣

∣ ≤ A‖ε‖2H0
. (A.13)

At this stage, the proof reduces to bound the third integral in the right-hand side of (A.7).
We come back to the definition of the phase function ϕmod. Arguing as in (A.2), we have

‖ε‖L∞(−2,2) ≤ A‖ε‖H0 ≤ Aα2. (A.14)

In view of (A.11), we deduce (possibly for a further choice of α2) that the complex number
Ψmod(x) remains in the open disk with centre Uc(x) and radius |Uc(x)| for any x ∈ (−2,−1) ∪
(1, 2). As a consequence, the maps Ψmod and Uc restricted to (1, 2), respectively (−2,−1), lie in
a common domain of holomorphy for the complex logarithmic function. In other words, we can
write

ϕmod − ϕc = i log
( Uc

|Uc|
)

− i log
( Uc + ε

|Uc + ε|
)

,

where log refers to an analytic determination of the logarithm. Expanding this expression with
respect to ε, we are led to the estimate

∣

∣

∣ϕmod − ϕc −
〈iUc, ε〉C
|Uc|2

∣

∣

∣ ≤ A|ε|2.

In view of (A.14), this gives

∫

R

∣

∣χ′∣
∣

∣

∣

∣
ϕmod − ϕc −

〈iUc, ε〉C
|Uc|2

∣

∣

∣
≤ A‖ε‖2H0

. (A.15)

Estimate (29) then results from (A.12), (A.13) and (A.15). This concludes the proof of Propo-
sition 5.
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