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Abstract

Ocean surface fronts and filaments have a strong impacthe global ocean
circulation and biogeochemistry. Surface Lagrangian @arewith time-evolving altimetric
geostrophic velocities can be used to simulate the sulscaedront and filament structures
in large-scale tracer fields. We study this technique énSbuthern Ocean region south of
Tasmania, a domain marked by strong meso- to submesosdaledesuch as the fronts of
the Antarctic Circumpolar Current (ACC). Starting witihglea scale surface tracer fields that
we stir with alimetric velocities, we determine ‘advected’ fields which compare well with
high resolution in-situ or satellite tracer data. We fimat fine scales are best represented in a
statistical sense after an optimal advection tifne2oweeks, with enhanced signatures of the
ACC fronts and better spectral energy. The technique worksirb@soderate to high EKE
regions where lateral advection dominates. This technimag be used to infer the
distribution of unresolved small scales in any physicdliegeochemical surface tracer that is
dominated by lateral advection. Submesoscale dynamicsmapsact the subsurface of the
ocean, and the Lagrangian advection at depth shows pmgmésults. Finally, we show that
climatological tracer fields computed from the advectedd scale fields display improved
fine scale mean features, such as the ACC fronts, vdaictbe useful in the context of ocean

modelling.



1. Introduction

The role of mesoscale and submesoscale dynamics ingsktintal structures in the
upper layers of the ocean has recently drawn increasing.f8atellite data have revealed the
presence of ocean surface filaments associated withgsfronts - or sharp gradientsin
various sea surface properties, including SST (Turiel ¢€2086; Hughes et Ash, 2001),
dynamic height gradients (Sokolov and Rintoul; 2007, Dessmet al., 2010) or chlorophyll
content (Lehahn et al.,, 2007). Horizontal dynamics wergvsho contribute to horizontal
mixing, with impacts on local biology (Abraham, 1998; Abrahdrale 2000). Moreover, the
intense horizontal gradients across submesoscale feyetsalso associated with strong
vertical circulation cells. The ensuing vertical dés@ments impact on the local biology
through import and export from the photic layer (Lévylget2001 & 2005), and also modify
water mass properties down-tcand sometimes beyondthe mixed layer depth, impacting
on water mass formation (Paci et al., 2005; Salléé,e2GD6).

These studies reveal the significant role of submegoacsvity around oceanic fronts
and its impact on local and global ocean circulationk@olbgy. They also stress the need for
a better understanding of fronts and submesoscale physitke ¥é¢ean circulation models
are crucial for predicting the evoioh of the earth’s climate, model parameterizations for
dynamics at submesoscales need to be further developedéraxer et al., 2008, Ferrari et
al, 2008; Thomas and Ferrari, 2008; Le Sommer et al., 2011).efequisite for such
improvement is to further observe and understand thecimpé mesoscale and submesoscale
dynamics at regional to larger scales. Today, satellite in-situ data are providing only
partial coverage of these processes. In-situ underwayrvabbees from ship cruises,
particularly from thermosalinographs (TSG), offer siéint horizontal resolution along each
transect for studying fronts locally, at scales of a few (Chaigneau and Morrow, 2002;
Després et al.,, 2011). Argo floats - which have been deplayétcieasing number since
2005 - provide a more global vision of the larger scale preeeg> 300 km) but do not
resolve smaller mesoscale eddies or fronts. Neithars#dtoffers global homogeneous spatial
and temporal coverage of mesoscale or submesoscale dgndmiting the scope of
analyses from in-situ data alone. Satellite observatiérse® surface color, or temperature
can resolve fronts at submesoscales with sufficienizdwaal resolution, the only setback
being occasional cloud cover. Microwave satellite SST prewiebal coverage, but only of

mesoscale resolution. Time series of SST maps basedmhbined microwave and infrared



data are becoming available, and offer interesting perspsah this domain of study.

There is however no time series of sea surface sa(il8%S) or other tracers such as
carbon or nutrients, with equivalent spatial resolutibns essential to have fine-resolution
SSS time series, along with SST fields, since bothnpetexs control upper ocean buoyancy,
which is a key parameter for better understanding the wg@an stability and mixed layer
structure, and the 3D upper ocean circulation at submeso¢iidas and Lapeyre, 2009).
The SMOS mission, launched in 2009, and the Aquarius missiarghad in June 2011, are
starting to provide global observations of SSS. However, tnzdntal resolution of the
satellite SSS products is not expected to resolve the ossas submesoscale processes.

Altimetry can provide a key dynamical basis for studying mededo submesoscale
processes. Even though the mapped altimetric geostrophic tsumely resolve the larger
Eulerian mesoscale field, the temporal evolution of tt23dields has been shown to reveal
smaller filamentation (d’Ovidio et al, 2009), generated by the time-evolving dynamics.
Recent work by Despres et al (2011) has shown that mesosdag®me submesoscale SSS
patterns in the North Atlantic Ocean could be quite ssfadly inferred from large scale
surface 2D tracer fields using a surface Lagrangian adwetgichnique. This technique is
based on the lateral stirring of a tracer field usihg tagrangian advection of surface
particles calculated from the time-evolving altimetrielocity fields. This lateral stirring
creates filaments and fronts at much smaller scalesthe.advection sharpens the frontal
gradients, whilst other processes (diffusion, mixing) tensihtooth them out. The longer the
advection time, the more fine scales are introducethenttacer field, so the choice of the
advection time is crucial. This technique of applying latetigirsy to a tracer field is quite
simple, and works well in regimes where the lateral aib@clominates. There are potential
applications for simulating smaller scale patterns ngdascale tracer products, including
SMOS or Aguarius satellite SSS fields, but also large-sgalded carbon or nutrient fields.

In this study, we apply the technique of Despres et al. (2011)Southern Ocean
domain south of Tasmania. This region has strong deep mgaftbnts which are associated
with the maximum transport of the main jets of the Antar€ircumpolar Current (e.g.
Sokolov and Rintoul, 2010). Their mean paths are repmdentFigure 1 These fronts
separate distinct polar water masses (Orsi et al., 199byemyions of strong air-sea fluxes.
The fronts have been monitored in a circumpolar sense &Sfgdata (Hughes and Ash,

2001) or altimetric proxies (Sallee et al., 2008; Dencaussal.et2010). However, the



signature of these fronts in terms of SSS is less kredwn, due to the poor space-time
coverage of SSS data. The region south of Tasmania vesercho evaluate the lateral
stirring technique since repeated underway sampling of SSS dnd&s& has been routinely
obtained over nearly 20 years from the SURVOSTRAL proeteigure ). This project
collects up to 10 underway thermosalinograph transects pelbgeseen Hobart, Australia
and the French Antarctic base at Dumont D’Urville, starting in 1993. The 1-minute underway
SSS and SST data allows us to accurately measure th®p@sid intensity of the surface
fronts (Chaigneau and Morrow, 2002). This data set will be usdwl us evaluate the
satellite-based fine-resolution tracer products.

The main objective of our study is to reconstruct fiseale surface SSS fields, to
complement the high-resolution satellite SST fields dn@ already available. We will
evaluate whether these reconstructions provide bettetafrpositioning and cross-frontal
gradients on a weekly or seasonal basis, compareck tiowvier resolution tracer fields. &
start with initial large scale tracer fields from added weekly temperature and salinity
product, calculated using an objective analysis of in-situ datzainly Argo floats and
hydrographic measurements from Corioligt://www.coriolis.eu.org). The fields are then
stirred horizontally by altimetric geostrophic currents todpie fine-resolution 2D tracer
fields. These advected fields are then compared to higbolution underway
thermosalinograph data from the repeat SURVOSTRAL linaifieau and Morrow, 2002),
as well as 2D high resolution AVHRR infrared radiometer S8dps. Since the large
horizontal scales of the gridded Coriolis data and upcomM@$ or Aquarius SSS fields
will be similar, the aim is to evaluate the reconstructid meso- to submesoscales that could
be applied for future satellite salinity products.

Finally, while we have some direct satellite observatioris nesoscale and
submesoscale dynamics at the ocean surface, the samoé tisie of subsurface dynamics
below the mixed layer. Some techniques are being developed &xtptiog high resolution
surface density or temperature fields vertically into tbhean interior (Klein and Lapeyre,
2009, Guinehut et al, 2004). For data-based products, only laajerssibsurface temperature
and salinity fields are available from in-situ observaiosuch as the Coriolis objective
analysis fields mentioned above. Better knowledge of figates patterns within and below
the mixed layer would be of scientific interest, for etter understanding of mixed layer

dynamics and water mass formation and for model initizdisaor validation. Hence the
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Lagrangian advection technique used in this study will bedestesubsurface large scale

tracer fields from Coriolis, and the results compareid-®itu data.

2. Data and methods

Lagrangian advection technique

Low resolution SST and SSS tracer fields at the staré tof an advection are
interpolated onto a fine 0.04° particle grid. We then perfalmagrangian advection, and each
particle is advected with its velocity and position pomed every 3 hours (see illustration
Figure 2. The Lagrangian trajectories of the particles are tt@mputed and each particle
trajectory is assigned an initial tracer value, whichentcarries along its pathway to its final
position (sed-igure J. The advected tracer field is hence meant to simtiat¢racer field on
the final day of advection, as demonstrated by d’Ovidio et al (2009) and Despres et al (2011).
As mentioned earlier, this advection is “passive”, in that no tracer modifications are
introduced during the advection periedsuch as those resulting from frontogenesis, air-sea
exchanges, or horizontal and vertical mixing. The metbiotply applies realistic lateral
stirring of the initial tracer field. The reconstructioof fine scales, down to ~10 km
submesoscale filaments, will depend on the accuracy andisngof the initial tracer fields,
and on the accuracy of the horizontal advection fi¢idsthermore, the technique leaves out
other physical factors affecting frontal distributiong(eEkman transport, mixing), and we
may lead to incorrect positioning of the individual frogenerated with the technique. This
will be examined in detail in this paper.

As flow convergence at a front strengthens the tracer egrtsi an ageostrophic
circulation appears- which is ignored with this technique - that accelerates fthntal
generation (Hoskins and Bretherton, 1972).

Horizontal velocity data used for the advection

The velocity fields used for the horizontal Lagrangavection are from altimetric
data, over the period 2002-2007. They were produced by Ssalto/Duhalistnibuted by

Aviso, with support from CNESh(tp://www.aviso.oceanobs.com/dugcsThey consist of

weekly global 1/3 degree gridded fields of surface geostrophicities calculated from sea
surface height (SSH) fields also distributed by Aviso. B#H is an absolute dynamic
topography, which consists of a SSH anomaly field and of ar mig@amic topography field

from Rio et al (2009). These eulerian maps can resob/éather mesoscale eddy field >150
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km (Le Traon et al, 2001; Dussurget et al, 2011, Dibarboure €04all), but their Lagrangian

evolution can provide information on the submesosc&lesour study, these weekly Aviso

altimetric currents were interpolated linearly ontoreeffispace-time grid, at 3-hour intervals,
and onto a 0.04° grid.

Tracer data for the Initial Fields

The large scale SSS and SST tracer fields used ad wotalitions are from an
objective analysis of temperature and salinity data fvanous in-situ measurements around
the world, including Argo float profiles. Global Ocean &od Underway Data (GOSUD)
data are included from 2009 onward. Weekly products are mapped-dntgrids with %
degree horizontal spacing and between 59 andvé®al levels depending on the period.
We will call thisdata ‘Coriolis SSS and SST data’ and study the period 2002 to 2007. They
are available from the Coriolis websitiettp://www.coriolis.eu.org), where they are referred
to as Global Ocean - Real Time In-situ Observations @@ Analysis. These data were
collected and made freely available by the Coriolis projedtm@mogrammes that contribute to
it.

Analysis data

To analyse the advected fields, we compare them with gterbsolution underway
SSS and SST data from the SURVOSTRAL repeat cruise southTasimania
(http://www.legos.obs-mip.fr/soa/salinite/SURVOSTRAL/) aboard thstrolabe (IPEV).
Underway SSS and SST data are measured by a Seabird Theromyaglh (TSG) and are
available every minute; the data processing is describedhbig@au and Morrow (2002).
The vessel links Hobart and the French Antarctic base in Dumont d’Urville (see the cruise
track onFigure J), although measurements can only be made as far sotit asasonal ice
cover permits. There are usually five round trips per yeaud thus twice as many transeets
taking place between October and March. High resolugpeat XBT measurements from the
same cruise campaign are also used in this study to evdheasubsurface advected fields
(http://www.legos.obs-mip.fr/fr/projets/SURVOSTRALY/).

Composite satellite SST data from the Advanced Very HRgbolution Radiometers
(AVHRR) are used as analysis data for the advected migo88T fields. As cloud cover

can hinder ocean surface coverage, we will be using 6-dagasites, as they offer sufficient
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coverage for our purposes while capturing the smallest sralestigated in the study. We
use a regional AVHRR product, developed by the CSIRO in Aisstra
(http://imos.aodn.org.au/oceancurrent/ten_years_of )SSIlHe horizontal grid spacing is
0.036° in latitude and 0.042° in longitude.

Finally, we use microwave satellite SST obtained from piim@l interpolation of

AMSR-E microwave satellite radiometer datatf://www.ghcc.msfc.nasa.gov/ AMSRfor

further validation. Daily fields are available from June 20®present, and are mapped on a
25 km grid although the effective resolution of mesosdaletsires will be larger (>100 km).

3. Advection of large scale sea surface tracer fields

We will test the Lagrangian advection technique souffiasimania, focusing on the 5-
year period 2002-2007 when both the large scale Coriolis &%T SSS fields, and
thermosalinograph data from the SURVOSTRAL mission eadable.

An important issue is the choice of an appropriate advettize. The primary goal is
here to obtain tracer fields with structures down tostit@mesoscales that compare well with
in-situ observations, at least in a statistical serfisheladvection time is too short, the lateral
stirring will be insufficient to generate such scaleshig time is too long, the missing terms
which can modify the SST or SSS will become important (@rgsea fluxes, vertical and
horizontal mixing, frontogenesis dynamics), and the subsoesé® might be over-represented,
while the larger scales may also drift away from the olaéems. The advection time which
gives the best results will depend on 1) the accuradysanoothing of the initial tracer field,
2) the accuracy and smoothing of the altimetric velogitée®l 3) the balance of physical
processes which contribute to the evolution of the trieler (i.e., mean and eddy horizontal
advection, vertical advection, diffusion and mixing;s@a fluxes). In addition, each surface
tracer, SSS or SST, may have a different response fiateexample SST, being coupled with
the air-sea fluxes, responds quickly to air-sea fluxed also tends to dampen air-sea flux
anomalies. However, given that our initial tracer fiedals only distributed weekly and that
the SSS and SST are strongly correlated at the palatsf(Sokolov and Rintoul, 2006;
Morrow et al., 2008), we will analyse the SST and SSS respimes together.

The importance of adequately choosing the advection aippears clearly when we
consider the 2D SST fields obtained after various adwettines, and compare them with

high resolution 6-day composite AVHRR SST images. An edanmpFigure 3shows the
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Coriolis and AVHRR SST fields on 20 February 2007 (panelsd,&ompared to advected
fields which have had 6 or 13 days of advection leading tipet@0 February 2007 (panels b
& c). We can see the increasing development of mesoacal finer scale structures such as
filaments with increasing advection time. Mesoscabgures captured in the AVHRR image
(d) are clearly absent in the Coriolis field (a). Thddy advection (b) simulating the SST on
20 February 2007 already reproduces some of the mesoscaimpgitesent in the AVHRR
image. (Note that the SST advected values come from teldduary 2007, 6 days before
the final advection time). One of the most visible paten this case is the patch of 8°-10°C
water protruding into colder waters at approximately 51°-53°S142d-146°E. The longer
13-day advection (c) resembles the 6-day advection patbet displays more small scale
structures, with long and narrow filaments with sharper fsddients. This gradual
development of smaller scales using this technique has bexdaysly observed and can also
be revealed using Lyapunov exponents (Lehahn et al., 2007, d’Ovidio et al., 2009).

To further analyse the advected large scale Coriolisrtfeds and to determine an
optimal advection time, we compare the 2D advected sfielti SST and SSS with the
underway in-situ data. We calculate a set of advectiongeieading up to the median date
of each cruise. The transect from Hobart to Antarctadees ~6 days- we are mainly
interested in the Subtropical and Subantarctic Frontshwie between 47-54°S (see Figure
1), so the median date is chosen to represent theuirssdtion centred on this latitude
domain. We start the advections from earlier weeklyidlis fields, and perform the
advection up until the transect’s median date. The 2D advected fields are then projected onto
the TSG measurement points along the cruise line.

We have compared the advected fields with all of thatinteansects over the 2002-
2007 period. We have chosen two dates to illustrate differanirés inFigure 4 where SSS
and SST from TSG and Lagrangian advection are plottetdiosects centred on 9 November
2006 Figure 4 left panels) and 1 January 2005gure 4 right panels).

The plots for 9 November 2006 illustrate a case whereathaction technique
provides good results, at the beginning of the summer heeyirie. The black curves show
the SST and SSS measured with the TSG, and show two roais.fThe sharp gradients
separating different hydrological properties, centred-46.5°S and ~51.5°S, correspond to
the Subtropical Front (STF) and Subantarctic FroMtH)Srespectively. Superimposed are

smaller scale perturbations with sharp gradients, whachbe associated with submesoscale



fronts and filaments. The blue curves in the plots spoad to the projection of the advected
tracer fields onto the measurement positions. The togl ganresponds to a 1-day advection,
which is very close to the SST and SSS fields from tiggnal Coriolis products. Clearly the
STF and SAF are not resolved in those two fields, eXoeat very broad, smoothed SAF that
appears in the SST and SSS fields.

These plots also show the growing importance of submdedscats with advection
time. While none are present in the case of a 1-dayctdugtop panel}- and hence in the
Coriolis fields - their position and amplitude compares wéh those in the TSG data in the
case of a 15-day advection (middle panel). Howevernthmber and amplitudes of these
small-scale fronts are clearly too high after a 36-déyeetion (bottom panel). The rms
differences between the in-situ measurements and adviseigs] calculated for all points
along this 9 November 2006 transect, also show a minimum dot5tday advection time in
both SST and SSS (see values in each plotiglire 4 left panel). This preliminary
comparison hints at an optimal advection time of ~2 weeksaforealistic statistical
reconstruction of scales down to submesoscales. We mait¢he increased development of
submesoscale fronts with advection time is also appéwethe formation of filaments in the
2D plots inFigure 3 The submesoscale fronts observed along the cruisarére signature of
the crossing of such filaments.

The amplitudes and positioning of the ACC fronts in the eigxEfields Figure 9, do
not always coincide with those measured with the theslimograph, even in the most
realistic case of a ~2 week advection. For exampleadvected position of thBubantarctic
Front is well positioned in SST but is slightly too far $omt SSS. This offset in the observed
SSS and SST frontal positions has been observed fronmitku data (Chaigneau and
Morrow, 2002) where the surface SSS front was slightlyhnoftthe subsurface temperature
fronts, which was attributed to the Ekman northward adwectib the SSS front. The
altimetric lateral stirring includes only the geostrophic congmb of the horizontal advection
(no Ekman contribution), and will be driven by deeper reacthymamics that have a stronger
impact on the surface height gradients. So this offsethaag a dynamical cause.

The Lagrangian advection technique can sometimes introdua@s pasillustrated in
Figure 4(right panel) for 1 January 2005, in the middle of the sunimating cycle. In this
case, the rms differences grow with advection time & dhse of SST. The rms value is

minimal for SSS for a 38-day advection, but an excessivaber of frontal features have



developed, so that the primary goal of a good statistioatdl reconstruction is not satisfied
with this advection time. If we aim to use this techniqu@rmduce quality SSS maps, the
biases introduced by the advection would need to be reducedtialss that appear between
the TSG data and the advected tracer fields can befigdssi two categories. The first,
which we name “advection bias”, comes from the advection technique itself. The second has

to do with the quality of the initial tracer fields, andegerred to aStracer bias”.

To explain the tracer bias, consider the top plots géiféi 4b, where the blue curves
represent the advected tracer field projections alongcthese line after only a 3-day
advection. Little stirring has occurred at that poiwttlsat the curves resemble the original
Coriolis fields. South of 54°S, the Coriolis fieldsealdy show offsets of about 1°C and 0.1
psu. These biases are important considering the <4°C angs.8nnual variations in this
domain in the Coriolis fields. North of 47°S, the SSS hias reaches 0.4 psu, which is more
than the annual variability in the Coriolis SSS fields.sTihacer bias comes from the lack of
in-situ data used to construct the mapped tracer fields. Very fga foats sample the region
south of 54°S close to the seasonal ice edge at 60p&irarg the high bias there. More
floats are present northward. However, the SSS bias nidIf8 is explained by the narrow
tongue of saline and warm water which flows along the southeastl Tasman coastsa
signature of the East Australian Current Extension, or ‘Tasman Outflow’ (Cresswell, 2000) -
which is apparent in the AVHRR image for 20 February 200Figure 3 This tongue of
water is too narrow to be well resolved by the large-séad® data and so is missing from
the fields obtained with an objective analysis ofitn-data.

Other biases, which are evident on 1 January 2B@fiie 4 right panel), result from
the advection technique. As explained earlier, differemadycal factors affecting SSS or
SST evolution are absent in our method. In the exampléhe right panel ofFigure 4 the
increase in rms differences with increasing advectioe tiesults from a clear large scale drift
of the advected fields from the thermosalinograph datée advection time increases (top to
bottom panels). Amongst the different thermodynamicdl dynamical processes not taken
into account during the advection, two could contribute rtiost to such a drift. One is the
lack of Ekman currents in the velocity advection feldvhich could contribute to the
transport at various scales across the strong merldi@tar gradients. The Ekman transport
brings cool, fresh waters northward, and may explain sdntkeolatitudinal offsets in the

SSS frontal positions. The second and main factor isabisence of air-sea exchanges. We



keep the initial tracer values fixed during the particleeation, and this example in mid-
summer is during the strong heating cycle. At all latitudbs advected SST becomes
progressively colder than the equivalent in-situ valuegddmuary. This is because the initial
conditions are set at their mid-December values forlihelay advection, or mid-November
values for the 38-day advection. There is a big changsuiface temperature during this
period from the summer heating, which is not accountedbjoiour advection method.

Similarly, the cumulated summer precipitation and seamedt is missing from the SSS

advection south of the SAF. In addition, frontogenesishrarisms leading to strong vertical
transports and mixing at the fronts are not taken intoustc@nd may be a source for error in
the vicinity of fronts.

Time evolution of the tracer and advection biases

The results presented in Figures 3 and 4 are promising. Howiewer aim to use this
technique to produce time series of finer scales SSS mapseed to analyse these biases in
more detail. Figure 5 shows the bias between the underasuidata and advected SSS and
SST fields over the entire 2002-2007 period. For each ctiassect, we define this bias as
the difference - averaged over a number of measurememtspe between the
thermosalinograph data and the value of the advecteertfield interpolated onto the data
point. This bias is the sum of the tracer bias and thecaidw bias. However, as noted above,
the tracer bias, which varies with the quality of theinablarge scale tracer field, depends on
the oceanic region. Hence we define three subdomains irhwigccalculate the bias (as
shown in Figure 5). The first domain in the Subtropicah&gdSTZ) extends from Tasmania
(44°S) to the average position of the STF (47°S). The Slikeides with the southernmost
penetration of the EAC Extension, where tracer biasbeastrong as mentioned previously.
The second domain is the Subantarctic Zone (SAZ), bettteemverage latitudes of the
Subtropical and Subantarctic Fronrtdrom 47°S to 50°S - where Argo floats are humerous
and the initial tracer bias appears to be less importdnat.tAird domain is in the Antarctic
Zone (AZ) from 55°S to 58°S, south of the average pasiibthe Polar Front, where the
tracer bias in the Coriolis fields can also be impartare to the lack of Argo float data.

A quantitative analysis of the 2D SST biases relativeAYWHRR 2D products is
presented in the Appendix. Based on the minimization of tla lbds, we find an optimal

advection time of ~2 weeks in the region of study, which agpevell suited for the



production of 2D SSS maps in our region. This optimal adwectimne also corresponds to the
integration time that best reproduces the main frostepaerved earlier frofigure 4

Here we use a 2 week advection time to study the time emolotithe bias relative to
the TSG measurements. Note that the Coriolis fieldslistebuted at a weekly rate, yet the
in-situ SST/SSS data occur on one field date, which can octhinWi4+3 days of the initial
tracer fields. The time evolution of the total biasqéra+ advection) is calculated within each
subdomain and for advection times of 14+3 days, as showmgime 5(in colour). Also
plotted is an estimation of the mean tracer bias fon @sission, which is calculated as the
mean difference between the large scale Coriolisdifgdd all transect dates and the TSG data,
at the measurement positions (Figure 5, in black). Sme&briolis fields are only available
weekly, the two nearest fields are linearly interpalatetime onto the transect date.

The time evolution of SST and SSS total and tracer bisise® a general decrease
over the 2002-2007 time period studied, which depends on the ra&gltracer. The decrease
in tracer bias indicates an improvement of Coriolis drafields in the region of study,
explained by the gradual increase in the number of Argtsfldeployed, as they are the main
weekly contribution to the in-situ large-scale tracefds. One significant exception to this
tendency is in the STZ (top panels), where a decreabmses - particularly for SSSup
until 2007, is followed by large biases during the SURVOSTRAL pzagn in austral
summer of 2007-2008. However, examining SST images from AVHRRMSRE, we find a
distinctly warmer Tasman outflow signature south of Tasien in the summer of that year
than in previous years (not shown). The objective analysgd to produce the Coriolis fields
smoothes out some of the sharpest tracer gradients, prabadiéyning the large differences
with in-situ measurements for that anomalous year.

The part of the bias that is due to the advection techngualso be identified in the
time evolution plots of the bias. This part of the lmasresponds to the difference between
the total biases (colored dots in each plot) and the imaeaer bias (black line). Biases in the
three subdomains, and for both SSS and SST, displayns¢&yules- at least over the time
of year when the campaign is held, from late Octoberatty én March on average (~4-5
months). These cycles are clearest in the AZ, vaitiall bias extrema in mid-December for
both SSS and SST. Bias variations over the ~4-5 mgmles have magnitudes comparable
to the overall bias drift over the 2002-2008 perioidr SSS and SST - making this part of the

bias particularly significant. The origin of these seasagcles in the bias can be explained



when examining the time rate of change of the Coriddiser fields, shown for example for
the Antarctic Zone Kigure 5 bottom panel). The plot shows sharp peaks in temporal
gradients at the end of December. As the advected aeddebtained by passively stirring the
Coriolis fields from 14+3 days earlier, the strong heptaind freshening that has intervened
during the advection time over early summer has not beeaunted for. There is a clear
correlation between the seasonal cycle in the biastandttength of temporal gradients in
SST and SSS.

The three subdomains show differences in the time ewo&itof biases.For all
regions, the SST biases are negative, indicating tkahdkiected fields remain too cool and
are not adapting to the summer heating at all latitudes.s@itinity fields are more complex.
The slight negative bias in the STZ means the advectet$ f@k too fresh, and are missing
some of the salty Tasman Sea water in the norttthis is due to the tracer bias. The positive
salinity bias in the AZ means that the advected fial@stoo salty, and here they are missing
some of the freshwater coming from the melting seanidate spring, again due to the tracer
bias. This is associated with the negative peak in thpdeaahSSS gradient during the same
period. The main improvement in the advection techniquerishie SSS fields in the SAZ,
where the fronts and the geostrophic convergences angesto

One point is clear with this analysis: the tracer biaspganent improves over time as
knowledge of the background large-scale field improves, sdbtasgshas the potential to be
reduced over time (as the Argo data coverage improvée i6adriolis products). However the
advection bias component is method-based and does cr@ade over the period of study.
This can be inferred from the difference between thammetal and tracer bias for each
campaign (black and colored lines kigure 5, which remains fairly constant over time.
There is also no decrease in the time evolution ®frths values of the difference between
advected fields and TSG data (not shownlt may be possibimitothe advection bias, by
introducing corrections which account for the missing physiash as a diffusion term, or
evolving air-sea fluxes during the Lagrangian advections Will be discussed further in

section 7.

Reconstruction of mesoscales to submesoscales
The most stringent test of the advection technique wasmapare the individual

advected maps with in-situ transects at one date, vehensall ofsset in position can lead to



large pointto-point errors. Here we will consider how the technique may on®tthe 2D
fields in statistical averages. Here, we calculate spentwavenumber space from the 2D
advected SST fields, and compare the results with indepesdtellite SST fields, from both
microwave AMSR-E sensors and infrarouge AVHRR sensors. Willigiive us information

on the statistical representation of mesoscaleslimasoscales, not on the exact geographical
correspondence of fronts and filaments.

The first power spectra are calculated with the largées8ST Coriolis fields that are
used for advection. We then compute the spectra fordweceed fields, for each of the 7, 14,
21 and 28 day advection times. Finally, we calculate the spémtrSST from AMSRE
satellite data, and from AVHRR satellite data. The AVH&Ea will serve as a reference for
small scales, although the noise impatcs at scales dmId) less. The spectra are calculated
over a 10° by 10° domain (141°E to 151°E and 46°S to 56°S), andefgetr 2005. Hence
the spectra obtained correspond to both spatial and tempwans for this period and
domain.

The mean meridional power spectra obtained (not shownpare energetic than the
zonal spectra, owing to the dominant meridional SST graawithin the ACC. However, the
meridional spectra are all very similar and do not vary muith advection time. On the
other hand, significant differences in energy levels appethe detrended zonal spectra, as
shown inFigure 6 The AVHRR data are more energetic than the Coriolisiymts at all
scales spanned in the spectra, i.e. ~10 km to ~1000 km, altltbegtifference is most
significant at the smaller scales, as expected. The wia® AMSR-E fields have equivalent
zonal energy to the AVHRR fields at scales largentB@0 km, but their energy levels drops
closer to the smoothed Coriolis fields for scales ssnalan 100 km, while still being more
energetic [figure 63.

The zonal spectra for the advected Coriolis SST fieldsvgnergy levels that increase
with advection timgFigure 61). The energy gain for the 7 day advection, compareil thé
non-advected Coriolis fields, is strongest at largdesc@-100 km to ~1000 km range), this
advection time being too short to generate smaller scalésfrbhe important energy gain at
large scales results from the large scale meridionaécidn of the tracer fields. Then,
comparing the spectra successively by increasing advection wmesee that the energy
increases progressively towards the smaller scales.

These mean zonal spectra also point to ~14 days asiarabatlvection time. Energy



levels for the 14 day advection best compare with tldds8/HHR at scales down to ~100
km. These 14-day advected fields also have energysidetween the mesoscale AMER-
SST and the finer-scale AVHRR SST, for scales from 10kiAGvavelength. Even though
longer advection times appear to increase the tempergpectral energy levels at smaller
scales, they also lead to excessive spectral enevgys lat larger scales, which are not
dissipated by our passive advection scheme.

In summary, this section suggests that when using this techwitjuean advection
time of ~14 days, mesoscales down to the ~100 km level arectgrreproduced in a
statistical sense, and scales down to 10 km are improveohasons with in-situ TSG data
show that the main ACC fronts are generally well reproducentoss-frontal gradients and
positioning, while secondary filaments will only be reproducedssizily, and not their
exact positions or associated gradients. Also, the mgigghysics and errors in the tracer and
geostrophic velocity fields at the northern and soutbeumdaries can sometimes introduce
significant errors, hindering the use of this technique forpitmeluction of individual SSS
maps. The errors will be particularly strong in periodstaing air-sea exchangesvhich are
not accounted for in this passive approach, as well asgions of low EKE where lateral

stirring is not dominant in the evolution of surface SSS

5. Improvement of tracer climatologies

The Lagrangian advection technique can also be usegtovmour knowledge of the
tracer’s mean states, which are frequently used to constrain or validate ocean circulation
models, or to set their initial conditions. Mean frordsas the ACC have sharp gradients that
are geographically positioned by the strong bathymetric @inttron the flow (Hughes and
Ash, 2001; Sokolov and Rintoul, 2007). Climatological traceld§ constructed from sparse
in-situ profiles will smear these sharp gradients spati8llgice the Lagrangian advection
introduces finer scales in a tracer time series througktiggatic convergence, the mean
tracer pattern computed from the advected fields can difgay finer scale patterns. In
addition, some of the problems with the advection by be reduced with longer term
averaging. Hence, Lagrangian advection could be used towmphne resolution of fronts in
the mean surface tracer patterns.

Figure 7, top left panekhows the time-averaged SST fields for the year 2005. The
mean SST from the weekly Coriolis fields displaygédascale featurgsigure 7a) The sharp



gradients associated with the ACC fronts are absenthey were scarcely resolved in the
weekly fields (see exampleigure 3. Figure 7d (left, bottomshows the mean SST from
AMSR-E for the year 2005. Finer scales are resolved inrtl@an field, with strongly
meandering paths of the ACC fronts, and sharper gradientss the fronts. IRigure 7¢ the
mean SST map is computed from the 52 weekly fields of 2005 ridlSdields, advected by
altimetry over a 14 day period, where the advected wedscare derived from the time-
varying absolute dynamic topography. The signatures oA@€ fronts compare well with
those in the mean field for AMSR-E SST. For comparisogure 7bis similar toFigure 7¢
only the advections are performed using time-mean vedsailerived from the mean dynamic
topography (Rio et al., 2009). Clearly some of the meah S&ictures in the AMSR-E data
and the fields advected with altimetfyifures c and)dare dominated by the permanent mean
circulation shown irFigure 7h including the double northward meanders at 50°S around 145-
150°E. However, certain structures also have a clearameaal signature which are
particular to 2005, including the strengthening of the jetsreg@s around 135°S, and the
strong southward meander around 54°S, 150°E.

We can validate the improvement to the mean fields usingntependent satellite
SST data, and indeed the similarity betwpeanelsc and d is quite striking. However, the real
benefit for this technique is to improve other tracedfidhat cannot be observed from space
with sufficient 2D resolution. The right panels figure 7show the equivalent SSS fields.
Once again, the lateral advection from altimetry is rgldnuch sharper frontal structures to
the larger scale SSS field.

Interannual variations in the frontal positions are ewidethe annual mean SST and
SSS advected fields, shown for the 5 year period 2002-206%tne § and again compared
to the AMSR-E SST. The yearly averaged fields have thiardage of reducing part of the
advection bias, which has a strong seasonal signal lirkéldet missing air-sea flux cycle.
Finally, the method gives us the potential to calculbése fields over a much longer time

period, as long as the initial tracer fields are faielgresentative.

6. Lagrangian advection at the subsurface
In the above studies we have used Lagrangian advectibnaltimeter velocities to
reconstruct mesoscale structures in various ocean surfaa fields. While knowledge of

mesoscale and submesoscale activity at the ocean sigfamggortant because of its impacts



on ocean physics and biology, so is the vertical straadf these small scale features in the
subsurface, particularly within the mixed layer. The encougagisults obtained at the ocean
surface have led us to consider applying the same technicheesatlisurface.

The subsurface tracer fields used in this study are tige lscale gridded weekly
Coriolis fields based on Argo profiles, which are providedarious depths. We use altimeter
velocities to advect particles at the subsurface, derisig them to be representative of the
dynamics within the upper oceatin example of Lagrangian advection is showrrigure 9
with various fields simulating the temperature at 400 m deptR5 October 2003, and the
Coriolis temperature for 22 October 2003 at the same depthplobe show the gradual
stirring of the temperature fields and development afrfénts and sharp temperature fronts.

In the absence of 2D fine scale subsurface tracer fields satellite measurements or
other data, we compare the advected Coriolis tracer fteldsgh-resolution repeat in-situ
data, and specifically to eXpendable BathyThermograph (XBTpéesmure measurements
from the SURVOSTRAL campaign. Figure 10we show the temperature measured during a
campaign whose track is represented-igpure 9and which reached ~50°S on 25 October
2003, the date simulated fiiigure 9 b and.c

The fine scale improvements noted at the surface aldg mpihe upper ocean layers
in this Southern Ocean region. figure 10we can see a strengthening of the signature of the
SAF at ~52°S in the advected Coriolis fields, as the @@retime increases. As observed at
the surface, these visual comparisons show that the A@@sfare best reproduced for an
advection time of ~2 weeks. In this figure for instance, Ifileday advection is more
satisfactory than the 10 day advection for positioning tie. S

Small scale structures also develop with increasing adwettioe (igure 10. A
number of small temperature anomalies occur between the('88E) and the STF (45°S)
which are not reproduced by the XBT measurements, eitlibe &urface or at 400 m depth.
However, other fine scale structuresuch as the narrow peak at 54°@re well simulated.
Interestingly, the amplitude and position of the tempeeatiradient across the SAF is correct
and well positioned, yet we have advected the temperatuctuse using the stronger surface
currents rather than the 400 m depth currents. This nfl@gtréhe strong vertical coherence
of the currents in these equivalent barotropic jetsohtrast, the narrow peak at 54°S is well
represented at the surface (Figure 14a), but too strong at 400 m(Beptre 14b). Despite

using the surface geostrophic velocities for advectiom téchnique shows some skill for a



statistical reconstruction of the frontal featuredegth, with an optimal advection time of ~ 2
weeks. We note that the ageostrophic dynamics which aregsimotihe surface layer, are

much weaker of absent at 400 m depth, and the geostrophic genserproduces good

sharpening of the mean fronts. In future work, we areasted in advecting the subsurface
tracer fields with more realistic subsurface currentsvedd from satellite and in-situ data
(e.g., Mulet et al., 2012).

7. Discussion

In this regional study we find that Lagrangian surface adweaonith altimetric
geostrophic velocities can improve the representation & A&Gnts and small scale filaments
in large scale tracer fields, although with a number oftditions. The passive horizontal
stirring leads to increased production of small scale festas we extend the advection time.
Comparisons with various high-resolution in-situ or $itgetlata show that the strong ACC

fronts are best reproduced in a statistical sense usiagwection time of ~2 weeks.

We are using a very simple technique, and it is quite leabée that a simple lateral
stirring of large-scale tracer fields with altimetgeostrophic currents can act to sharpen the
main circumpolar fronts, and introduce the observed sutspeke structures. This is
particularly striking since the individual maps of griddetinatric data can only resolve
horizontal scales of around 150 km. It’s the temporal evolution of these currents, driving the
geostrophic convergence, which is creating the sharpening dfdhts and realigning their
positions. We find that a 15 day advection allows forliest representation of the smaller
scales when using Coriolis fields as initial conditioifier advections, the main ACC fronts
and finer filaments display generally good gradients andtiposig, especially when

averaged in a statistical sense.

Our study has also highlighted various factors which contrituténe errors in the
instantaneous characteristics of reconstructed frontsmf@inrtant source for those errors is
the absence of frontogenesis in our method. As flow agewee at a front strengthens the
tracer gradients, an ageostrophic circulation appeavbkich is ignored with this technique -
that accelerates the frontal generation (Hoskins arathBrton, 1972). The ageostrophic
circulation associated with frontogenesis will also dydaster at a dynamical front if the
large scale gradient is strong. Our technique does not inttlisdlageostrophic adjustment, so

potentially our optimal advection time based on geostrogiwergence may be longer than



is really necessary. In addition, our analysis is n@aag a wide region, which means that all
frontal structures may not have identical frontogenéisnescales. Indeed, the geostrophic
convergence associated with our technique is only providing aspect of the frontal
dynamics. Another problem concerns the lack of dissipatiechanisms with our technique.
Our study shows that long advection times also lead tossxeefrontal density and cross-
frontal gradients, setting a limit to the advection timat can be used.

Other factors also contribute to errors in the finelesecaconstructions. Here we
simulate the passive evolution of a tracer field comsigeonly horizontal geostrophic
dynamics resolved with altimetry. In reality, traceueh as SST or SSS will also evolve with
air-sea exchanges, vertical movements, diffusion, Bkirensport, or frontogenesis to cite a
few factors ignored. Their absence introduces errorseirchharacteristics of fronts simulated,

which we refer to as the advection bias.

In addition to dynamical processes that are left out,akienetric velocity fields
themselves are sources for various errors. Firstytelshnique does not simulate advection
by the full surface geostrophic circulation, since onlg targer part of the mesoscale
circulation is resolved in the altimetric fields. Alsthe altimetric velocities do not measure
the ageostrophic surface mixed layer currents, but respohe tteeper-reaching geostrophic
circulation. Indeed, latitudinal offsets between surfaoee subsurface positions of ACC fronts
have been observed, with northward drifts of surface drdoyt the wind-driven Ekman
transport (Chaigneau and Morrow, 2002). During summere tiseoften a better persistence
of the SSS frontal signature than for SST (Morrow gt24108), which is also noted in our
advected vs. in-situ tracer comparisons-igure 4— particularly for the STF at ~46°S. Thus
the altimetric advection may not be sufficient whée tageostrophic surface mixed layer
processes are energeticthis is particularly true in summer, when most of oursitn-
observations are available. Despite all of these pos®hler sources, the observed
improvement indicates that these large, deep reachingsoae eddies and mean currents
have a controlling action in stirring these finer sdadats and filaments in this part of the

Southern Ocean.

It would be tempting to use this method to construct globad-series of tracer maps
with finer scales represented. However, our analysiseoétrors introduced during advection
shows that these errors can be large, and would need tdusedebefore producing a time

series of finer-scale tracer maps. In particular,atieection bias dominates during periods of



strong changes in the surface tracer values, and thegsaioisea fluxes are likely the
dominant missing factor during those periods. Hence, thelb\®as could be significantly
reduced by introducing, as a first step, large scale ¢amnscfor air-sea fluxes along particle
trajectories. Further improvements, either in the géneias or in the positioning and
intensity of fronts and filaments, could also be exgediy including corrections for Ekman
velocities, horizontal diffusion, or vertical mixing dlg the advection. Also, we find that the
biases are smaller in the higher EKE regions, whergebstrophic convergence is stronger.
The Southern Ocean is a region of high EKE, with degghing fronts having a strong
surface velocity signatures , and the technique may natsbeeneficial in less energetic

regions.

Apart from the advection technique and its limitations tlagofactor influencing the
overall errors in the advected tracer fields is theityuaf the initial tracer fields used. Our
study has shown that the large scale Coriolis fields ladispegional biases. In the
southernmost latitudes of the Southern Ocean, velg ditita is available over a large domain.
Hence little to no variability is present in the largale Coriolis tracer fields, and biases can
appear over large domains. As these biases are not asdowittt the unresolved transient
mesoscale features, the horizontal stirring cannot ingpthis bias (se€igure 4b,south of
54°S).0n the other hand, regions where the Corioli®tréelds are constructed with more
data display smaller large scale bias. The Lagrangian aoivegipears to work better in such

regions.

In this discussion, we have tried to provide a comprehenswverage of the potential
errors in the lateral advection technique. We note hewetiat much of the validation and
intercomparisons are tested against the fine-resolgéteilite SST fields, which are the only
independent, 2D high-resolution tracer fields available. Yet S$ie most difficult tracer to
reconstruct, since it is strongly coupled with thessia fluxes, responding quickly to air-sea
anomalies and in turn damping the anomalies. The main fihsotechnique is to improve
the fine-scale structure of other large-scale traedtdj such as salinity, carbon and nutrients,

and these fields may be less sensitive to the airhsedofcing over a 15-day period.

We have also applied this technique at the subsurface, adydéatgje scale Coriolis
fields with the same altimetric geostrophic velocitydgelComparisons with XBT data from
SURVOSTRAL cruises show improvements in the SAF gradiants positions, similar to

those obtained at the surface. This is explained byatethat the most energetic frontal



features in the domain studiedthe ACC fronts— are deep-reaching currents, so that the
altimeter surface velocities are also representativilie subsurface currents. The advection
bias is also smaller in the sub-surface fields siteget is no air-sea flux error and less
frontogenesis error during the advection time. However|lsmscale temperature anomalies
appeared too strong outside the strongest jets. This satsudchnique would need to be
tested in other oceanic regions, corrections to thecitglfields could be required at depth

and a diffusion temer may also be necessary.

Finally, previous studies by Despres et al (2011) used a cligataldSSS field as
their initial large-scale tracer field for their stumythe North Atlantic Ocean, instead of the
weekly evolving large scale tracer field used in this stliéhey obtained good results using
this “static” large-scale initial field, stirred weekly with the realisadtimetric currents. Both
of these studies indicate that Lagrangian advection dmulgsed to improve the mesoscale to
submesoscale representation of any climatologic tract#erps, as long as horizontal
advection dominates the tracer evolution over a shue geriod, eg 2 weeks. So potentially,
the method could be used to introduce sharper frontatgtescin global climatological maps
of carbon, DMS, nitrate, phosphate, or silicate. Our stusly highlights the potential for
calculating annual climatologies of SST and SSS, withstealfrontal structures resolved.
Indeed, the joint SSS and SST analyses with SURVOSTRAgrmibsalinograph
measurements show promising results for SSS, especidhg iregion of the strongest ACC

fronts. So the extension to other tracer fields provaemteresting perspective.

8. Conclusion

The Lagrangian trajectory calculation technique used instuidy shows promising
results when applied to the improvement of the hotaoresolution of large scale upper
ocean tracer fields. It shows good results in the SautBeean, confirming the important
role of lateral advection in setting the salinity frdraucture, as found in the North Atlantic
Ocean by Despres et al (2011). The technique could also be appléd) ttracer that is
primarily governed by lateral advection. We find that wisgarting with large scale tracer
fields such as those from Coriolis, a ~15 day advediime is best able to reproduce the
mesoscale and submesoscale features in their statmstsitioning and associated gradients.

We note that our technique will only provide the geostromoiovergence at the front.



Missing ageostrophic frontal dynamics would probably reduceathigection time, and may
also introduce compensated temperature and salinity gta@iesmall frontal scales.

Although the technique should only be used for a statistigaésentation of fronts
and filaments, rather than providing a time series of mé#mps technique could offer
important tracer information. The current neetbisnprove the resolution of salinity fields to
bridge the gap with the better observations of temperaitte upper ocean. This study has
shown the promising results for estimated finer-scaleigsa starting from large-scale
gridded in-situ salinity fields. In the future, this technigoelld also be applied to the large-
scale gridded satellite SST fields from SMOS and Aquarius dtdéjng with tropical or
subtropical regions where the data should have bettesjmneci

One important and largely unknown quantity is the vertieddaity associated with
fronts. Vertical velocities are strongly related tonsigy gradients, and hence the tracer
gradients across fronts. The statistical reconstniatibSSS and SST, and thus obtaining
frontal density, coupled with some knowledge of theiz@rtvelocity profiles at fronts from

in-situ observations, could give us valuable insight intticadrdynamics.

While this technique improves the general representationnef dcales, our study
shows that errors in front characteristics as welbeger scale errors are introduced during
the Lagrangian advection. The advection of the tréiedds is passive, and only takes into
account horizontal geostrophic velocities resolved bynatry. Some elements have been
discussed to try to reduce the errors in the advectkls,fiand in future studies could address
the neglected thermodynamical factors, such as aifksgas which are significant in the

ocean domain studied, Ekman velocities, horizontal articaediffusion and mixing.

An interesting application of the technique is the improvenwnthe fine scale
resolution of climatological tracer fields. The nomsuscale-resolving fields that were
advected for 2 weeks and spatially averaged over a yedaydispseveral fine scale features
such as the ACC fronts. Improved surface tracer fieddddcbe useful to validate or initialize
model simulations. This technique could provide improved climaigdogf any physical or

biogeochemical quantity whose evolution is predominantly geeby lateral advection.
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Appendix : Refined analysis of optimal advection time

Our first visual analyses indicate an optimal advectiore tof ~2 weeks. We also
examined how the bias between the advected tracer valdethann-situ data varies in
relation to the advection time over the entire domain or within the 3 subdomains shown in
Figure 5. However, no clear minimum bias appears for afgpecivection time, over any
domain. This is partly explained by the fact that the umdgrin-situ measurements only
cover 4-5 months of the year. Since there is a saaswytle in the bias, a significant
advection bias is introduced by the advection technique, se¢ha missing physics (eg air-
sea fluxes) depend on the time of year. Thus a bettetavegarch for an optimal advection
time in a quantitative manner is to make comparisonis data over a full year in order to
average out the seasonal component of the bias. To deesase a time series of composite
high resolution SST infrared data (AVHRR).

For this analysis, we consider the year 2005 and the domaitS3E- and 43-58°S.
Figure 5had shown that the SST bias was among the smalletstafoyear, so the large scale
Coriolis fields seem the most accurate. We ran 4deddvections of Coriolis SST fields with
advection times of 7, 14, 21 and 28 days over the domairedébrset, 52 weekly advections
are calculated. Each one is obtained by advectingCtmolis SST fields over the given
advection time (1 to 4 weeks) up until the simulated daten,The each of the 52 dates of a
set, averages of advected Coriolis SST and of AVHRR &8 Tomputed for each 1°x1° cell,
and their difference gives the bias. To obtain the geeoptimal advection time in each cell
of the domain studied, we first calculate the yearly mbms for each cell and for each
advection time. We then determine, for each cell, whibleetion time minimizes the yearly
mean bias.

The histogram of optimal advection tinkégure A.lashows a local maximum at 14
days, confirming our previous qualitative observations. Howeves,résult is not entirely
conclusive, as advection times of 0 and 28 days are tist fremuent over the domain.
Indeed, the 2D map of optimal advection tifigure A.1bshows organized patterns, with
regions of 0 and 28 days regrouped into patches.

Previous studies of similar surface Lagrangian advectiong sdown that most
submesoscale filaments and fronts are simulated in thatyiof mesoscale eddies resolved
in the velocity fields used for advection (d’Ovidio et al., 2004; Waugh and Abraham, 2008).



To explore the influence of mesoscale activity on th@aehof an optimal advection time, we
compute the annual mean eddy kinetic energy (EKE) for 26@kire A.29 and plot the
distribution of EKE versus optimal advection time owadlr 1°x1° cells Figure A.2). The
EKE map shows a region of higher EKE east of Tasmaxplained by the fluctuating
southward penetration of the East Australian CurrentriSidaa. Regions of higher EKE are
also observed along ~52°S, and maximum EKE is located irsdbtheastern part of the
domain studied. This high EKE can be explained by intensg edtivity as well as the
meandering of the principal ACC fronts around quasi-statjopaths (Morrow et al, 2003,
Sokolov and Rintoul, 2007).

The distribution of EKE vs. optimal advection time wisathat regions of moderate to
high EKE are on average associated with a 14 day optuvakcton time. This agrees with
previous studies based on Finite Time Lyapunov Exponents (Fab&)advection from
altimetric currents (eg Abraham and Bowen, 2002; Waugh andhabr, 2008). For short
advection times (eg 5 days), the stirring by FTLEs isidatad by the pure local strain rate,
for longer advection times (10-20 days), an integratedngtialong the Lagrangian trajectory
occurs and the stirring tends towards a homogenised and Istable

In our analysis, frequent optimal advection timesadse found at the extremes: 0 and
28 days, associated with regions of low EKE. Regions wfdddy activity are generally
associated with larger scale surface tracers pattehsvaaker tracer gradients, and the
weaker advective stirring does not bring any improvementterms of any tracer bias found
here. This may explain why regions of 0 day optimal adwedimes (see white contours in
Figure A29 are generally regions of low EKE.

A 28 day optimal advection time is observed over ~25%®fliomain. These cases also have
low eddy activity, and we would expect an optimal advectiore of zero days in these
regions as well. However, depending on the time of yeamd thus the sign of the temporal
gradient of SST - the advection bias can help reduagga tracer bias. When that occurs, the
longer advection may improve the tracer bias, resultingni optimal 28 day advection time
(the longest advection time considered). Tracer bias dspem the quantity and qualityf o
data available. As these vary in both space and timépes the tracer bias, resulting in a
more complex pattern in the 28 day optimal advectime tlistribution.

For this optimal advection time calculation, we notd tha convergence due to the

ageostrophic flow at the front is not included. Given thmsa&onvergence flow and including



ageostrophic adjustment, fronts will develop faster ifeghis a strong large-scale density
contrast, than if the density contrast is weak. Thisotsoccurring with our technique. So in
order to generate fronts of the observed magnitude, tgeabgian advection has to be
extended for a longer time period in the presence afigtdensity gradients. Thus we may be
overestimating the optimal advection time in regiohstrong density gradients, often with
moderate to high EKE.

In conclusion, the optimal advection time of ~14 daynse the summer months in
comparison to SURVOSTRAL in-situ data appears robust dweryearly averages, for
moderate to high eddy energy regions. Since we do netd&dhe ageostrophic circulation,
this is probably overestimating the frontogenesis timesdeor low energy regions, the

horizontal stirring is not efficient in correcting thackground biases.
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FIGURE 1

The mean tracks of the South Subtropical Front (SShE)Subantarctic Front (SAF)
and the Polar Front (PF) from Belkin and Gordon (1996) epecsented over a bathymetric
map of the study region. The dashed line shows the meharoptie SURVOSTRAL cruise
over 2002-2007.
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Schematic diagram of the Lagrangian advection technigle.c&ntral figure shows
particles placed on a dense regular grid (0.04°) which avectstl horizontally using
altimetric geostrophic velocities. The velocity fieldoraj the particle trajectories are
calculated every 3 hours from a linear interpolationihef weekly gridded altimetric fields.
Large scale tracer fields (e.g.SST and SSS on thg dedt interpolated onto each initial
particle position. Tracer values are then carried by eacticle onto their final position (right
panel), to create an ‘advected tracer field’. The advection time in this example is 19 days,

from 1 January to 20 January 2007.
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All 4 panels correspond to SST on 20 February 2007. a) LargeSBalérom Coriolis
objective analysis of in-situ data. b) Final SST adtérday advection of the Coriolis field
starting from 14 February 2007. c) Final SST after a 13 degcaidn of the Coriolis field-
starting from 7 February 2007. d) AVHRR high resolution image.
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Left panels correspond to SURVOSTRAL campaigns centred orv8ridzer 2006. Right
panels for 1 January 2005. For each panel, SSS and SSTara@ysstted along the ship

track. Black lines are for observed thermosalinographesalwhile blue lines correspond to
the values obtained by advecting the Coriolis fields.dach tracer, three plots are shown.

The thermosalinograph values are unchanged, but the amvéote for the Coriolis fields

increases from top to bottom. The rms of the differenteden the two curves in each plot

are shown.
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Left) SURVOSTRAL ship transects performed over 2002-2007 areegd|cdtong with the
rectangular domains referred to as the Subtropical, Subaotand Antarctic Zones (STZ,
SAZ and AZ respectively). The coloured dots of the top @lsashow the time evolution of
the mean SSS (centre) and SST biases (right paneldethe advected Coriolis fields and
the thermosalinograph measurements in each domaindigbeten time is 14 days (£3)). In
each panel, the coloured line shows the evolution of genrbias over all transects of the
yearly campaigns, while the black line shows the evolutidhetstimated tracer bias over
the campaign periods. The 2 bottom panel shows the time tiegiohthe SSS and SST,
spatially averaged over the AZ for the Coriolis fieldemthe 5 year period (60-day low-pass
filtered). Each summer SURVOSTRAL period is marked in blue.
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Both panels show mean longitudinal power spectra of S&dsffor the year 2005, computed
over the domain [141-151°E and 46-56°S] Left) Spectra sho@aohelis large scale SST
field(red), the AMSRE microwave SST field (blue) and théHRR high resolution 6-day
composite fields (black). Right) The same spectra &tirplus the advected Coriolis fields,
for advection times of 7, 14, 21 and 28 days.
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All panels show mean tracer fields for the year 2005, pa)db d) on the left showing SST
and e) to g) on the right showing SSS. The mean fieldeggond to Coriolis SST and SSS (a
& e), their 2 week Lagrangian advection witiean velocities only “MDT advection” (b & f))
derived from the mean dynamic topography (Rio et al., 2008)treeir advection with
altimetric geostrophic velocities derived from the absadlyteamic topographyFull

advection” (¢) & g)). b) This panel shows the mean SST from AMSR-E microwiava.
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FIGURE 8

Plots of the climatological fields for years 2002 to 200ftop to bottom. For each year, the
fields shown correspond to the full advection of SS$) (defd SST(centre), and of AMSR-

SST.
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FIGURE 9

Panels a to ¢ show various temperature fields at 400 rh.d8ps the Coriolis SST field for
22 October 2003, while b) and c) show the simulated field5adctober 2003, obtained
with a Lagrangian advection of Coriolis fields over 1d 47 days respectively. The dotted
line shows the path of a SURVOSTRAL transect which reacheds~®925 October 2003.
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The panels show temperature values at a) the surface 460 i depth along the ship track
of a SURVOSTRAL campaign centred on 22 October 2003. Plotteédleaobserved XBT
values (blue line and asterisks), the large-scale Cot@imperature field for 22 October 2003
(black line) and the 10-day (red) and 17-day (green) advectiddsrinlis temperature fields
up until 25 October 2003. The Coriolis fields are projectedgaiba XBT cruise track shown
in Figure 11 (a, b and c respectively).
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Both panels are distributions of the optimal advectime - for 1°x1° cells of the domain
[132-152°E and 43-58°S] for the year 2005 - considering advectios th® 7, 14, 21 and
28 days (see text for further details). a) Percentagjgedbtal 1°x1° in the domain studied for
each optimal advection time. b) Geographical distribubibime optimal advection times.
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FIGURE A2
a) Mean EKE for the year 2005 computed from the weekly Aviso lgBedefields,

and averaged over 1°x1° cell. White contours show regiofsdafy optimal advection time
(see Figure Alb). b) The distribution of optimal adi@ttime over 2005 for each cell of the
same domain versus mean EKE. The blue line shows the mdaroEKach advection time,

with the dashed blue lines at + one standard deviation.



