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[1] The Tropical Rainfall Measuring Mission Microwave Imager sea surface temperature (SST) and QuikSCAT wind stress satellite data are used to investigate the intraseasonal upwelling variability along the coast of Peru over the period 2000–2008. Two regions of peak variance correspond to the central Peru region (Pisco region, 15°S) and the northern Peru region (Piura region, 5°S). A covariance analysis reveals a significant coherency between winds and SST anomalies off Pisco, consistent with Ekman pumping and transport dynamics. The upwelling cell consists in a meridionally extended fringe of colder (warmer) water extending as far as 250 km from the coast at 15°S. In the Piura region, the intraseasonal covariability pattern is represented by two modes, one relevant to the direct Ekman dynamics and the other one associated with the remote forcing of intraseasonal oceanic Kelvin wave. Two regimes of variability are evidenced. A low-period regime (10–25 days) is the signature of Ekman transport/pumping dynamics and is remotely forced by the migratory atmospheric disturbances across the southeastern Pacific anticyclone. A high-period regime (35–60 day band) is associated with the combined forcing of oceanic equatorial Kelvin waves and migratory atmospheric disturbances in the midlatitudes. In particular, the modes of covariability exhibit a prominent ~50 day period energy peak. It is shown that this period arises from the impact of the first two baroclinic modes Kelvin wave, with the second baroclinic mode Kelvin wave being more influential on the Piura region.


1. Introduction

[2] The west coast of South America hosts a very productive oceanic ecosystem [Carr, 2001]. From a physical perspective, this is due to the upwelling favorable conditions along the coast resulting from the southeast Pacific (SEP) anticyclone in the subtropical latitudes that drives an alongshore northward surface flow along the coast from 40°S to the equator. Whereas off central Chile, these alongshore winds are intense because of the close location of the center of the SEP anticyclone, off Peru they tend to weaken as they feed the southeast branch of the equatorial trade winds. Despite these weaker alongshore circulation, the upwelling can be as intense as off Chile due to the proximity to the equator making Ekman pumping and transport more effective [Ekman, 1905]. Interestingly, the Peru ecosystem is also more productive than its Chilean counterpart. The reasons for this remain unclear. Whereas biogeochemical conditions may be a key parameter for explaining such feature, the peculiarities of the environmental forcing is certainly a factor that comes into play. Two main aspects of the environmental forcing are to be considered (1) the equatorial Kelvin wave that is highly connected to the coastal variability and (2) the local wind forcing that controls the upwelling variability through Ekman pumping and transport. Both involve a broad spectrum of timescales, ranging from daily to interannual timescales. For instance, in the period range from days to weeks, sea level and subsurface temperature variability has been found to be associated mainly with coastal Kelvin waves [Smith, 1978; Cornejo-Rodriguez and Enfield, 1987], mainly during winter time [Cornejo-Rodriguez and Enfield, 1987]. On periods longer than 2 weeks, the dominant remote wave forcing is associated with equatorial Kelvin waves, whereas
on shorter timescales mixed Rossby–gravity waves appear to be more important [Enfield et al., 1987]. On the other hand, measurements at 15°S (near Pisco) also indicate a significant role of wind forcing [Brink et al., 1978; Stuart, 1981]. Other studies have been focused on the seasonal to interannual variability of the alongshore winds off Peru and their impact on upwelling rate [Enfield, 1981; Bakun, 1990; Halpern, 2002; Croquette et al., 2007; Bakun and Weeks, 2008].

The objectives of this paper is to examine the intraseasonal variability of sea surface temperature (SST) and wind stress derived from satellite data along the coast of Peru and identify seasonal modulation patterns. The main motivations for examining SST and wind stress are as follows:

1. Despite the fact that wind variability off central Peru shares many common features with the so-called Coastal Jet pattern off central Chile [Muñoz and Garreaud, 2005; Garreaud and Muñoz, 2005; Renault et al., 2009], its dynamics remains unclear. Like for the central Chile coastal jet, at regional scale (~200–300 km), it is likely to be related to the migratory anticyclone at the midlatitudes [Renault et al., 2009] and could therefore be considered as external forcing to the upwelling system. Local air-sea interaction, however, could be important for the wind, as has been found for the interannual timescales or longer [Enfield, 1981; Bakun, 1990].

2. There are a number of processes by which alongshore wind stress variability at intraseasonal timescales may impact mean upwelling conditions. For instance, intraseasonal variability of the winds may produce mixing reducing the effect of Ekman pumping on SST by increasing the mixed layer depth. They may also contribute to cool the waters through entrainment and vertical eddy heat flux at the bottom of the mixed layer. After upwelling favorable wind events, during periods where winds drop and temperature increases near-surface frontal processes lead to a restratification tendency that is thought to be significant [Fox–Kemper et al., 2008; Fox-Kemper and Ferrari, 2008]. Renault et al. [2009] estimated the impact of the restratification process for an episode of coastal Jet event off central Chile and showed that it has a significant contribution on the rate of SST change. Due to the asymmetry (nonlinear character) of the mixing processes, it can result in a cumulative effect on the mean seasonal upwelling conditions [Bograd et al., 2009]. Before documenting such processes from oceanographic data and/or model simulations, it is worth documenting the characteristics of the intraseasonal variability of wind stress and its impact on SST.

3. The oceanographic conditions off Peru are influenced by remote equatorial variability through the propagation of coastal-trapped Kelvin waves (cf. Colas et al. [2008] for the 1997–1998 El Niño). At intraseasonal timescales, the equatorial Kelvin wave is easily trapped along the coast [Clarke and Shi, 1991]. Its variability range from a few days to a few months and has a low-frequency modulation [Dewitte et al., 2008]. The associated coastal trapped Kelvin wave can impact the coastal SST through mean vertical advection of anomalous temperature resulting in upwelling variability [Gutiérrez et al., 2008]. Such process is in essence different from upwelling variability associated with Ekman pumping. At intraseasonal timescales, it is not clear, however, which process dominates and at which timescale of variability. Along the coast of Chile, both local and remote forcing appear to be important [Hormazábal et al., 2001], but this is not yet clear for the Peruvian coast. This has implication for the understanding of the air-sea interactions in this region and also for prediction. In particular, since the intraseasonal equatorial Kelvin waves are generated in the western to central Pacific [Hendon et al., 1999; Kessler and Kleeman, 2000; Roundy and Kiladis, 2006] and that it takes 2–3 months for them to reach the Peru coast, their impact on coastal upwelling can be anticipated more in advance than an episode of upwelling favorable winds associated with synoptic atmospheric conditions.

The study focuses on the period 2000–2008. Beside the availability of the QuikSCAT wind data, this period is characterized by relatively weak interannual SST variability in the eastern tropical Pacific as compared to the previous decade that experienced the intense 1997–1998 El Niño. El Niño events over 2000–2008 have developed in the central Pacific [Yeh et al., 2009] with a weaker amplitude than the one that develop in the eastern equatorial Pacific. In that sense, intraseasonal variability is emphasized, which also motivates the present study. Note that due to the rather coarse resolution of the QuikSCAT winds (with respect to the average Rossby radius of deformation in the latitude range of Peru) and the presence of a coastal blind zone for the satellite, our study also questions to which extent satellite data such the QuikSCAT product can be useful for documenting wind variability off the coast of Peru and associated upwelling variability.

The paper is organized as follows: Section 2 presents the data sets and the methods. Section 3 provides a detailed description of the air-sea coupled modes of variability in the Pisco and Piura regions, whereas section 4 documents the relationship between regional modes of variability and the synoptic large-scale variability (oceanic and atmospheric). Section 5 is a discussion followed by concluding remarks.

2. Data Sets and Method

2.1. Data

2.1.1. Wind Stress From QuikSCAT

The QuikSCAT satellite zonal and meridional wind stress on a 0.5° × 0.5° latitude-longitude grid were obtained from Centre ERS d’Archivage et de Traitement (CERSAT) (http://www.ifremer.fr/cersat/en/index.htm [Centre ERS d’Archivage et de Traitement, 2002]). This product is built from both ascending and descending passes from discrete observations (available in JPL/PO.DAAC Level 2B product) over each day. There is no data for grid points located within 25 km of the coastline (satellite blind zone).

2.1.2. TMI Sea Surface Temperature

Estimates of SST were obtained from the Tropical Rainfall Measuring Mission Microwave Imager (TMI) data set produced by Remote Sensing Systems (RSS, http://www.remss.com/). RSS provides daily 3 day averaged gridded SST on a regular 0.25° × 0.25° latitude-longitude grid for latitudes lower than 38°. The TMI blind zone is within 50 km of the coast. It was noted, however, that some pixels near the coast could have unrealistic warm temperature, which we attribute to land contamination. It is believed that this does not impact the results presented here considering the rather broad cross-shore scale of the SST patterns that are described in this paper (which is of the order of 150–200 km). The SST estimates are
based mainly on emissions at 10.7 GHz, and are also largely uninfluenced by cloud cover, rain, aerosols and atmospheric water vapor [Wentz et al., 2000]. However, the microwave retrievals are sensitive to (wind induced) sea surface roughness and this potential systematic error is a limitation of the present study. TMI comparisons with buoys give an RMS difference of about 0.6–1 K [Wentz et al., 2000] due to a combination of instrumental (buoy) collocation error [Gentemann et al., 2003]. Comparisons of the TMI SST estimates with buoy-measured near-surface ocean temperature show that, on greater than weekly timescales, TMI SST reproduces the characteristics of the 1 m buoy-observed temperatures in the tropical Pacific [Chelton et al., 2001].

2.1.3. NCEP/NCAR Reanalysis

[11] The large-scale atmospheric conditions over the southeastern Pacific is diagnosed from the daily sea level pressure (SLP) and surface winds (U10m, V10m) from the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis [Kalnay et al., 1996]. The horizontal resolution of the data is 2.5°×2.5°. The Reanalysis winds at 850 hPa were also used to calculate a Madden–Julian Oscillation [Madden and Julian, 1994] index (hereafter MJO) following the method by Wheeler and Kiladis [1999]. The method is based on a two-dimensional space-time Fourier analysis of the U850 anomalies field at each latitudes within the tropical belt (15°S–15°N), then retaining eastward wave numbers 1–5 for periods of 30–95 days of the spectrum to recompose the signal through inverse space-time Fourier transform. To derive the MJO index, the MJO-filtered variability of the U850 field is averaged over the western Pacific region (5°S–5°N, 120°E–180°E), where the peak activity is observed. This method has been used for MJO impact studies [Wheeler and Hendon, 2004; Hendon et al., 2007] and process and model validation studies [McPhaden et al., 2006; Lin et al., 2006; Gushchina et al., 2010].

2.1.4. Mercator

[12] The outputs of a global Ocean General Circulation Model (OGCM), named Mercator (http://www.mercator-ocean.fr/html Produits/index_en.html), are used to derive the amplitude of oceanic Kelvin contribution to sea level anomalies (AKm). Mercator is an eddy-permitting 1/4° model, based on the primitive equations global general ocean circulation model OPA, written by Madec et al. [1998] and developed at the LOCEAN (CNRS/IRD laboratory). The model was forced with daily surface atmospheric conditions given by the ECMWF (European Center for Medium Range Weather Forecast) IFS (Integrated Forecast System) analysis. The simulation is hereafter referred to as Mercator (see Garric et al. [2008] for more details). Despite the fact that there is no assimilation of data in this experiment, the model has been shown to be skillful in capturing most aspects of the equatorial variability in the Pacific Ocean over the period 1992–2000 [Dewitte et al., 2007; Illig et al., 2007; Ramos et al., 2008]. Here the experiment started the 4 April 1998 with prescribed conditions from climatological temperature and salinity. For the 2000–2008 period, the average correlation (rms difference) along the equator between sea level anomalies (relative to the mean seasonal cycle) as derived from satellite altimetry and model reaches 0.84 (3.21 cm). Comparison of model vertical zonal current (anomalies) and ADCP measurements from the TAO project (http://www.pmel.noaa.gov/tao) indicates that the model realistically simulate the equatorial dynamics. For instance the average correlation between model and observation for between 30 m and 210 m of the four TAO moorings (165°E, 170°W; 140°W and 110°W) reaches 0.60.

[13] To derive the Kelvin wave amplitude for the most energetic baroclinic modes (m = 1, 2), similar methodology to that described by Dewitte et al. [1999, 2003] is used. It consists in projecting the variability on the vertical (baroclinic) and horizontal (Kelvin and Rossby) modes as obtained from the vertical mode decomposition of the mean stratification over 2000–2008. This method was showed to be efficient in capturing the salient feature of the propagating characteristics and amplitude of the intraseasonal Kelvin wave in OGCM simulations (see an application for the SODA Reanalysis [Carton and Giese, 2008] by Dewitte et al. [2008] for instance). Intraseasonal anomalies are calculated in the same way than for the SST and QuikSCAT data (see below).

2.2. Method

[14] To extract the characteristics of the coupling between wind stress and SST anomalies, singular value decomposing (SVD) analysis [Bretherton et al., 1992] was used. The SVD technique allows capturing the time/space modes that maximize the covariance between two data sets. In that sense, it is similar to an empirical orthogonal function (EOF) (which is based on the covariance matrix of a single field), but for each modes, one obtains two time series that, if they are highly correlated, might indicate a physically coupled mode. Considering SST (sst(x, y, t)) and both component of the wind stress (txty(x, y, m, t), m = 1, 2 for zonal and meridional wind stress) anomalies, the method leads to the following decomposition:

\[
\text{sst}(x, y, t) = \sum_{n=1}^{N} \text{sst}_n(x, y) f_n(t) \quad \text{and} \\
\text{txty}(x, y, m, t) = \sum_{n=1}^{N} \text{txty}_n(x, y, m) g_n(t),
\]

where \(\text{sst}_n(x, y)\) and \(\text{txty}_n(x, y, m)\) are the mode patterns (eigenvectors) and \(f_n(t)\) and \(g_n(t)\) the associated time series (Principal Components). Those are obtained from the diagonalization of the covariance matrix formed from both fields. The coefficients of the diagonal matrix are the eigen values, generally called squared covariance fraction, and are ranked in the usual order from largest to smallest. They represent the squared covariance accounted for by each pair of eigen vectors. The eigenvectors provide the mode patterns for each field that are associated with the maximum covariance. See Bretherton et al. [1992] for more details on the method and to Wallace et al. [1992] for another application to geophysical fields. The method is also described in details by Renault et al. [2009] for a similar application.

[15] Intraseasonal anomalies are calculated following Lin et al. [2000]. It consists in first calculating the monthly means of the daily time series and then interpolating them back to a daily temporal grid using spline functions. The result is then retrieved from the original time series to derive daily intraseasonal anomalies. It was verified that this method is similar to an high-pass filter with a transfer function, estimated by computing intraseasonal anomalies.
of a daily Gaussian white noise, characterized by a $-1$, $-3$, and $-10$ dB attenuation (79%, 50%, 10% of the input power survives) at 59, 68, and 96 days$^{-1}$, respectively. Note that similar results are obtained if intraseasonal anomalies are estimated by high-pass filtering ($f_c = 90$ days$^{-1}$) the original data with a Lanczos filter. The resulting intraseasonal variability is somewhat weaker though. On average over the central Peru region ($86°W$–$70°W; 19°S$–$10°S$), the SST variability (RMS) for the anomalies calculated using the Lanczos filter with a cutoff frequency equals to $1/90$ days$^{-1}$ are 6% weaker than the SST variability of the anomalies using the Lin et al.'s [2000] method.

3. SST-Wind Stress Modes Along the Coast

Figure 1a shows the equatorward alongshore climatological wind stress amplitude along the Peruvian coast as derived from QuikSCAT satellite data. It exhibits two locations with a strong wind stress forcing favorable to upwelling that experiences maxima in Austral fall and winter: the Piura ($-5°S$) region and the central Peru region near Pisco ($-15°S$). These regions are also characterized by highly variable winds (Figure 1b). In particular, the Pisco region experiences wind bursts that share some characteristics with the so-called Coastal Jet off central Chile [Garreaud and Muñoz, 2005; K. Takahashi et al., in preparation, 2010].

As a first step, the dominant patterns of covariability between wind stress and SST intraseasonal anomalies are estimated over the two regions that exhibit a peak in variability of the alongshore winds. Two domains are outlined: the central Peru region (18.5°S–10°S) near Pisco, considering a 5° width band along the coast, and the Piura region (8°S–2°S; 87°W–79°W) in the northern Peru. The 5° width for the Pisco domain is chosen in order to reduce the influence of the offshore ocean variability in the southwestern quarter of the domain, not relevant for the study of coastal upwelling.

3.1. Pisco Region ($-15°S$)

Figure 2 shows the results of the SVD between SST and wind stress over the Pisco region. A well defined dominant statistical mode of intraseasonal variability is evidenced: The mode captures 98% of the covariance (cf. Table 1). It consists in a near-coastal band of cool (warm) waters associated with equatorward (poleward) alongshore wind anomalies with a peak near $-15°S$. Whereas the first mode for SST accounts for 12% of the variance over the whole domain, its variance is confined in a narrow coastal fringe ($\sim 150$ km wide) and can peak locally as much as to 45%. For wind stress, the first mode accounts for a large amount of the explained variance (76%/78% for the zonal/meridional components) which traduces the larger spatial scale of the wind pattern and its connection with the subtropical pressure system variability at high frequency (see section 4.1). The maximum correlation (0.39) between the time series associated with the SVD modes for SST and wind stress peaks at a 0 day lag. The Figure 2c displays the global wavelet power spectrum [Torrence and Compo, 1998] of the SVD time series. A wide range of periods can be evidenced for both SST and wind stress ranging from 5 to 90 days. Two dominant period bands (we define the dominant period as that for which the power is 2 times larger than the confidence interval) can be evidenced for wind stress: (1) 10–25 days for which wind stress amplitude is comparable to that of SST (in adimensionalized unit) and (2) 35–60 days for which SST amplitude tend to be much larger than the wind stress amplitude (by an average factor of 10). The dominant period band for SST is 20–90 days with a peak at around 50 days. Noteworthy this spectral peak at $\sim 50$ days is present in both time series although most prominent in the SST time series. A similar 50 day peak
has also been found off Chile, which has been attributed to the action of equatorial waves forced by intraseasonal wind variability [Hormazábal et al., 2001]. The spectrum also reveals a weaker peak at \(\sim 90\) days for SST. The large magnitude of the \(\sim 50\) day energy in the global wavelet spectrum indicates that coastal upwelling is significantly modulated at this frequency. This peak also emerges clearly, above the 95% (90%) confidence level, from the density spectrum obtained from the Fourier transform of the autocorrelation function of the time series for SST (wind stress). In section 4, we will investigate the large-scale (remote)

Figure 2. First mode of the SVD between wind stress and SST anomalies off central Peru: (a) SST and (b) wind stress amplitude/direction (color/arrows) spatial components. The black thick contour represents the zero contour for SST. The red contour corresponds to the zero contour for the results of the conditional SVD performed over the July–August–September season only. Contour is every 0.1 (0.04) unit for SST (wind stress). (c) The integrated wavelet spectrum of the associated time series for SST (red) and wind stress (blue) is presented. The power density of the SST time series was divided by 10 to fit the scale of wind stress. The dotted lines represent the 95% confidence interval estimated from a red noise (Markov).

Table 1. Statistics Associated With the SVD Between SST Anomalies and Wind Stress Anomalies in the Pisco (15°S) and Piura (5°S) Regions

<table>
<thead>
<tr>
<th>Field</th>
<th>Explained Variance Mode 1</th>
<th>Covariance SVD Mode 1</th>
<th>Explained Variance Mode 2</th>
<th>Covariance SVD Mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pisco region SST ((x, y))</td>
<td>12% ((78%, 76%))</td>
<td>98%</td>
<td>7% ((5%, 4%))</td>
<td>1%</td>
</tr>
<tr>
<td>Piura region SST ((x, y))</td>
<td>13% ((16%, 42%))</td>
<td>60%</td>
<td>14% ((5%, 20%))</td>
<td>26%</td>
</tr>
</tbody>
</table>
forcing associated with the variability in these two frequency bands.

[19] Figure 3 shows the scale-averaged wavelet power time series for SST and wind stress over two period bands: 2–30 and 30–60 days. It confirms the two different regimes associated with these two timescales. First, note the marked seasonal cycle in the submonthly wind stress variability (Figure 3, bottom) with energy peaking in austral spring. This seasonal cycle is not as prominent in the SST submonthly variability. Still, the climatology of the 60 day running correlation between the SST and wind stress high-frequency time series \( f_c = 1/30 \) days\(^{-1}\) peaks at 0.66 in August–September (cf. Figure 4, solid line) when high-frequency wind variability is maximum. This is consistent with SST anomalies induced by Ekman pumping associated with synoptic variability and stresses on the role of the August–September season for setting annual upwelling conditions. As a consistency check, the SVD between wind stress and SST anomalies was also carried out over the periods covering only the (July–August–September) JAS seasons. The patterns are similar to the ones presented in Figures 2a and 2b although with a larger amplitude for wind stress (not shown) and a further extension of the upwelling cell (front) in the Pisco region (see red contour in Figure 2a). Note also that the average squared coherence between wind stress and SST reach 0.51 in the 5–60 days\(^{-1}\) frequency band over the whole period and 0.64 over the JAS seasons.

[20] For the 30–60 day period band, the scale-averaged power wavelet time series for SST and wind stress (Figure 3, blue lines) exhibit interannual fluctuations, with less clear phase relationship than for the 2–30 day period band. For instance, the year 2002 is characterized by large amplitude modulation in SST anomalies while wind stress amplitude is relatively weakly modulated. A reversal situation is found in 2005. The climatology of the 120 day running correlation for the low-pass filtered series \( f_c = 1/30 \) days\(^{-1}\) is therefore low, hardly significant except in Austral summer (cf. Figure 4, dotted line). This suggests that at these timescales, SST is not related in a straightforward manner to local wind stress. The results of a SVD performed on the SST and wind stress fields that have been previously low-pass filtered \( f_c = 1/30 \) days\(^{-1}\) supports this interpretation. In particular, the obtained mode for SST does not exhibit a clear signature of coastal upwelling all along the coast of central Peru, whereas the wind stress pattern resembles the one of Figure 2b (not shown). Explained covariance is also low (11%).

[21] In the following we will refer to Central Peru Upwelling Index (CPUI) the time series of wind stress associated with the first SVD mode between wind stress and SST intraseasonnal anomalies.

**Figure 3.** Scale-averaged wavelet power over the 2–30 day\(^{-1}\) frequency band (red) and the 30–60 day\(^{-1}\) frequency band (blue) of the time series associated with the dominant SVD mode for (top) SST and (bottom) wind stress.

**Figure 4.** Climatology of the 60 day (120 day) running correlation between the SVD time series for SST and wind stress for two frequency bands. The solid (dotted) line is for the 1–30 day\(^{-1}\) \([30, \infty]\) day\(^{-1}\) frequency band. Correlation above 0.2 are significant at the level \( \sigma = 95\% \).
3.2. Piura Region (~5°S)

Similar analyses than above are performed for the northern Peru region near Piura which also exhibits significant intraseasonal variability in wind stress (Figure 1b). Figure 5 shows the results of the SVD between SST and wind stress anomalies. Conversely to the Pisco region, the intraseasonal variability consists in two dominant modes accounting for 60% and 26% of the covariance (cf. Table 1).

The first mode shares some characteristics with the mode off the Pisco region (Figures 2a and 2b). For SST anomalies, a clear signature of coastal upwelling is evidenced with a zero contour following the 82°W meridian. Maximum SST anomaly variability is found north of Piura. West of the 82°W meridian, during coastal upwelling events, a region of warm SST anomalies peaks at ~4°S; 83°W. This warm anomaly pattern is not associated with positive Ekman pumping (not show), but rather likely correspond to the radiation of intraseasonal equatorial Rossby waves. This may explain why such warm anomalies does not extend as south as ~7°S, which corresponds to the critical latitude of the 50 day equatorial Kelvin wave [Clarke and Shi, 1991] (see also section 4). As a consistency check of the trapping of the 50 day period, the spectrum of SST anomalies were estimated from 0 to 300 km off the Peruvian coasts and in

Figure 5. Spatial patterns of SST (left) and wind stress (right) for the (a) first and (b) second modes of the SVD between wind stress and SST intraseasonnal anomalies off the Piura region. The contours for wind stress account for the amplitude and the arrows indicate the direction. The black thick contour represents the zero contour for SST. Contour is every 0.1 (0.02) unit for SST (wind stress).
the direction normal to the coastline. The energy peak amplitude at ~50 days is presented in Figure 6. It clearly illustrates that the energy at the 50 day period tends to be confined near the coast from ~7°S consistently with the trapping of Kelvin waves south of the critical latitude. The characteristic cross-shore scale for the trapping of the equatorial Kelvin is indicated on Figure 6 as the distance from the coast given by the Rossby radius of deformation associated with the first baroclinic mode. Note that the Kelvin wave is trapped on the continental slope which may start as far as ~50 km from the coast (average value of the distance from the coast of the 200 m isobath between 8°S and 20°S) so that large energy can still be found as far as 150 km from the coast. Consistently with reduction of cross-shore scale of the trapped Kelvin wave as a function of latitude (decrease in the Rossby radius of deformation), there is an increase in energy at 50 days as a function of latitude (black line on the left-hand side of Figure 6).

[23] The second dominant SVD mode is distinct from the first one. Its pattern suggests that it accounts for the intraseasonal variability originating from the equatorial region, with a tongue of warm (cold) waters penetrating southward as far as ~7°S. South of this warm (cold) tongue, a cell of cold (warm) water is attached to the coast and shares similar characteristics than mode 1 in this region. The wind pattern associated to the warm tongue consists in a northward wind stress peak confined near the coast between 4°S and 5°S. The lag relationship between the associated time series for wind stress and SST indicates that SST anomalies precede wind stress anomalies (maximum correlation = 0.24 (0.39) at 1 day lag (for the SVD performed over the April–May–June (AMJ) seasons), and suggests that the winds respond to SST anomalies from equatorial origins consistently with the pattern of Figure 5b (right).

[24] The timescales of variability associated with the SVD modes for the Piura region are comparable for mode 1 and 2 (Figure 7), although the share of variance in the 1–30 day period band is larger for mode 1 than for mode 2, traducing a broader spectrum of variability in the high-frequency domain (i.e., f > 1/30 days⁻¹). Like for the Pisco region, a prominent energy peak at ~50 days is found for both fields and modes. Interestingly the 90 day peak is not present for
the Piura region, suggesting that it results from equatorial wave forcing in the Pisco region. Indeed, from linear theory, it is expected that the 90 day oscillation is trapped along the coast from its critical latitude estimated as \(\sim 10^\circ S\) \cite{Clarke and Shi, 1991} so that, north of \(10^\circ S\), the 90 day variability radiates as Rossby waves which have zonal wavelength number too large to be grasp by the SVD over the domain considered here. On the other hand south of \(\sim 10^\circ S\), the variability is trapped along the coast, which the SVD can capture.

Like for the Pisco region, the spectra of Figure 7 suggest two regimes, a first one associated with the high-frequency variability of wind stress, most prominent in mode 1 and a second one associated with the \(\sim 50\) day period and its modulation, more relevant to mode 2. As an illustration of this later statement, the running correlation between the time series for SST and wind stress associated with modes 1 and 2 is presented in Figure 8 for periods shorter and higher than 30 days. Figure 8 indicates that the wind stress SST phase relationship for mode 1 is larger (smaller) for the frequencies smaller (larger) than \(1/30\) days\(^{-1}\), whereas this is the opposite for mode 2. Note the peak of correlation in August–September for the submonthly frequencies of mode 1 \((c = 0.52)\), likewise the one for the Pisco region (Figure 4). For mode 2, maximum correlation for the signal associated with frequencies lower than \(1/30\) days\(^{-1}\) is reached in November–December \((c = 0.50)\) and the correlation values are low (hardly significant) all year around for the signal associated with the submonthly frequencies. Note that the peak of the correlation in austral summer for the “low”-frequency variability of mode 2 is consistent with the connexion of mode 2 with the MJO which peak activity season in the Southern Hemisphere is austral summer \cite{Wheeler and Hendon, 2004}. This will be further discussed in section 4.2.

4. Link With Synoptic Variability

Considering the characteristics of the spectrum of variability of the upwelling indices defined earlier, it is worth questioning to what extent the latter are associated with remote forcing. Whereas the 5–30 day range variability is likely to originate from extratropical storm activity, the 30–90 day range variability may have its source from tropical variability in the form of oceanic Kelvin waves and/or atmospheric disturbances like the MJO. In the following an attempt is made to quantify the relationship between these remote forcings and the upwelling indices as inferred from the above SVD analysis. The background hypothesis for interpreting the spectrum of the SVD results is that change in the rate of SST anomalies along the coast can be explained mostly by vertical advection. The latter can be induced rather through local Ekman pumping (i.e., \(\frac{\partial T}{\partial t} \approx -w_{ek}'\frac{\partial T}{\partial z}\)), where \(w_{ek}'\) is the anomalous vertical velocity associated with Ekman

**Figure 7.** Global wavelet spectrum of the SST (red) and wind stress (blue) time series associated with the (a) first and (b) second SVD modes for the Piura region. The top (bottom) scale is for wind stress (SST). The dotted lines represent the 95% confidence interval estimated from a red noise (Markov).

**Figure 8.** Climatology of the 60 day (120 day) running correlation between the SVD time series for SST and wind stress for modes (a) one and (b) two. The solid (dotted) line is for the \([1, 30]\) day \(([30, \infty])\) period band. Correlation above 0.2 are significant at the level \(\sigma = 95\%\).
Figure 9. The two regimes of intraseasonal variability and the simplified equations for the interpretation of associated SST changes. The red and blue lines correspond to the global wavelet spectrum of Figure 2c. $T''$ corresponds to the intraseasonal anomalies of SST, whereas $\bar{T}$ stands for the monthly mean. Here $w'_{ek}$ is the vertical velocity associated with Ekman pumping and $\bar{w}$ is the mean upwelling rate. Anomalous vertical temperature ($\frac{\partial T'}{\partial z}$) can be related to thermocline depth anomalies ($h_{Kelvin}$) associated with the coastal-trapped Kelvin wave knowing the characteristics of the mean stratification along the coast that would allow deriving the coefficient $\alpha$. It is then assumed that $w'_{ek}$ is linked to some aspects of the large-scale atmospheric variability in the southeastern Pacific, whereas $h_{Kelvin}$ is related to the equatorial Kelvin wave activity.

4.1. Extratropical Storm Activity

[28] In order to illustrate the relationship between upwelling variability along the coast of Peru and the large-scale atmospheric variability, Figure 10 presents the map of the lagged linear regression coefficient of the SLP and near surface wind (U10m, V10m) anomalies with respect to the upwelling indices for Pisco (CPU). The regression pattern features a positive SLP perturbation centered at (82°W; 30°S), which is located further to the west as in previous days, as indicated by the lag regressions patterns at 2, 4, and 6 days (SLP anomalies ahead CPU). It indicates that the alongshore wind bursts off central Peru and associated upwelling are driven by the passage of an eastward moving migratory anticyclone, which results in an enhancement of the South Pacific anticyclone. Such pattern is similar to the
one obtained for the upwelling index off central Chile [Renault et al., 2009] although displaced ∼12° to the north consistently with the difference in upwelling favorable season between the two regions (earlier in the year by 1–2 months for central Peru when the mean anticyclone is still close to its austral winter position). It was checked that such pattern is relevant for the 5–30 day period band by performing similar regression analysis for the high-passed filtered signal (not shown). For the 30–60 day period band, the regression pattern is somewhat similar although with a much weaker amplitude traducing a different forcing mechanism of the upwelling variability in this period band (see section 4.2). As an attempt to identify the favorable season for the connection between the South Pacific anticyclone high-frequency variability and CPUI, the lagged regression analysis was performed for each calendar month. A 3 month window centered on the calendar month was selected for each individual years leading to bins of 24 months for calculating the regression coefficients. The pattern for each calendar month is similar to the one of Figure 10 except that the magnitude of the regression varies from month to month, reflecting changes in the “strength” of the relationship between local wind/SST anomalies and synoptic variability. It exhibits a strong seasonal cycle as illustrated in Figure 11 with the maximum regression value at lag 0 in the region (50°S–10°S; 120°W–80°W). It indicates that favorable season for such teleconnection extends from April to October, which corresponds to the seasonal equatorward migration of the anticyclone.

[29] Similar pattern is obtained for the upwelling index at Piura corresponding to the SVD mode 1 confirming the in-phase relationship between the upwelling at Pisco and Piura (not shown). The regression pattern for the upwelling index at Piura corresponding to the SVD mode 2 (Figures 5a, bottom and 5b, bottom) is also associated with migratory depressions associated with upwelling favorable condition along the coast, also with weaker values of regression coefficients.

### 4.2. MJO-Type Variability

[30] Even though the MJO is most evident in the global tropics, it is also connected to substantial variations of mid- and high-latitude atmospheric circulation [Vecchi and Bond, 2004]. There is considerable evidence that deep tropical atmospheric convection impacts atmospheric flow in the extratropics. Whereas much attention has been paid to the connexion between intraseasonal variability of the tropics with the midlatitudes of the Northern Hemisphere, little has been documented for the midlatitudes of the Southern Hemisphere, in particular in the eastern South Pacific where the low SST does not allow for deep convection. The mechanisms of transmission of the MJO signals to the mean circulation in the off-equatorial region remain actually unclear and controversial. Meridional propagation of the MJO appears to be the primary mechanism by which the MJO impacts the Indian [Yasunari, 1981; Krishnamurti and Subrahmanyan, 1982] and Australian [Matthews et al., 1996] summer monsoons. The impact over regions west of the source regions of the MJO can take place through a number of processes (see the introduction of Berbery and Nogues-Paegle [1993]). The difficulty to identify a clear mechanism lies in part to the fact that the MJO is not strictly periodic but has a preferred timescale of about 30–60 days and its associated teleconnection pattern has a significant seasonal dependence [Hendon et al., 2007]. Thus no significant correlation could be found between several modes of the intraseasonal variability in the tropics (e.g., 16–18 and 21–28 day band) and the Southern Hemisphere extratropics [Ghil and Mo, 1991]. On the other hand, significant correlations between tropics and extratropics have been found in the 30–70 day band during winter but not summer [Knutson and Weickmann, 1987].

[31] Here, we investigate to which extend the variability in the 30–90 day period band of the upwelling indices at Pisco and Piura can be related to the large-scale atmospheric circulation, considering that their spectrum exhibit a prominent period peak around 50 days (Figures 2c and 7). Whereas such variability can originate from a direct tropical atmospheric connexion from the western equatorial Pacific (where MJO is the most active) to the eastern tropical Pacific, our results support the hypothesis that MJO-type variability rather impacts the midlatitudes pressure system in the central Pacific, which in turn, through the modulation of westward propagating extratropical disturbances, influences the southeastern Pacific anticyclone. As a consistency check of this later statement, the Figure 12 shows the spectrum of the time series associated with the EOF of along shore wind stress anomalies off Pisco and of the total SLP over the region encompassing the seasonal variability of the South Pacific High (40°S–15°S; 120°W–80°W). Anomalies are here relative to the mean seasonal cycle for wind stress. Both spectra exhibit a clear peak in the 40–60 day period range indicating that energetic upwelling variability at 50 days may also originates from local atmospheric forcing.

[32] In order to quantify the relationship between large-scale atmospheric variability and the upwelling variability in Pisco, Figure 13 presents the regression map between CPUI and SLP (U10m, V10m) anomalies as a function of the calendar month in order to grasp the seasonal dependence between CPUI and MJO. Maximum regression in the sur-
roundings of the southeastern Pacific anticyclone is found for the months of March, April, and May which corresponds to the season of maximum MJO activity in the Southern Hemisphere delayed by ∼2 months [Wheeler and Hendon, 2004]. It suggests a possible connection between MJO-type variability and the southeastern Pacific anticyclone and that the later can influence the upwelling variability off Peru. It is beyond the scope of the present paper to investigate the mechanisms of teleconnection between MJO and extratropical variability. It is, however, interesting to note here that the reason why the 50 day period emerges that clearly from the SVD analysis (Figures 2 and 7) may actually results from a dual remote forcings: (1) from the midlatitudes through the southeastern Pacific anticyclone fluctuations and (2) from the equator in the forms of oceanic equatorial intraseasonal Kelvin waves.

4.3. Equatorial Wave Forcing

[33] The spectrum of the equatorial Kelvin wave in the Pacific exhibits a wide range of frequencies in the intraseasonal band [cf. Dewitte et al., 2008]. Whereas the 50–70 and the 100–120 day period band are the ones that have the largest amplitude, the higher-frequency band (although less energetic) are also of interest in this study because it is trapped from 5°S and as so, show up in the SVD results. Note that for lower frequency, part of the energy has to radiate as Rossby wave that have large zonal wavelength so that associated coastal variability have a basin-scale pattern and cannot reflects the coastal upwelling. The intraseasonal equatorial
Kelvin wave is forced to a large extent by the MJO and/or atmospheric convective Kelvin waves [Roundy and Kiladis, 2006] and projects preferentially on the first two baroclinic modes [Dewitte et al., 2008]. A bivariate space-time spectral analysis [Hayashi, 1982] is performed on the first two baroclinic modes of the equatorial Kelvin wave as derived from the Mercator simulation. The Figure 14 presents the resulting spectrum in the zonal wavelength and period space. It indicates that in the frequency band of interest, the zonal wave number 2 is favored especially for baroclinic mode 2. Not surprisingly the first two modes exhibit a peak energy at ~50 days indicating that they are largely forced by the MJO [Roundy and Kiladis, 2006]. Note the well defined energy maximum of the second baroclinic mode Kelvin wave. The Kelvin wave amplitude at 85°W of the first two modes is first compared to the MJO index (Figure 15a) using a lagged correlation analysis, which provides an estimate of the time for the waves to travel across the Pacific. The Figure 15a indicates that it takes ~55 and ~90 days for the first and second baroclinic modes Kelvin wave, respectively, to travel from ~145°E (source of the MJO forcing) to 85°W. This is consistent with the free propagation of Kelvin wave with averaged phase speed typical of the central equatorial Pacific ($c_1 \sim 2.8$ ms$^-1$ and $c_2 \sim 1.7$ ms$^-1$). Because of the difference in phase speed of the baroclinic modes, the impact of the Kelvin wave on the upwelling variability is not straightforward. The modes can also undergo change in amplitude and propagating characteristics as they propagate from west to east because of the zonal change in stratification associated with the sloping equatorial thermocline [Busalacchi and Cane, 1988; Dewitte et al., 1999]. In order to assess the relationship between MJO (Kelvin wave forcing in the western equatorial Pacific) and the upwelling variability off the coast of Peru, the lag correlation between the MJO index and the upwelling indices as defined in section 3 is estimated (Figure 15b). It indicates that only NPUI2 relates clearly to the MJO with a maximum correlation ($c = 0.50$) encountered at lag 95 days, which indicates a privileged role of the second baroclinic Kelvin wave (a 5 day delay is assumed for the wave to reach 5°S from 145°E along the equator and then along the coast). The relatively low correlation between the MJO index and the other upwelling indices (NPUI1 and PCUI) suggests that the baroclinic modes can interfere destructively on the upwelling variability. As a complementary test, the regression between the Kelvin wave and the upwelling indices is estimated as a function of longitude (Figures 15c–15e). This highlights the eastward propagation of the Kelvin waves and its relationship at the eastern boundary with the upwelling variability. The sinusoidal shape of the regression curves accounts for the eastward propagation of the Kelvin wave. It is clear for all indices for the first baroclinic mode. For the second baroclinic mode, it is well defined in the eastern part of the equatorial Pacific because the second baroclinic mode experiences an increase in amplitude in the eastern Pacific due to the shallower thermocline there [Dewitte et al., 1999, 2008]. Figures 15c–15e also provide the phase relationship at the eastern boundary between the Kelvin wave and the upwelling indices. It indicates that, except for NPUI2, the first and second baroclinic mode Kelvin waves have an opposite impact on the upwelling indices. For NPUI2, the regression value is relatively large (positive) for mode 2 and almost zero for mode 1. This suggests that NPUI2 is related to the second baroclinic mode Kelvin wave (correlation value between
NUPI2 and the second baroclinic mode Kelvin wave at 80°W reaches 0.42), whereas NUPI1 and CPUI are only modulated at different time by the first and second baroclinic mode Kelvin waves.

5. Discussion and Conclusions

[35] The alongshore wind stress and SST intraseasonal variability was documented based on a long-term record of high-resolution satellite data. Regions of significant intraseasonal variability are found: one off Piura (∼5°S) in the northern Peru and the other one off central Peru in the Pisco (∼15°S) region. The latter has the most pronounced variability with a seasonal cycle mimicking the alongshore winds seasonal cycle (namely stronger/weaker in austral winter/summer). Variability timescales range from 2 to 90 days with two main distinct period bands, namely, 10–25 and 35–60 days. A covariance analysis (SVD) reveals that a significant variance of the SST anomalies along the coast is associated with the direct forcing by the wind stress. In the Pisco region, the dominant mode (98% of the covariance) of SST anomalies consists in an elongated band of cooler/warmer waters that extends offshore more near Pisco than south and north of it. In the Piura region, two dominant modes emerge: the first one associated with upwelling variability forced by the alongshore winds and the second one associated with the incursion of warm equatorial waters into the coastal system. The second mode in Piura is associated with intraseasonal oceanic Kelvin waves and to the radiation of the reflected Rossby wave north of the critical latitude. The covariance analysis reveals that the wind stress pattern of this mode is characteristic of the direct response of the low-level circulation (Lindzen and Nigam’s [1987] model type) to local SST anomalies.

[36] The covariance analysis also reveals a well defined energy peak around the 50 day period. This peak cannot be accounted for just Ekman dynamics. It is not an artifact of filtering since it is also prominent in the “raw” (unfiltered) data. It is shown that it is associated with the intraseasonal Kelvin wave of the first and second baroclinic modes. Because the variability of the SLP system in the midlatitudes also exhibits a peak variability at 50 days (Figure 12),
there is the possibility of a destructive/constructive interaction of coastal SST anomalies induced by the oceanic Kelvin wave and by the modulation of the SLP system in the mid-latitudes in the 30–60 day period band. Whether the latter variability results from tropical-extratropical teleconnections involving the MJO or is part of the extratropical internal variability will need further investigation. The investigation of the mechanisms of connexion between the MJO and the regional circulation off Peru is beyond the scope of this paper.

At this stage, in the light of our analysis, it is interesting to note that such mechanism may involve the extratropical response to MJO forcing of the anomalous circulation in the form of subtropical Rossby wave propagation, consistently with former studies [Matthews et al., 1996]. Considering the current lack of knowledge of the actual mechanisms connecting tropical variability (MJO type) and the mean circulation in the extratropical latitudes of the Southern Hemisphere [Berbery and Nogues-Paegle, 1993], our results call for research efforts in that direction.

[37] At lower periods (10–25 days), the upwelling variability exhibits a clear relationship with the large-scale atmospheric variability with a marked seasonal cycle (stronger in Austral winter). In particular, the alongshore wind bursts off central Peru and associated upwelling are related to the SEP anticyclone moving toward the Peru coasts from the central Pacific. Such connection may result from the weakening of South Pacific High due to the equatorward shift of the midlatitude depressions and their penetration in the system of high pressure. These depressions apparently divide the South Pacific anticyclone in two parts with the eastern part moving toward Peru. Such mechanism needs to be investigated.

[38] Overall our results illustrate the potential of satellite data for investigating upwelling variability off the coast in regions of the world where the scarcity and quality of the available in situ data remains a limitation. Those results are also aimed to serve as a benchmark for the validations of high-resolution regional models, despite the relatively low resolution of the data used in this study. As higher resolution data sets will become available in the future (GHRSSST, ASCAT, 12.5 km reprocessed QuikSCAT winds), similar analyses could be performed in order to document the intraseasonal upwelling variability in the nearshore domain (beyond the QuikSCAT blind zone). This may certainly leads to improve our knowledge of the dynamics of this region because alongshore winds can experience drastic change near the coast (cf. Capet et al. [2004] for the California system). Higher-resolution wind data will be also useful for high-resolution modeling of eastern boundary current systems.

Appendix A: Confidence Level for Regression

[39] A “Student’s t” test is used [Spiegel, 1990] to compute the confidence level for the regression. As a first step, the standard error of the slope (SE) is calculated as follows:

\[ SE = \sqrt{\frac{\sum(y_i - \hat{y}_i)^2}{n-2}} \sqrt{\frac{1}{\sum(x_i - \bar{x})^2}} \]

where \( y_i \) is the value of the dependent variable for the observation \( i \), \( \hat{y}_i \) is the corresponding estimated value of the dependent variable for the observation \( i \), \( x_i \) is the observed value of the independent variable for the observation \( i \), \( \bar{x} \) is the mean of the independent variable, and \( n \) is the number of observations.

The statistic \( t = b/SE \) (where \( b \) is the slope) is assumed to have student’s distribution with degree of freedom \( df \) taken as \( n - 2 \).
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