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Abstract—It is well known that measurement uncer-
tainty of noise spectral density is related to the time
length of observation. With FFT spectrum analyzers,
the measurement error can be reduced by averaging
Navg measurements. Standard error is then reduced
by the square root of Navg. This paper deals with the
error introduced when one wants to extract from the
noise spectral density measurement the 1/f level, white
noise level and lorentzian parameters. In that purpose,
different estimation techniques from different groups
are compared and discussed.

I. Introduction

In this paper, several and different techniques used to
estimate the extraction of 1/f noise level from a power
spectrum analyzer are compared in terms of uncertain-
ties. Each technique introduces different sources of error
that can be quantified by the uncertainties u(Ei). The
expanded uncertainty u with a coverage factor k is then
given by u = k ·

√
∑

i u(Ei)2 [1]. After a brief description
of uncertainty estimation and the different ways used by
the different groups to estimate the noise, the values of the
uncertainty are given and discussed.

II. Uncertainty estimation

Different groups involved in this work performed several
times the same analysis on two kinds of voltage noise
spectral density data SV (f) (figure 1a and b):

• spectrum A which mainly consists in white noise and
1/f noise with a corner frequency around 100 Hz (data
obtained one oxide thin film),

• spectrum B with low frequency noise (1/f noise and
several lorentzian spectra), white noise and a high cor-
ner frequency value close to 100 kHz (data obtained
from advanced MOS transistors).

For each spectrum, several parameters have been ex-
tracted: the white noise level W , the 1/f noise level at 1 Hz
K , the number of lorentzian NL, the plateau ai and the

a : spectrum A from oxide thin film

     



































b. spectrum B from MOS transistor

     







































Fig. 1. Experimental voltage noise spectral densities used to inves-
tigate measurement uncertainty. The spectrum A (a) mainly consists
in white noise with a low corner frequency whereas the spectrum B
(b) exhibits mainly flicker noise with both 1/f noise and lorentzian
noise.

characteristic frequency fi of each lorentzians according to
the following equation:

SV (f) = W +
K

f
+

NL
∑

i=1

ai

1 +
(

f
fi

)2
(1)



This extraction has been performed N times (here 7). In
order to minimize memory effects which could bias the
results by introducing some correlation, these extractions
have been done using a quite long period between 2
consecutive estimations and without reading the previous
extracted values. The different techniques used by the
different group are described in the next section.

Type A method (using statistical analysis of observation
series) has then been used for the uncertainty estimation of
the repetability error [1] for each method : mean value (<
X >) and standard deviation (σX) of each parameter has
then been calculated according to the following standard
definitions :

< X >=

∑N

i=1
Xi

N
and σX =

√

∑N

i=1
(Xi− < X >)2

N
(2)

III. Description of the different estimation
techniques

From all the techniques performed by the different
research teams, one can distinguish:

• manual estimation (noted Hand1 and Hand2) using
a log-log plot of each spectra on 7 different sheets
of paper. A design rule was used to estimate the
different parameters. Hand1 method used log-log plot
of the spectral density SV (f) whereas Hand2 used
log-log plot of the spectral density normalized by the
frequency SV (f) · f ,

• comparison of measurements and computed values
according to equation (1). The choice of the best fits
is related to a human operator and not to a computer
elaboration. Several plotting or computing softwares
(named Labview, Mathcad and Gnuplot) were used.
In some softwares (Labview and Gnuplot), slides or
cursors were available to improve the user interface.
For Mathcad, the same algorithm was used by two
different persons (named Mathcad1 and Mathcad2),

• use of a decomposition algorithm [2] : the spectra
are approximated with a linear combination of sam-
ple functions : one or several 1/fγi functions with
1 ! γi ! 2, and a family of Lorentzian functions
with characteristic frequencies (fi) logarithmically
distributed over the range of the studied spectrum.
Once the sample functions are chosen, the linear com-
bination of these functions which shows, on one hand,
only positive coefficients and, on the other hand,
the minimal distance to the approximated spectrum,
is algebraically calculated. Since this approximation
method is deterministic, repeating it several times
cannot bring any further refinement. However, several
calculation results are provided for each spectrum,
obtained by varying in the sample functions family.

IV. Results and discussion

The results from the different techniques are plotted in
the following figures for each parameters and each spectra.

The mean value of each parameters for all the techniques
< X > assuming the same weight as well as errors bars
showing the repetability error given by (2 or 3) · σX of
each techniques are also plotted. According to [1], the
probability to find the value in the range indicated by the
error bars is equal to 95% when coverage factor k=2 and
98% when coverage factor k=3. It will then be assumed in
the following discussion that the mean value gives a correct
estimation of the real value of the concerned parameter.
For one technique, when error bars do not cross this mean
value line, it may be interpreted as a bias introduced by
the technique. The case of the decomposition algorithm
will be presented and discussed in a separated way.
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Fig. 2. SpectrumA results for parameters K and W. < X > ±2·σX ,
< X > ±3 · σX and < X > for all the techniques.

From all these results, several remarks and comments
can be proposed : K and W parameters are often overes-
timated by manual techniques.

No lorentzians were observed for the spectrumA for all
the technique. Up to three lorentzians were identified using
the ”software” techniques for the spectrumB. Only the
results for the first two lorentzians are reported here. Only
one lorentzian was observed for the manual techniques
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Fig. 3. SpectrumB results for parameters K and W. < X > ±2·σX ,
< X > ±3 · σX and < X > for all the techniques.

with a large value of uncertainty. The Lorentzians appear
as bumps in the spectral density difficult to quantify or
estimate with a right design rule.

Except manual estimations, all the parameter estima-
tions performed by software techniques give almost the
same result with the almost the same repetability. This re-
mark is not true for the second lorentzian of the spectrum
B mainly due to its smallest weight in the total spectrum.
The case of small repeatability uncertainty values for
the manual technique in the case of the K parameter in
spectrumB may be due to the fact that the value of K is
close to a value close to the tick mark of the graph.

A case of special interest is the errors in the estimation of
the characteristic frequencies of lorentzians because when
noise measurements are performed versus temperature, it
allows to identify traps by using a method called ”noise
spectroscopy” (see [3] in this proceeding for instance).
Whatever the software method used, 3 · σf1

/ < f1 > is
less than 27% and 3 · σf2

/ < f2 > is less then 42%. Even
if these values seems relatively high, when the noise spec-
troscopy method is applied, the characteristic frequency

may vary over five decades of frequency ! fortunately, these
relatively high uncertainty values may not thus affect the
identification of the traps.
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Fig. 4. SpectrumB results for parameters a1 and f1. < X > ±2·σX ,
< X > ±3 · σX and < X > for all the techniques.

The case of the decomposition algorithm is now dis-
cussed: for each spectra, three sample function families
were used :

• Estimation 1 : the approximation is a linear combina-
tion of 21 functions 1/fγi with γi linearly distributed
between 1 and 2, 101 Lorentzian functions with fi

logarithmically distributed between 1 Hz and 100 kHz
and the uniform function 1,

• Estimation 2 : the approximation is a linear com-
bination of the function 1/f2,the function 1/f, 101
Lorentzian functions with fi logarithmically dis-
tributed between 1 Hz and 100 kHz and the uniform
function 1.

• Estimation 3 : the same as estimation 2 with 130
Lorentzian functions instead of 101

Only the components of the combination with positive
non null coefficients have been reported. The main results
are that no 1/f noise exists in the 2 spectra A and B. For



 20

 30

 40

 50

 60

 70

 80

 90

 100

Hand1
Hand2

Labview
Gnuplot

Mathcad1

Mathcad2

x
 1

0
 -1

0
 V

2
/H

z

spectrumB. a2 

<a2>±2σa2
<a2>±3σa2

Mean (<a2>) 

 50

 60

 70

 80

 90

 100

 110

 120

 130

 140

Hand1
Hand2

Labview
Gnuplot

Mathcad1

Mathcad2

x
 1

 H
z

spectrumB. f2 

<f2>±2σf2
<f2>±3σf2

Mean (<f2>) 

Fig. 5. SpectrumB results for parameters a2 and f2. < X > ±2·σX ,
< X > ±3 · σX and < X > for all the techniques.

spectrumA, only a 1/f1.6 was obtained. For spectrumA, 6
lorentzians were reported and 7 lorentzians for spectrumB.

Finally, to compare the different techniques, a relative
distance between the measured noise spectral density
SV (f) and the approximated functions SV fit(f) has been
calculated according to the following definition :

d =
∑

f

(SV (f) − SV fit(f))2

(SV (f))2
(3)

The results are summarized in the following table. As
expected, the decomposition technique gives the best re-
sults and worst results are obtained by manual estimation.
The small differences between software techniques and the
decomposition one validate these software techniques.

This study shows that two errors have to be introduced
in the uncertainty calculation : the repetability error E1
(mainly due to the operator) estimated from σX and a
systematic error E2 (mainly due to the technique, reso-
lution of software slides or design rule) estimated from
the standard deviation of all the mean result for one
parameter. Finally the expanded uncertainty u(K) =

H
a
n
d
1

H
a
n
d
2

L
a
b
v
ie

w

G
n
u
p
lo

t

M
a
th

ca
d
1
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th

ca
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2

D
ec

o
m

p
.

d specA 115.4 102 89.1 95.5 99.6 99.6 85.6
d specB 228.8 110.8 117.5 55.3 81.6 61 49.2

3·u(K)
<K>

(%) specA 12.2 12.0 14.3 16.7 13.3 13.3
3·u(K)
<K>

(%) specB 30.4(*) 14.4 18.7 18.9 17.8 22.5

TABLE I
Comparison of the different techniques: calculation of the

distance defined by equation 3. Relative expanded
uncertainty in the estimation of the 1/f noise level for

spectra A and B.(*)K value for Hand1 was not taken into
account in the estimation of u(E2)2 due to the

overestimation.

k ·

√

u(E1)2 + u(E2)2 has been calculated in the table (I)
for k = 3. Between 12% and 17% of relative expanded
uncertainty is found for spectrum A and between 14%
and 23% for spectrumB! The larger value obtained for
spectrum B may be due to the difficulty to estimate this
parameter in the case of lorentzians.

V. Conclusion

In this paper, the uncertainty in the estimation of noise
parameters has been performed on two kinds of spectra.
Bests results has been obtained by a decomposition algo-
rithm. Relative expanded uncertainty between 10% and
20% has been obtained for the 1/f noise level of the 2
spectra.

This work should be completed by choosing several
kinds of spectra with only 1/f noise and white noise with
different corner frequencies to estimate the impact of the
corner frequency on the expanded uncertainty of 1/f noise
level. The impact of the number of acquisition Navg could
also be study. We propose to make a large inquiry to
investigate all these ideas. For that, we encourage you to
use the following website to send suggestions, questions,
comment and declaration of interest to a new investiga-
tion. http://www.greyc.ensicaen.fr/routoure/uncertainty.
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