
HAL Id: hal-00992750
https://hal.science/hal-00992750

Submitted on 19 May 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Improved stability criteria for sampled-data systems
with input saturations

Alexandre Seuret, Frédéric Gouaisbaut, Sophie Tarbouriech, Joâo Manoel
Gomes da Silva Gomes da Silva

To cite this version:
Alexandre Seuret, Frédéric Gouaisbaut, Sophie Tarbouriech, Joâo Manoel Gomes da Silva Gomes da
Silva. Improved stability criteria for sampled-data systems with input saturations. Recent Results
on Nonlinear Delay Control Systems, pp.311-325, 2015, 978-3-319-18071-7. �10.1007/978-3-319-18072-
4_16�. �hal-00992750�

https://hal.science/hal-00992750
https://hal.archives-ouvertes.fr


Chapter 1

Improved stability criteria for sampled-data

systems with input saturations

Alexandre Seuret, Frédéric. Gouaisbaut, Sophie Tarbouriech and Joao M. Gomes

da Silva Jr.

Abstract In this chapter, the design of either the controller or the network is ad-

dressed for sampled-data systems with input saturation. Using modified sector con-

ditions, an adequate looped functional, and the Wirtinger-based integral inequality,

quasi-LMI conditions, with a scalar parameter to tune, are proposed in the regional

(or local) context for both design problems. The associated convex optimizations are

briefly described. Finally some examples show the efficiency of the methods with

respect to existing results.

1.1 Introduction

In the past decade, a large attention has been devoted to the stability analysis of

sampled-data systems [10]. This area addresses the problem of stability and stabi-

lization of systems evolving in continuous time whereas the control input evolves

in discrete time. Although the theory for linear sampled-data control systems is

well established for constant sampling period [2] through the discretization of the

continuous-time systems, there are still a lot of activities regarding the case of asyn-

chronous sampling. Indeed in practice, a heavy temporary load in the hardware
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which compute the control inputs can lead to significant variations on the sampling

time. These variations can dramatically affect the stability properties of a control

system. That is then clearly the motivation for the design of robust stability and sta-

bilization conditions which take into account the variations on the sampling period.

Among the possible solution, the sampling in a control loop can be modeled as

a time-varying delay on the plant control input while considering a continuous-time

dynamics. In this case, the delay variation rate between two sampling instants is

equal to one. Thus, a fundamental problem regards the determination of the bounds

on the delay variation, for which stability of the closed-loop system can be kept.

Considering this perspective, we can cite for example the approach proposed in [5],

and the improvements made in [17] and [4].

On the other side, many techniques have been proposed in the literature to deal

with the stabilization of time-delay systems subject to actuator saturation. In this

context, we can cite, for instance: [18] and [19], where globally stabilizing control

laws are proposed; and [27], [3] and [5], where the regional stabilization problem is

considered; [15, 16], where the authors consider the problem of globally stabilizing

systems with bounded feedbacks in the case where is present an arbitrarily large

delay in the input. These works are mainly concerned by state delayed systems. The

stabilization conditions consider delay independent approaches and delay dependent

conditions considering fixed delays. Recently, in [7] and [30], results considering

systems presenting time-varying delays on the states have been proposed. On the

other hand, we can note a lack of results considering input delays, and, in particular,

time-varying ones. In [9] and [28], anti-windup techniques are proposed for systems

with fixed input delays.

In this chapter we are interested in the problem of stabilizing a sampled-data

system taking into account the possible variations on the sample intervals which

are possibly due to packet losses in a communication network and also the fact

that the signals provided by the actuators are bounded (i.e saturating plant inputs).

The method is based on the use of a particular functional that, differently from the

Lyapunov-Krasovskii based approaches adopted for instance in [5], [17] and [4],

does not need to be positive definite. It is shown that if the time-derivative of this

functional along the trajectories of the continuous-time model is strictly negative,

then a quadratic Lyapunov function is strictly decreasing for the discrete-time asyn-

chronous system. Such an analysis has already been addressed in [22]. In the present

chapter, we aim at presenting an improved version of the stability conditions in [22]

by using of a less conservative integral inequality than the usually Jensen inequality.

This new integral inequality which is inspired from [23], is adapted to our purpose

in order to fit with the proposed analysis. On the other hand, the control saturation

is taken into account from the use of a generalized sector condition.

The paper is organized as follows. Section 1.2 describes the problem formulation.

Section 1.3 presents some preliminary lemmas on a LMI manipulation and on the

generalized sector condition. Section 1.4 shows the main stabilization theorem. In

Section 1.5, some optimization problems are proposed. Some numerical examples

illustrating the potentialities of the method are provided in Section 1.6.
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Notation. Throughout the chapter, the sets N, R+, Rn, Rn×n and S
n denote re-

spectively the set of positive integers, positive scalars, n-dimensional vectors, n×n

matrices and symmetric matrices of Rn×n. For a given positive scalar, Tmax, define

K as the set of continuous functions from an interval [0, T ] to R
n, where T is a

positive scalar less than Tmax. The notation | · | and ‖ · ‖ stand for the absolute value

of a scalar and for the Euclidean norm of a vector, respectively. The superscript ‘T ’

stands for matrix or vector transposition. The notation P > 0 for P ∈ S
n means that

P is symmetric positive definite. For any positive integer j ≤ n any vector x ∈ R
n

and any matrix A ∈ R
n×n, the notation A j and x j refer to the jth line of matrix A

and the jth component of vector x, respectively. The symbols I and 0 represent the

identity and the zero matrices of appropriate dimensions. Co{·} denotes a convex

hull. For any matrix A in R
n×n, we define He{A} as A+AT .

1.2 Problem formulation

Let {tk}k∈N be an increasing sequence of positive scalars such that
⋃

k∈N[tk, tk+1[=
[0, +∞[. Assume that there exist two positive scalars Tmin ≤ Tmax such that the

difference between two successive sampling instants Tk = tk+1 − tk satisfies

∀k ∈ N, 0 ≤ Tmin ≤ Tk ≤ Tmax. (1.1)

Consider the linear system with a sampled-data input

∀t ∈ [tk, tk+1[, ẋ(t) = Ax(t)+Bu(tk), (1.2)

where x ∈ R
n and u ∈ R

m represent the state variable and the input vector. The

matrices A and B are assumed to be constant, known and of appropriate dimensions.

We suppose that the input vector u is subject to amplitude limitations defined by:

|ui| ≤ u0i, u0i > 0, i = 1, ...,m. (1.3)

Consider a linear state feedback control law u(t) = Kx(t), where K ∈R
m×n. Due

to the control bounds defined in (1.3), the effective control signal to be applied to

the system is given by

u(t) = sat(Kx(t)), (1.4)

with ui(t) = sat(Kix(t)) = sign(Kix(t)))min{u0i, |Kix(t)|}, i = 1, . . . ,m. Hence, the

closed-loop system reads

ẋ(t) = Ax(t)+Bsat(Kx(tk)). (1.5)

Although the system dynamics are considered to be linear, due to the control sat-

uration, the closed-loop system is nonlinear. Hence, the determination of a global

stabilizing controller is possible only when some stability assumptions are verified

by the open-loop system (u = 0, see [14, 24]). When these hypothesis are not ver-
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ified, it is only possible to achieve semi-global or local/regional stabilization. In

this case, given a stabilizing matrix K, we associate a region of attraction to the

equilibrium point xe ≡ 0 of the system (1.5). The region of attraction corresponds

to all initial conditions x0 ∈ R
n such that the corresponding trajectories of the sys-

tem (1.5) converge asymptotically to the origin [12]. Since the determination of the

exact region of attraction is practically impossible, a problem of interest is to ensure

asymptotic stability for a set of admissible initial conditions x0. Hence, from the

considerations above, in this chapter, we are interested in studying the stabilization

problem stated as follows.

P1.Maximize the bound on the maximal allowable sampling perioid T2, for which

asymptotic stability of the closed-loop system (1.5) can be ensured for some set

of admissible initial conditions.

P2.Given T1,T2, find K and a set of admissible initial conditions, as large as possi-

ble, for which asymptotic stability of the closed-loop system (1.5) is ensured.

Regarding a networked control system, problem P2 can be seen as a “controller”

design problem, which is defined from the network schedule constraints. On the

other hand, problem P1 can be seen as a “network” design problem. In this case, the

network designer will consider the maximum allowable jitter (for which stability of

the system can be guaranteed) as a constraint in the network scheduling. Of course,

when it is possible, the objective is the global stabilization of the closed-loop system.

Otherwise, a set of admissible initial conditions, included in the region of attraction

of the closed-loop system, has to be defined. This set can be seen as an estimate

of the actual region of attraction and defines a region of “safe initialization” for the

system.

In order to develop conditions to solve problems P1 and P2, in the sequel a

particular notation is adopted. For all integers k ∈ N, a function χk ∈ K can be

defined such that equation (1.5) can be equivalently represented by:

∀τ ∈ [0, Tk],







χk(0) = x(tk),
χk(τ) = x(tk + τ),

χ̇k(τ) =
d

dτ χk(τ) = Aχk(τ)+Bsat(Kχk(0)).
(1.6)

In the sequel, we aim at designing constructive LMI conditions guaranteeing the

stabilization of such systems.

1.3 Preliminary lemmas and theorems

1.3.1 Modified sector condition

Using the notation χk given in (1.6), the following dead-zone function is defined

ψ(Kχk(0)) = Kχk(0)− sat(Kχk(0)). (1.7)
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Note that, ψ(Kχk(0)) corresponds to a decentralized dead-zone nonlinearity.

Considering the function ψ(Kχk(0)), the closed-loop system can be re-written as

χ̇k(τ) = Aχk(τ)+BKχk(0)−Bψ(Kχk(0)), ∀τ ∈ [0, Tk].

Consider now a matrix G ∈ R
m×n and define the polyhedral set

S = {x ∈ R
n ; |(Ki −Gi)x| ≤ u0i, i = 1, ...,m}.

The next Lemma from [9], concerning the nonlinearity ψ(Kχk(0)) is recalled.

Lemma 1. Consider the function ψ(Kχk(0)) defined in (1.7). If χk(0) ∈S then the

relation

ψT (Kχk(0))U [ψ(Kχk(0))−Gχk(0)]≤ 0, (1.8)

is verified for any matrix U ∈ R
m×m diagonal and positive definite.

The result in Lemma 1 can be seen as a generalized sector condition. As will be

seen in the sequel, differently from the classical sector condition (used for instance

in [28]), this condition allows to obtain stability conditions directly in an LMI form.

For notation simplicity, in the sequel we denote ψ(Kχk(0)) as ψk.

1.3.2 Asymptotic stability of saturated and sampled-data systems

Let us first recall the following theorem taken from [22] on asymptotic stability of

saturated sampled-data systems.

Theorem 1. Consider given matrices K and G in R
m×n and any positive definite

diagonal matrix U in R
m×m. Let Tmin and Tmax, Tmin < Tmax, be two positive scalars

and V : Rn →R
+ be a function for which there exist real numbers 0 < µ1 < µ2 such

that

∀x ∈ R
n
, µ1|x|

2 ≤V (x)≤ µ2|x|
2
. (1.9)

and such that, for all i = 1, . . . ,m and x ∈ R
n

xT (Ki −Gi)
T (Ki −Gi)x ≤ u2

0i. (1.10)

Then, the two following statements are equivalent:

(i) For all k ∈ N, Tk ∈ [T1, Tmax], the increment of the Lyapunov function satisfies

∆V (k)−2TkψT
k U [ψk −Gχk(0)]< 0;

where ∆V (k) =V (χk(Tk))−V (χk(0)).
(ii) There exists a continuous functional V0 : [0, Tmax]×K→ R which satisfies for

all z ∈K

∀Tk ∈ [Tmin, Tmax] V0(Tk,z) = V0(0,z). (1.11)
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and such that, for all k ∈ N, Tk ∈ [Tmin, Tmax] and τ ∈ [0 Tk[ and

Ẇ (τ,χk) =
d

dτ
[V (χk(τ))+V0(τ,χk)]−2ψT

k U [ψk −Gχk(0)]< 0, (1.12)

Moreover, if one of these two statements is satisfied, then, for all initial conditions

x(0) = χ0(0) in the set E defined by

E = {x ∈ R
n; V (x)≤ 1} , (1.13)

the solutions to system (1.2) with the saturated and sampled control law (1.4) con-

verge asymptotically to the origin.

Under the conditions of Theorem 1, it follows that the set E is included in the re-

gion of attraction of the closed-loop system (1.5). Note that this set is not necessarily

positively invariant for the continuous-time system, but it is indeed for the discrete-

time system, i.e. if χ0(0) ∈ E it follows that χk(0) ∈ E , for all k > 0. Nonetheless,

the convergence of the continuous-time system trajectories to the origin is guaran-

teed for any initial condition belonging to E , i.e. regional asymptotic stability is

ensured.

1.3.3 Integral inequality

We recall here a result proved in [23], which provides a lower bound on a certain

integral quadratic term.

Lemma 2. Let ω : [a,b]→R
n be a differentiable function over (a,b) having square

integrable first order derivative. Then, for all R ∈ S
n
+, for all matrix N ∈R

3n×2n, the

inequality

∫ b
a ω̇T (u)Rω̇(u)du ≥ Ω T

[

He{NM}− (b−a)N

[

R 0

0 3R

]−1

NT

]

Ω , (1.14)

holds where

Ω =
[

ωT (b) ωT (a) 1
b−a

∫ b
a ωT (u)du

]T

, M =

[

I −I 0

I I −2I

]

,

Proof. This lemma refers to the Wirtinger-based integral inequality stated in [23].

Define the function z and the associated quantity I (z) as follows

z(u) := ω̇(u)−R−1

[

I

(

2u−b−a

b−a

)

I

]

NT Ω and I (z) :=
∫ b

a
zT (u)Rz(u)du.

The proof consists in reinjecting the definition of z in I (z) and in developing the

integral. Some elementary integral calculus and an integration by parts show that
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I (z) =
∫ b

a
ω̇T (u)Rω̇(u)du−Ω T

[

He{NM}− (b−a)N

[

R 0

0 3R

]−1

NT

]

Ω ,

Finally, the positive definiteness of matrix R ensures that I (z) is positive definite,

which yields the result of Lemma 2.

✷

Remark 1. The previous lemma presents another formulation of the Wirtinger-based

integral inequality. Indeed choosing the particular matrix N = 1
b−a

MT R allows re-

covering the original Wirtinger-based integral inequality from [23].

The objective of this chapter is to design new stability and stabilization condi-

tions expressed in terms of LMI based on Theorem 1 as proposed in [22] together

with the use of the Wirtinger-based integral inequality proposed in Lemma 2.

1.4 Stabilization of sampled-data systems under input saturation

In this section, asymptotic stabilization conditions in a regional or local context of

the sampled-data system (1.2) with the saturating control law given by (1.4) are

derived from the results of Theorem 1. These conditions allow the computation of a

gain K that ensures the asymptotic stability of the closed-loop system.

Theorem 2. For given positive scalars Tmin < Tmax and u0 j, j = 1, . . . ,m, assume

that there exist positive definite matrices P,R ∈ S
n, a positive definite diagonal ma-

trix U ∈ S
m, two matrices S1,Q1 ∈ S

n, a symmetric matrix X ∈ S
n+m, matrices

Y,S2,Q2 ∈ R
n×n and N ∈ R

(4n+m)×2n, two matrices K̃ and G̃ ∈ R
m×n and a pos-

itive scalar ε that satisfy, for θ = Tmin,Tmax

Ψ1(θ) = Π1(θ)+θ(Π2 +Π4)< 0,

Ψ2(θ) =





Π1(θ)+θ(Π3 −Π4) θN

∗ −θ

[

R 0

0 3R

]



< 0,
(1.15)

Ψ3 j(u0 j) =

[

P (K̃ j − G̃ j)
T

∗ u2
0 j

]

≥ 0, ∀ j = 1, . . . ,m, (1.16)

with

Π1(θ) = He
{

MT
1 PM4 −MT

6 S2M2 −NM8 +MT
5 G̃M2

}

−MT
6 S1M6 −θM3Q1M3

+He
{

(εMT
1 +MT

4 )(AY M1 +BK̃M2 −Y M4 −BUM5)
}

−2MT
5 UM5

Π2 = MT
4 RM4 +He

{

MT
4 (S1M6 +S2M2)+MT

1 (Q1M3 +Q2M2)
}

Π3 = He{M3Q2M2}, Π4 = MT
7 XM7,

(1.17)

where 1

1 These matrices are not of the same dimension.
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M1 =
[

I 0 0 0 0
]

, M2 =
[

0 I 0 0 0
]

, M3 =
[

0 0 I 0 0
]

,

M4 =
[

0 0 0 I 0
]

, M5 =
[

0 0 0 0 I
]

, M6 =
[

I −I 0 0 0
]

,

M7 =

[

0 I 0 0 0

0 0 0 0 I

]

, M8 =

[

I −I 0 0 0

I I −2I 0 0

]

.

Then, for all initial conditions x0 = x(0) belonging to the ellipsoidal set

EP =
{

x ∈ R
n; xT

(

Y−T PY−1
)

x ≤ 1
}

,

the corresponding trajectories of the system (1.2) under the saturated control law

defined in (1.4) with K = K̃Y−1 converge asymptotically to the origin for any asyn-

chronous sampling satisfying (1.1).

Proof. Introduce a quadratic Lyapunov function candidate defined, for any x in R
n,

by V (x) = xT P̃x, where P̃ is a symmetric positive definite matrix from S
n. Thus, the

function V satisfies (1.9) since it has a quadratic form.

Considering now the result of Theorem 1, the idea is to prove that ∆Vk =
V (χk(Tk))−V (χk(0))−2TkψT

k Ũ [ψk −Gχk(0)]< 0, for all k ∈ N. With this aim an

appropriate functional V0 satisfying (1.11) and (1.12) must be chosen. A candidate

of such a class of functionals is defined for all τ ∈ [0, Tk], as follows:

V0(τ,χk) = (Tk − τ)(χk(τ)−χk(0))
T [S̃1(χk(τ)−χk(0))+2S̃2χk(0)]

+(Tk − τ)τνT
k (τ)[Q̃1νk(τ)+2Q̃2χk(0)]

+(Tk − τ)τ

[

χk(0)
ψk

]T

X̃

[

χk(0)
ψk

]

+(Tk − τ)
∫ τ

0 χ̇T
k (θ)R̃χ̇k(θ)dθ ,

where S̃1, Q̃1, R̃> 0∈ S
n, S̃2, Q̃2 ∈R

n×n and X̃ ∈ S
n+m and where νk(τ) := 1

τ

∫ τ
0 χk(s)

ds.

The only difference with respect to the functional employed in [22] relies on the

introduction of the function νk. Introducing this function to the looped functional

is necessary to fully take the advantages of the Wirtinger-based integral inequality

provided in Lemma 2. It is clear that νk is continuous and differentiable over the

interval (0,Tk] and can be extended to the closed interval [0,Tk], by noting that its

limit, as τ goes to 0, is χk(0). Moreover simple calculations show that

d

dτ
νk(τ) =

1

τ
(χk(τ)−νk(τ)) .

Obviously, this expression is only valid over the interval (0,Tk] but can be ex-

tended by continuity to the interval [0,Tk].
Since the functional V0(τ,χk) is equal to zero at τ = 0 and τ = Tk, the functional

V0 satisfies looped condition (1.11). The end of the proof consists in showing that

inequality (1.12) holds. Introduce the extended vector

ξ̃k(τ) = [χT
k (τ) χT

k (0) νT
k (τ) χ̇T

k (τ) ψT
k ]

T
,
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for all τ ∈ [0, Tk[. Thanks to this augmented vector, an upper-bound of the derivative

of W is given by

Ẇ (τ,χk)≤ ξ̃ T
k (τ)[Π̃1(Tk)+(Tk − τ)Π̃2 + τΠ̃3 +(Tk −2τ)Π̃4]ξ̃k(τ). (1.18)

where

Π̃1(Tk) = He{MT
1 P̃M4 −MT

6 S̃2M2 − ÑM8}−MT
6 S̃1M6 −TkM3Q̃1M3

+He{(MT
1 Ỹ T

1 +MT
4 Ỹ T

2 )M0 +MT
5 ŨGM2}−2MT

5 ŨM5

Π̃2 = MT
4 R̃M4 +He{MT

4 (S̃1M6 + S̃2M2)}+He{MT
1 (Q̃1M3 + Q̃2M2)}

Π̃3 = He{M3Q̃2M2}+ Ñ

[

R̃ 0

0 3R̃

]−1

ÑT , Π̃4 = MT
7 X̃M7,

(1.19)

where M0 =
[

A BK 0 −I −B
]

, Ỹ1,Ỹ2 ∈ R
n×n, Ñ ∈ R

4n+m×2n and where the ma-

trices Mi are defined in Theorem 2. This inequality has been obtained by, first an

application of Lemma 2, which ensures that, for all matrix Ñ in R
4n+m×2n to

−
∫ τ

0
χ̇T

k (θ)R̃χ̇k(θ)dθ ≤ ξ̃ T
k (τ)

[

−He{ÑM6}+ τÑT

[

R̃ 0

0 3R̃

]−1

Ñ

]

ξ̃k(τ), (1.20)

and by noting that

2(χT
k (τ)Ỹ

T
1 + χ̇T

k (τ)Ỹ
T
2 )(Aχk(τ)− χ̇k(τ)+BKχk(0)−Bψk) = 0,

for any square matrices Ỹ1 and Ỹ2 ∈ R
n×n. This manipulation can be interpreted as

the use of the descriptor approach introduced in [6] or the Finsler Lemma.

Since the matrices K and G are decision variables, the previous inequality is not

an LMI. Indeed the matrix Π1 contains products of matrices variables (Ỹ1 with K

and Ỹ2 with K). There exists several transformations to derive an LMI condition that

allows to compute a gain K, while guaranteeing that Ẇ (τ,χk)< 0. In this chapter, a

method inspired from [6] is applied. It relies on the fact that an underlying necessary

condition of the previous condition to hold is the non singularity of the matrix Y2.

Additionally, U is assumed to be a diagonal positive definite matrix. Thus it is possi-

ble to define the matrices Y = Ỹ−1
2 , U = Ũ−1 and Ξ = diag{Y,Y,Y,Y,U}. Consider

the vector ξk(τ) = Ξ−1ξ̃k(τ). Rewriting (1.18), using the new variable ξ leads to

Ẇ (τ,χk)≤ ξ T
k (τ)Ξ T [Π1 +(Tk − τ)Π2 + τΠ3 +(Tk −2τ)Π3]Ξξk(τ).

From the definition of the matrices Mi for i = 1, . . . ,8, one has

MiΞ = Y Mi, i = 1,2,3,4,6, M5Ξ =UM5, M7Ξ =

[

Y 0

0 U

]

M7, M8Ξ =

[

Y 0

0 Y

]

M8,

M0Ξ = AY M1 +BKY M2 −Y M4 −BUM5.
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Setting now Y1 = εY2 and considering the following change of variables P =Y T P̃Y ,

Si = Y T S̃iY , Qi = Y T Q̃iY , for i = 1,2, X =

[

Y 0

0 U

]T

X̃

[

Y 0

0 U

]

, N = Ξ T Ñ

[

Y 0

0 Y

]

,

R = Y T R̃Y , K = K̃Y and G = G̃Y , the following inequality is obtained:

Ẇ (τ,χk)≤ ξ T
k (τ)[Π1 +(Tk − τ)Π2 + τΠ̄3 +(Tk −2τ)Π4]ξk(τ). (1.21)

where Π̄3 = Π3 +NT

[

R 0

0 3R

]−1

N and Π1, Π2, Π3 and Π4 are defined in (1.17). To

prove that Ẇ is negative definite for all τ , note that the right hand side of equation

(1.21) is affine with respect to the variable τ in [0, Tk]. Then, by convexity, it suffices

to ensure that the right hand side of (1.21) is negative for τ = 0 and τ = Tk (see [17]

for more details). This fact leads to the inequalities

Π1 +Tk(Π2 +Π3)< 0, and Π1 −TkΠ3 +TkNR−1NT < 0.

Applying the same argument on Tk in the interval [Tmin, Tmax] and by using the

Schur’s complement, conditions Ψ1(θ) < 0 and Ψ2(θ) < 0 given in (1.15) are ob-

tained for θ = Tmin,Tmax.

Right and left-multiplying (1.16) by diag{Y2, I} and next applying Schur’s com-

plement, we conclude that (1.16) is equivalent to (1.10). Hence, it follows that

EP ⊂ S and the condition (1.8) is verified for all χk(0) ∈ EP.

Hence, by virtue of Theorem 1, conditions (1.15)-(1.16) ensures the asymptotic

convergence of the trajectories to the origin, provided that x(0) ∈ EP.

✷

Remark 2. The conditions from Theorem 2 are linear with respect to the matrices

A and B which characterizes the dynamics of the system. Then a direct extension

of this result can be provided in the case of systems with polytopic uncertainties

defined by some positive scalars λi’s such that ∑
M
i=1 λi = 1 and [A B] =∑

M
i=1 λi[Ai Bi].

Note that the λi’s could either be constant parameters or time-varying but in both

cases they are considered unknown.

1.5 Optimization problems

P1. Optimization of Tmax for a given set of initial conditions: Thanks to Theo-

rem 2, it is possible to include an optimization scheme in order to maximize the

upper-bound of the sampling period for a given set of initial conditions. Define a

region of admissible initial states as

EP0
=
{

x ∈ R
n
, xT P0x ≤ 1

}

.

Then, it is clear that the condition P̃ =Y−T PY−1 < P0 ensures that EP0
⊂ EP̃. The

following lemma is employed in the sequel.
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Lemma 3. Let P be a positive definite matrix and Y be a nonsingular matrix. Then

the inequality P0 > Y−T PY−1 holds if

[

P0 I

I Y +Y T −P

]

> 0. (1.22)

Proof. The proof can be found for example in [22].

✷

Hence, given Tmin and u0, the idea is to find the maximal Tmax for which it is pos-

sible to compute K such that asymptotic stability is ensured for all initial conditions

belonging to EP0
. An upper-bound on the maximal Tmax can therefore be obtained

from the following optimization problem

max Tmax

subject to

(1.15),(1.16),(1.22).
(1.23)

Note that, from Lemma 3, the last inequality above ensures that P < P0, which

ensures that EP0
⊂ EP.

P2. Maximization of the estimate of the region of attraction: For a given

u0 and an asynchronous sampling satisfying (1.1) with given Tmin and Tmax, the

objective is to determine K that leads to the largest set of initial conditions for which

the conditions of Theorem 2 are satisfied. In other words, we should find K such that

EP is maximized considering some size criterion. For instance, we can maximize the

minimal axis of EP, which corresponds to minimize the maximal eigenvalue of P.

This can be accomplished from the following optimization problem

min δ
subject to

(1.15),(1.16),
[

δ I I

I Ỹ + Ỹ T −P

]

> 0.

(1.24)

Note that, from Lemma 3, the last inequality above ensures that P̃ < δ I, which

ensures that λmax(P̃)< δ .

Remark 3. For a fixed ε , the constraints in (1.23) are LMIs. Then the optimal solu-

tion of the previous problem can be easily approached by solving LMI-based prob-

lems on a grid in ε .

Remark 4. The result of Theorem 2 concerns the synthesis of a stabilizing gain K.

Nonetheless, the conditions (1.15), and (1.16) can also be used for analysis pur-

poses, when the gain K is given. It suffices to replace K̃ by KY . In this case, the

problem (1.23) can be solved, to determine an estimate of the region of attraction of

the closed-loop system or to determine a bound on the admissible sampling period

jitter, respectively. Note that the conditions are still LMIs for a fixed ε .
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1.6 Illustrative Examples

1.6.1 Example 1: Stability analysis for a given static output

feedback controller

We consider (1.2) with the following matrices, taken from [22] :

ẋ(t) =

[

0 1

−2 0.1

]

x(t)+

[

0

1

]

satu0
(u(tk))

and where u0 = 5. The control gain K is chosen as [1 0]. This system is unstable

with a continuous-time state feedback control u(t) = Kx(t). However, it was proven

in [20] that the closed-loop system using a sampled version of the same control law

becomes stable if the sampling period becomes sufficiently large. We will show now

that the same behavior appears even if the system is subject to input saturation.

In order to asses the stability of the closed-loop system with the given gain K,

we can consider the two optimization problems (1.23) and (1.24) with the variable

K̃ replaced by KY (see Remark 4).

Consider the first optimization problem P1. With P0 = I, the results of the opti-

mization problem (1.23) with are summarized in Table 1.1. One can clearly see the

considerable improvements with respect to [22] based on Jensen inequality.

Tmin 0.25 0.4 0.8 1.2 1.5

[5] - - - - -

[22] 0.37 0.71 0.97 - -

Theorem 2 0.44 1.01 1.33 1.48 1.54

Table 1.1 Maximal allowable sampling period Tmax for Example 1.

Consider now the second optimization problem P2. For Tmin = 0.8, Tmax = 1 and

u0 = 5. We aim at optimizing the size of the set of the allowable initial conditions.

Solving problem (1.23) we obtained δmin = 1.2 while in [22], the same minimization

problem leads to δmin = 6.37. Again, the improvements of the method proposed in

the present chapter based on the Wirtinger-based integral with respect to the stability

conditions from [22] based on Jensen inequality.

1.6.2 Example 2: Stabilization using a static feedback controller

We consider (1.2) with the following matrices (taken from [3], where h = 0):

ẋ(t) =

[

1.1 −0.6

0.5 −1.0

]

x(t)+

[

1

1

]

satu0
(u(tk)),
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and where u0 = 5 and Tmax = 1. We aim here at optimizing the controller gain in

order to maximize the set of allowable initial conditions. Applying the conditions

from [22] with ε = 1, it follows that the asymptotic stability of the system is ensured

with the controller gain K = [−1.7483 0.5391] for any asynchronous sampling pe-

riod characterized by Tmin = 0 and Tmax = 1. The obtained set of admissible initial

conditions in this case is given by

E1 =
{

x ∈ R
2 ; xT

[

0.4320 −0.1332
−0.1332 0.0411

]

x ≤ 1
}

, δmin1 = 0.497.

Using now the conditions provided in the present chapter with ε = 1, the optimal

controller gain is K = [−1.5355 0.4735] and the set of acceptable initial conditions

is

E2 =
{

x ∈ R
2 ; xT

[

0.4319 −0.1332
−0.1332 0.0411

]

x ≤ 1
}

, δmin2 = 0.497.

Since the results of the two lemmas are very close to each other, we can conclude

that the use of the Wirtinger-based integral inequality does not help in improving

this optimization problem for the stabilization.

1.7 Conclusion

This chapter proposes a novel constructive stabilization criterion for sampled and

saturated controlled systems based on the discrete-time Lyapunov theorem. The dif-

ference with respect to the previous research remains in the use of the Wirtinger-

based integral inequality in order to reduce the conservatism of the conditions.

Moreover, as illustrated in the example the method provides less conservative re-

sults than existing approaches reported in the literature at least for the analysis.
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