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Abstract 

 

This paper deals with a pattern-recognition-based diagnosis approach, which aim is to estimate 

the Fuel Cell (FC) operating time, and consequently its remaining duration life. With the 

method proposed, both static and dynamic information extracted from the stack (i.e. 

polarization curve records and Electrochemical Impedance Spectroscopy (EIS) measurements) 

can be used. The complete diagnosis method consists of several steps. First, features are 

extracted from EIS measurements and polarization curves independently. This enables us to 

simplify the extracted information without losing relevant information, and to remove noise. 

For the polarization curves, an empiric model is exploited to ensure the feature extraction. For 

the impedance spectra, both expert knowledge and parametric modeling are used to extract 

features. In particular, a latent regression model is used to split automatically the imaginary part 

of the spectra into several segments that are approximated by polynomials. The next step of the 

method consists in selecting the most relevant features from the whole set of extracted features. 

This helps us to estimate the operating time, while adjusting the complexity of the model. The 

final step of the approach is a linear regression that uses the selected subset of features to 

estimate the FC operating time. The performances of the proposed approach are evaluated on a 

dataset made up of EIS measurements and polarization curves extracted from two FC lifetime 

tests. A mean error of about 2 hours over a global operating duration of 1000 hours can be 

obtained. Moreover, the portability of the method is shown by considering another FC ageing 

test conducted on a different FC stack type. 

 

 

1. Introduction 

 

PEM Fuel Cells (FC) are electrochemical systems that convert directly hydrogen energy into 

electrical energy with high efficiency, and no CO2 emission. That is why those systems appear 

as promising technology solutions, especially for transports. However, FCs still suffer from a 

low reliability and a short lifetime, which make them difficult to meet today's requirements. 

Indeed, a minimal lifetime of 5000 hours is required for stacks dedicated to vehicular 

applications [1,2]. It is therefore important to accurately predict FC state-of-health and 

remaining duration time. For that purpose, it is necessary to develop diagnosis schemes that can 

evaluate FC state-of-health adequately, especially for maintenance purposes. Therefore, it is 

important to establish a link between the FC degradation phenomenon and the FC physical 

characterizations that can be employed throughout ageing time to estimate the FC lifetime, and 

consequently the remaining duration life during operations. 

Previous studies have been conducted to evaluate FC stack performances through the time 

evolution of various parameters [3-5]; others have been done to estimate the FC operating time 

(respectively lifetime) by using Electrochemical Impedance Spectroscopy (EIS) measurements 

[6]. 

In previous studies, we have used a pattern-recognition-based approach to estimate the FC 

operating time, using EIS measurements (dynamic characterizations) only [7,8]. With this 

work, we obtained an estimation of the operating time with a mean square error on the test set 

of 95 hours over a total duration of 1000 hours. It seemed then interesting to investigate the 

possible improvement of the results, when using both dynamic and static characterizations. This 

paper focuses on this issue. Therefore, in the following, the same pattern-recognition-based 

approach is exploited on the same FCs that were used in [8], and both EIS measurements and 

polarization curves are considered (first separately, then combined) for the estimation of the 

operating time. In addition, the portability of the method is shown by considering another FC 

ageing test conducted on a different FC stack type. 
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The paper is organized as follows. In Section 2, the principle of the pattern-recognition-based 

approach will be presented. In Section 3, the two FC characterizations are detailed, especially 

their relevance regarding the estimation of the FC operating time. Feature extraction and 

selection methods are presented in Sections 4 and 5. The test procedure for the operating time 

estimation is given in Section 6. The performances of the proposed approach obtained on real 

datasets are summarized in Section 7. 

 

 

2. Principle of the pattern-recognition-based approach 

 

A pattern-recognition-based diagnosis aiming to estimate the FC operating time from both EIS 

measurements and polarization curves is here presented. The intrinsic aim is to exploit both 

static and dynamic information that are extracted from the stack to estimate the FC operating 

time, and consequently its remaining duration life. 

The complete diagnosis tool, presented in Fig. 1 consists of several steps. First, FC undergoes a 

characterization process: EIS measurements and polarization curves are performed. Then the 

second step is a feature extraction that consists in generating features from polarization curves 

and EIS measurement independently. This step aims at first summarizing efficiently the 

measurements without losing relevant information, and then at removing noise. For the 

polarization curves, two empiric models are employed for feature extraction. As for impedance 

spectra, various methods based on expert knowledge can be used to extract features [9,10]. 

Particular points (or hyperparameters) are first empirically extracted and tested. Then, two 

parametric modeling are performed on the real and the imaginary parts of the spectrum. In 

particular, a latent regression model is exploited to split automatically the imaginary part of the 

spectrum into several segments that correspond to different FC physical behaviors. The third 

step is feature selection. This step enables to select the most relevant features from the whole 

set of extracted features to estimate the operating time, while adjusting the complexity of the 

chosen model. Indeed, a tradeoff has to be made between complexity (i.e. the number of 

selected features) and accuracy in order to avoid the well-known phenomenon of overfitting 

[11,12]. While an overly complex model could pass exactly through all the experimental points, 

it could also lead to a poor representation of the real phenomenon. However, the reverse 

situation of an overly simple model (less complexity) could also lead to a poor representation of 

the phenomenon. Furthermore, dimensionality reduction is also essential to avoid overfitting 

when the available training data set is small as it is in our case. The final step of this approach is 

a linear regression that uses the selected subset of features to estimate the FC operating time. In 

fact, this operating time is an equivalent period that corresponds to the elapsed time during 

which an identical FC operates under nominal conditions. 

 

 
Fig. 1 - The pattern-recognition-based diagnosis applied on FCs diagnosis. 
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3. Fuel cell characterization 

 

Durability tests were performed on two identical small power PEMFCs (three-cell stacks of 

about 100 W) during 1000 hours. These stacks have been assembled with graphite gas 

distributive plates, commercial membranes (Gore MESGA Primea MEA Series 5510; active 

cell area of 100 cm
2
) and Gas Diffusion Layers (GDLs) [1,2]. The first stack (FC1) was 

operated in nominal and stationary conditions. The load current was constant and equal to 50 A. 

In the second test, the fuel cell (FC2) was operated under dynamical load current based on a 

real transportation mission profile (maximum current of 70 A was reached for an average of 

12.5 A). For both stacks, the set of anode/cathode stoichiometry rates was fixed to 2/5. Details 

on the test conditions and kind of current solicitation can be found in [1,2], as well as the 

complete characterization test results. During these ageing tests, the stacks were characterized 

regularly (twice per week) through polarization curves and impedance spectra. 

 

3.1. Polarization curves 

 

The polarization curve gives information about the static behavior of the FC. It is a powerful 

tool for various applications such as FC characterization, ageing studies, or diagnosis. In order 

to realize a polarization curve, one has to make sure that the operating conditions (temperatures, 

pressures, humidities…) are stable. Therefore, before every series of characterization, the FCs 

were operated under the same operating point for 30 minutes [1,2]. 

In general, depending on the current density interval, polarization curves can reveal three 

different internal behaviors of the FC [13,14] (see Fig. 2). In low current densities, the curves 

illustrate charge transfer kinetics; in medium current densities, the slope and form of the 

polarization curves are highly influenced by ohmic resistance; and finally in high current 

densities, the influence of the mass transfer is highlighted. 

As it can be seen in Fig. 2, both the form and the slope of polarization curves vary through time, 

during the ageing experiments. This leads us to believe that a parameterization of polarization 

curves can be helpful to provide suitable indicators relating to the ageing phenomenon in FCs. 

 

 
Fig. 2 - Presentation of the three parts of the polarization curve (left) and evolution of the 

polarization curves for FC1 stack from the initial state (Time : 0 h) to the final state (Time : 995 

h) (right). 

 

3.2. Electrochemical Impedance Spectrum 

 

Unlike the polarization curve, Electrochemical Impedance Spectroscopy (EIS) enables us to 

obtain relevant information about the dynamical behavior of the FCs during an ageing process 

[16-18]. EIS allows the characterization of dynamic processes occurring at different timescales 
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in the system. Considering this technique, the FC is placed on a static operating point and then 

additional small amplitude solicitation signals are applied. In our case, both stacks were placed 

under the operating point of 35A, and a small sinusoidal alternating part (with amplitude of 1 A 

and frequency range from 10 mHz to 30 kHz) was applied around it. Each recorded impedance 

spectrum was a series of impedance measurements at 45 discrete frequency points. 

The different ageing test conditions applied on both stacks have led to different EIS results for 

each FC [1,2]. As an example, the impedance plots measured during the ageing test conducted 

on FC1 stack are presented in Fig. 3. It can be observed that the FC impedance can be divided 

into three parts, each part corresponding to a distinct dynamic behavior: − a first capacitive arc (f < 130 Hz) due to mass and water transports, − a second capacitive arc (130 Hz < f < 4 kHz) due to the charge (electrons and protons) 

transfer processes, − an inductive part which is present in high frequencies (4 kHz < f) due to connections 

(internal and external ones). 

The delimiting frequency values presented above are approximate values, and they depend on 

the FC and its ageing state. Our goal is to use these characteristics, especially their evolution to 

estimate the FC operating time. Indeed, they seem to be good indicators of the ageing 

phenomenon in FCs. More details on physical processes behind these intervals can be found in 

[1,2]. 

 

 
Fig. 3 - Presentation of hyperparameters in the impedance spectrum (left) and evolution of the 

impedance spectra for FC1 stack from the initial state (Time : 0 h) to the final state (Time: 995 

h) (right). 

 

 

4. Feature extraction 

 

The goal of this processing phase is to generate automatically a subset of features that will 

represent the data. The underlying motivation is that the data can be represented in a subspace 

whose intrinsic dimensionality is lower than the one of the original data space [12]. 

 

4.1. Feature extraction on the polarization curves 

 

Feature extraction on a polarization curve consists in approximating it by external model and 

using afterwards the model parameters as features. Previous studies on FCs have underlined 

many empiric models of polarization curves [18]. The following model is investigated here: 

 

       (1) 
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Moreover, the experimental results have shown that the open circuit voltage (noted U0) is 

linked to the ageing phenomenon (see Fig.2). Therefore, the number of extracted parameters for 

the polarization is five (U0, α1, α2, α3, α4). Figure 4 presents the behavior of the model obtained 

on a polarization curve modeling. 

 

 
Fig. 4 - Example of an approximation of a polarization curve. 

 

4.2. Feature extraction on the EIS 

 

For the impedance spectra, two different methods were considered. The first one, based on 

expert knowledge, consists in the empirical extraction of particular hyperparameters from the 

spectrum. The second method on the other hand, consists in separating first the impedance 

spectrum into two curves that represent the evolution of the real and imaginary parts of the 

impedance as functions of the frequency, and then in approximating each one of them by an 

external model. 

 

4.2.1 Extraction of hyperparameters 

Previous studies presented in [9,10] have focused on identifying characteristic points in the 

impedance spectrum that can be employed to diagnose FC stacks. The following parameters 

were chosen as features: − the polarization resistance value, − the minimal value of the imaginary part in the impedance spectrum, its corresponding real 

part values and its occurring frequency (3 hyperparameters in total), − the internal resistance value and its corresponding frequency of occurrence (2 

hyperparameters). 

Thus for each impedance spectrum, a set of 6 hyperparameters is extracted. In Fig. 3, the 

influence of the ageing process on the hyperparameters evolution can be observed. 

 

4.2.2 Parametrization of the real and imaginary parts of the spectrum 

With an explicit point of view, each EIS spectrum could be split into a real part and an 

imaginary part function of the frequency (see Fig. 5). An inherent link can be established 

between the FC ageing phenomenon and the evolution of these curves. Therefore, it seems 

interesting to extract features from these plots that can be used afterwards to estimate the ageing 

time of the FC stack. 
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Fig. 5 - Evolution of the real and imaginary parts of the impedance spectrum versus frequency 

for FC1 from the initial state (Time : 0) to the final state (Time : 995 h). 

 

Feature extraction on the real part of the impedance: 

The real part of the impedance can be approximated by an external model of four parameters 

related to an extended “logsig” function and defined as follows: 

 

      (2) 

 

The four model coefficients are determined by minimizing a cost function based on a mean 

square error with the help of simplex method [12]. 

 

Feature extraction on the imaginary part of the impedance: 

Rather than using a global fitting of the imaginary part of the spectrum, the idea that we 

investigate is to automatically partition it into different segments that can be approximated 

individually by a polynomial. The number of segments is chosen in relation with the physical 

behavior of the FC stacks while their location and polynomial coefficients are determined by a 

probabilistic-model-based approach. Further details can be found in [7,8,19]. But the following 

summarizes this approach. 

This feature extraction is made up of a specific regression model that incorporates 3 polynomial 

regimes (see Section 3.2), and the switching from one regime to another is controlled by a latent 

variable zi. 

More formally, if is the n points of imaginary part of an impedance spectrum 

obtained for the frequencies (f1,..., fn) (fi will denote the logarithm of the frequency), then the 

model can be written as: 

 

      (3) 

 

Where: 

 is a discrete variable representing the class label of the polynomial regression 

mode (K=3), 

 is the regressor vector associated with , 

is the variance coefficient associated with . 

 

From this equation, it can be proven that each variable xi is distributed according to a mixture 

density: 
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       (4) 

 

Where: 

 is the logistic transformation of the frequency , such that: 

 

     (5) 

 

and  is the parameter vector of the logistic process. 

 

The model parameters to be estimated are ), where  is the vector 

of coefficients of the polynomial approximating segment i. In order to estimate these 

parameters, the likelihood function of  is maximized with a dedicated EM (Expectation-

Maximization) algorithm [20,21]. In addition, the parameters of the hidden logistic process, in 

the inner loop of the EM algorithm, are estimated using a multi-class Iterative Re-weighted 

Least-Squares (IRLS) [22]. Figure 6 illustrates the behavior of the modeling where the three 

domains are clearly identified. 

 

 
Fig. 6 - Original signal, the three polynomials (top), and their corresponding logistic 

probabilities (bottom) for the parameterization of EIS imaginary part. 

 

 

5. Feature selection  

 

The aim of feature selection is to choose a subset of relevant features from the previously 

extracted ones that retain most of the information about the FC ageing and simultaneously 

suppress the main part of the "inevitable" model noise. This step is an important part of the 
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approach because it enables us not only avoiding overfitting and noise disturbance, but it can 

also reduce computation time of the operating time estimation. That is why different methods 

were carefully explored, in order to get the best possible results. 

To find the optimal subset of features would require computing an exhaustive search, i.e. an 

evaluation of all the possible subsets of features by training its associate regressor, and then 

selecting the subset that provides the best performance in terms of operating time estimation. 

However, given the fact that the number of extracted features is relatively high when both EIS 

measurements and polarization curves are considered, an exhaustive search would lead to too 

high computational costs. In order to guarantee the best possible result despite the use of a non-

optimal feature selection method, three different suboptimal feature selection methods were 

considered in addition to the exhaustive search: 

 − the Sequential Forward feature Selection (SFS) starts with an empty feature set (E0 = ∅ (empty set)), adds one feature at a time (Xi), and at each stage chooses the feature 

whose addition gives the best performances in terms of the performance criterion J [23]. 

 

 

Begin { 

Initialization: E0 = ∅ (empty set), E = { Xi , i = 1 ... D } 

for each step k = 1 ... D: 

- evaluate J{ Ek-1 ∪ Xi } for all Xi∈{ E-Ek-1 } 

find J(Ek) = min J{ Ek-1 ∪  Xi } 

return Ek = { Ek-1 ∪ Xi / J(Ek) } 

end } 

 

 − the Sequential Backward feature Selection (SBS) procedure starts with the entire 

feature set (E0 = E (full set)) and at each step k drops the feature whose absence less 

penalizes the criterion J [23]. 

 

 

Begin { 

Initialization: E0 = E (full set), E = { Xi , i = 1 ... D } 

for each step k = 1 ... D: 

- evaluate J{ Ek-1 - Xi } for all Xi∈{ Ek-1 } 

find J(Ek) = min J{ Ek - Xi } 

return Ek = { Ek-1 - Xi / J(Ek) } 

end } 

 

 − the Adaptive Branch and Bound (ABB): the ABB developed by S. Nakariyakul 

[24,25], is an improvement of the basic branch and bound (BB) algorithm by P. 

Narendra and K. Fukunaga [23]. Considering the selection of d features from an initial 

set of D, the BB-type algorithms look for the subset of features by partially scanning the 

"solution" tree from top to bottom with the possibility of backtracking. Each node of the 

tree corresponds to a discarded feature. Compared with the basic BB algorithm, the 

improvements are: (1) the ordering of the tree nodes by significance of the features 

during the construction of the tree, (2) the selection of the initial bound by a floating 

search method, (3) a starting search level other than the top of the tree, and (4) the 
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introduction of an adaptive jump search that selects search levels and avoids redundant 

calculations. More details can be found in [24,25]. 

 

The basic BB algorithm 

zi: variable's index, that takes values in [1,...,D]. 
  

 

Begin { 

Step 1: Initialization: set initial bound B = -∞, Level i = 1, z0 = 0 

Step 2: Generate successors 

Initialize List(i) = { zi-1+1, zi-1+2, ... , d+i }, i = 1 ... (D-d) 

Step 3: select a new node 

if List(i) is empty go to step 5. Otherwise set zi = k where 

 
Delete k from List(i) 

Step 4: check bound:  

if , 

 go to step 5 

if level i = D-d go to step 6. Otherwise, set i = i+1 (advance to new level) and go to step 2. 

Step 5: backtrack to lower level 

Set i = i-1, if i = 0, terminate the algorithm, otherwise, go to step 3 

Step 6: last level 

Set:  
  

, 

and go to step 5 

 

end } 

 

 

 

6. Test procedure for the operating time estimation 

 

The final step of this estimation phase is the evaluation of the performances of the linear 

regression model. A cross validation is used. Because of the small size of the data (29 

impedance spectra and 29 polarization curves), a particular cross-validation technique, known 

as the “leave-one-out” technique is carried out as follows [11,26]. Consider the data made up of 

N elements. The model is trained using (N-1) elements (the training set), and tested on the N
th

 

element (the test set). The process is repeated until each of the N elements is used as a test set. 

The error rate is then estimated by computing the average of the N resulting test errors. This 

computation of the error rate will give us an estimation of how well the regression will perform 

on a new data. In the case of a linear regression, the mean square error as the error rate is used. 

The “leave-one-out” technique is generally expensive in time computation but it must be used 

in our case because the data set is very limited. A simple linear regression is achieved for the 

operating time estimation  
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7. Results 

 

With the following experiments, the capability of the proposed approach to estimate the 

operating time using the extracted features can be illustrated. The performances are evaluated 

on a real dataset made up of 29 impedance spectrum measurements and 29 polarization curves 

carried out on two FCs (FC1 and FC2 as previously described in Section 3) during 1000 hours 

of operation time. The feature extraction methods detailed above were applied on the 

impedance spectra and the polarization curves. These lead to the extraction of variables: − 6 hyperparameters: the internal resistance (h1), the polarization resistance (h2), the minimal 

value of the imaginary part of the spectrum (h3) and its corresponding real part (h4), and the 

respective frequencies corresponding to the internal resistance (h5), and the peak of the 

spectrum (h6), − 4 features from the real parts: {ai}1≤i≤4, − 14 parameters from the imaginary parts: {βi,j, f1, f2}1≤i,j≤4 (3 hidden logistic process 

regressions with 12 coefficients of the three-order polynomial fitting of the curve and the 2 

frequencies delimiting the central polynomial), − 5 parameters from the polarization curve model {U0, α1, α2, α3, α4}. 

The total number of initial extracted features is therefore 29. The next step of the procedure 

goes as follows. First, the estimation of the FC operating time is done using EIS spectra and 

polarization curves separately and while applying each feature selection method. Then, the two 

sources of information are combined (EIS spectra and polarization curves) and likewise, the 

estimation is done while applying each feature selection method. These different evaluations 

are performed in order to highlight the relevance of combining the information extracted from 

both EIS measurements and polarization curves. The parameter combinations are evaluated in 

terms of the mean square error of the operating time. At the end of each learning phase, the 

chosen combination is the one that leads to the minimal rate of the mean square error on the test 

set. 

 

7.1 Results of the estimation of the FC operating time when using ABB as feature 

selection method 

 

The use of the ABB algorithm for the feature selection has led to the selection of a subset of 24 

parameters to estimate the operating time. These parameters correspond to all the parameters 

except β11 (the constant value in the first polynomial of the impedance imaginary part, in low 

frequencies), β24 (the value affected to the cubic term of the second polynomial of the 

impedance imaginary part, in medium frequencies), a3 (of the impedance real part), U0 (the FC 

voltage for a zero load current), and α3 (the quadratic term of the polarization curve model). 

Figure 7 illustrates the distribution of Mean Square Error (MSE) over all the operating time 

estimation among the database versus the number of selected parameters. In order to see more 

clearly the evolution of the MSE, a zoom has been performed (leaving the results obtained for a 

number of selected features of 28 and 29 out of the figure, because the resulting MSEs in these 

cases are far higher than otherwise). On this figure, one can observe that the operating time of 

the FC can be estimated with a mean square error of 2 hours over the total duration of 1000 

hours. Moreover, we can see that two spikes appear on the test error curve. In most problems, 

the test error typically decreases then increases, thus a minimal test error appears. This minimal 

error is used as an indication that from that point when increasing the complexity, the chosen 

model may be overfitting the data [12]. However, the modeling of the noise could make appear 

spikes on the test data, as shown in Fig. 7 (for the numbers of selected features equal to 17 and 

20). 
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Fig. 7 - Operating time estimation over the training and the test sets for the linear regression 

when using the ABB algorithm for feature selection. 
 

7.2 The other results 

 

Table 1 presents the results obtained on the whole dataset for the different feature selection 

methods that were exploited, and Table 2, the number selected features per selection method. In 

Table 1, in each feature selection method, there are two sub-columns, presenting the results for 

the training set and the test set respectively. 

 

Table 1 - Model estimation of the FC operating time (in hours) using different input descriptors 

and different feature selection methods. 
Feature selection 

method 

Exhaustive 

search 

SFS SBS ABB 

 Training 

set 

Test 

set 

Training 

set 

Test 

set 

Training 

set 

Test 

set 

Training 

set 

Test 

set 

Polarization curves 131.5 144.1 131.5 144.1 131.5 144.1 131.5 144.1 

EIS spectra 51.3 95.0 81.39 152.68 76.6 106.9 68.8 103.8 

EIS spectra + 

polarization curves 
− − − −  101.3 125.7 7.8E-12 29.9 8.9E-10 2.4 

 

Table 2 - Presentation of the number of selected features per selection method. 
Feature selection 

method 

Exhaustive 

search 

SFS SBS ABB 

Polarization curves 2 2 2 2 

EIS spectra 13 12 8 9 

EIS spectra + 

polarization curves 
− −  6 25 24 

 

Overall, it can be seen that the training error decreases when the number of selected parameters 

for the estimating model increases (see Fig. 8). This shows that the more complex the model is, 

the more it tends to learn correctly the data. Hence, the lower the training error is. However, an 

overly complex model for the regression could model the noise, and therefore poorly perform 

on the test set. This is why the test error decreases first and then increases. The point, which 

corresponds to the minimal test error, gives a trade-off between accuracy and complexity. 

Moreover, one can observe that for the polarization curves only (i.e. for a small number of 

initial features), all the 4 feature selection methods give the same (optimal) results. For larger 

numbers of features, the best results are obtained with the branch and bound algorithm. But 
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these results remain suboptimal: indeed the results obtained by the ABB algorithm are not as 

good as the ones obtained with the exhaustive search (see results for the estimation using EIS 

spectra only in Fig. 8). Given these observations, one can conclude that despite their sub-

optimality, the feature selection methods that were used (SFS, SBS, and ABB) have given 

results that are close to the optimal ones, in the cases of larger initial feature sets. Moreover, it 

can be noted that it is the combination of features extracted from both the polarization curves 

and the impedance spectra that gives very good results, even though the number of selected 

features in that case is high. As one can see in Table 1 and Fig. 8, the results obtained with 

features from impedance spectra and polarization curves separately are not as good the 

previously presented results. One can therefore conclude that better results are obtained by 

combining both the static and dynamic characterizations (i.e. both the polarization curves and 

the impedance spectra): with this combination of static and dynamic information, the estimation 

of the operating time (respectively of the ageing time) can be done with a mean error of 2.4 

hours on the test set. 
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Fig. 8 - Operating time estimation over the training and the test sets for the linear regression 

when using respectively the exhaustive search on spectra only (a)), the ABB algorithm on 

spectra only (b)), and the ABB algorithm on polarization curves only (c)). 

 

7.3 Portability of the method 

 

In order to investigate the feasibility of the approach presented here on other FC types, the 

methodology was applied on a smaller dataset extracted from a different PEMFC type [27]. 

This FC (noted here FC3) is five cell stack of 600 W assembled with graphite gas plates, 

commercial membranes and GDLs. It was operated during 1000 hours under nominal 
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conditions, with the load current constant and equal to 250 A. The polarization curves were 

recorded in a similar way to FC1 and FC2. For the EIS measurements, the FC polarization point 

was set to 150 A, and a small sinusoidal alternating part (with amplitude of +/-25 A and 

frequency range from 10 mHz to 30 kHz) was applied around it [27]. These characterizations 

enabled us to produce a data set of 8 spectra and 8 polarization curves. The same methodology 

was then applied to this dataset. Table 3 presents the results obtained on the whole dataset for 

the different feature selection methods that were exploited, and Table 4, the number of selected 

features per selection method. 

 

Table 3 - Model estimation of the operating time (in hours) using different input descriptors and 

different feature selection methods applied on FC3. 
Feature selection 

method 

SFS SBS ABB 

 Training 

set 

Test 

set 

Training 

set 

Test 

set 
Training 

set 

Test 

set 

Polarization curves 61.34 187.6 65.18 136.9 65.18 136.9 

EIS spectra 9.9 42.67 3.74E-13 40.04 1.7E-12 3.28 

EIS spectra + 

polarization curves 

1.38E-12 2.68 1.36 12.9 1.38E-12 2.68 

 

Table 4 - Presentation of the number of selected features per selection method. 
Feature selection 

method 

SFS SBS ABB 

Polarization curves 4 2 2 

EIS spectra 5 12 9 

EIS spectra + 

polarization curves 

6 20 6 

 

These results show that the pattern-recognition-based approach could be applied on another 

type of FC. Interesting results are obtained. Indeed, with this data, we also have an estimation 

of the operating time with a mean error less than 3 hours. 

 

 

8. Conclusion 

 

A method to estimate the operating time of FCs, using a pattern-recognition-based approach on 

both EIS measurements and polarization curves, has been presented in this article. In a previous 

paper, the same approach was exploited using only EIS measurements. The idea that was 

investigated here is the possibility of improving the operating time estimation when both EIS 

measurements (dynamic characterizations) and polarization curves (static characterizations) are 

exploited. This involves two methods for feature extraction from the impedance spectra, the 

using of an empiric model for feature extraction on polarization curves, a feature selection 

procedure to keep only relevant descriptors and a regression model. Because of the size of the 

set of extracted features, different suboptimal feature selection methods were exploited to 

ensure that the obtained results were as close to the optimal solutions as possible. Evaluations 

on real data set have shown that FC operating time (respectively remaining lifetime) can be 

estimated with a mean error as low as 2 hours over a global operating duration of 1000 hours. 

This shows an improvement of the results, compared with those obtained previously with EIS 

measurements only (a mean error of 95 hours over a global operating duration of 1000 hours), 

and despite the use of suboptimal methods for feature selection.. Moreover, the results we have 

obtained when using another type of FC show a possible applicability of the method on various 
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types of FC stacks. Nevertheless, this will have to be validated on more data. These results 

could lead to interesting perspectives, particularly in preventive maintenance context. 
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