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Abstract. We investigate new matrix penalties to jointly learn linear
models with orthogonality constraints, generalizing the work of Xiao et
al. [24] who proposed a strictly convex matrix norm for orthogonal trans-
fer. We show that this norm converges to a particular atomic norm when
its convexity parameter decreases, leading to new algorithmic solutions
to minimize it. We also investigate concave formulations of this norm,
corresponding to more aggressive strategies to induce orthogonality, and
show how these penalties can also be used to learn sparse models with
disjoint supports.

1 Introduction

Learning several models simultaneously instead of separately, a framework often
referred to as multitask or transfer learning, is a powerful setting to leverage
information across related but different problems [10, 22, 4, 2, 12]. In particular
it has been empirically shown that when different tasks share some similarity,
such as learning binding models for similar proteins [14], predicting exams score
for students of different schools [2, 12] or learning models for semantically re-
lated concepts in a hierarchy [16, 8], jointly learning the different models with a
multitask strategy leads to better performance. In all aforementioned examples
(and many others), the underlying assumption is that different tasks share some
similarity, and the different multitask strategies exploit this assumption by, e.g.,
imposing shared parameters estimated jointly across the tasks, or penalizing
differences between the models learned in different tasks.

Alternatively, in some situations we would like to solve different tasks under
the opposite assumption, namely, that the models are different, e.g., that they
use different features or should be orthogonal to each other. This is the case for
example when we want to learn unrelated tasks, such as recognizing the identity
and the emotion of a person on a picture, where we know from literature that
these two recognition problems depend on different and uncorrelated features
of the same image [9, 19]. In structured learning such as classification in a hier-
archical taxonomy, it has been proposed to learn local models at each node of
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the hierarchy and to encourage the classifier at each node to be different from
the classifiers at its ancestors, in order to better reflect the natural coarse-to-
fine nature of the classifiers at different levels of the hierarchy [24, 13]. Several
approaches have been proposed recently to learn such different models. [24] pro-
posed to penalize a weighted ℓ1 norm of the off-diagonal entries of the covariance
matrix between the tasks, in order to promote sparsity of inner products hence
orthogonality between tasks; however some extra ridge term must be added in
order to make the penalty convex and amenable to efficient optimization, leading
to potentially unwanted over-regularization. [19] proposed also a convex penalty
to learn two groups of tasks based on orthogonal subspaces; again, due to the
non-convex nature of the norm applied to inner products between vectors, an
extra ridge term is needed to make the penalty convex. Finally, [13] proposed
a method to learn a tree of metrics, enforcing disjoint sparsity between the dif-
ferent metrics. The convex penalty of [13], though, only promotes sparsity for
nonnegative vectors, such as the diagonals of metric matrices, and can not easily
be extended to enforce disjoint sparsity on general vectors.

In this work, we extend the work of [24] in two directions. First, we investigate
generalization of the penalty proposed by [24] when we decrease its convexity,
in order to make it more ”aggressive” in promoting orthogonality. Our main
findings can be visualized in Figure 1, which shows the level sets of penalties we
consider. Starting from the strictly convex penalty of [24], corresponding to a
strictly convex unit ball with singularities at matrices with orthogonal columns
(left), we show that by reducing its convexity it converges to a convex atomic
norm [11], whose unit ball is the convex hull of the singularities of the first
ball. This shows that for particular choices of parameters the penalty of [24] is
”optimal” to learn matrices with pairwise orthogonal columns, in the sense that
it is the tightest convex function which is equal to the Frobenius norm on the
subset of matrices that we are interested in. This observation has also algorithmic
consequences: while [24] propose an optimization scheme that only works when
the penalty is strictly convex, we show that the dual norm in the limit case of the
atomic norm can be estimated efficiently by solving a small semidefinite program
(SDP), leading to new algorithmic solutions to use this norm as regularizer in
a learning problem. We also propose and investigate empirically more concave
extensions of this norm in order to increase the propensity to learn matrices with
orthogonal columns (right). Our second extension is to show how these penalties
can be modified to learn sparse models with disjoint supports, a particular case
of orthogonal models which is relevant when different tasks are know to involve
different features.

2 An atomic norm to learn matrices with orthogonal

columns

We consider the problem of learning a d × T matrix W = (w1, . . . , wT ), where
each column wi is a d-dimensional vector corresponding to a task such as a
linear classification model at a node of a taxonomy. We call such a matrix scaled



3

Fig. 1. Level sets of the penalty ΩK defined in (2) for 2-by-2 symmetric matrices

parametrized as

(

x y
y z

)

, when K =

(

γ 1
1 γ

)

and we vary γ from γ = 2 (left), which

corresponds to a strictly convex penalty proposed by [24], to γ = 1 (center), which is a
limit case where the penalty is convex but not strictly convex and turns out to be an
atomic norm (Theorem 1), and to γ = 1/2 (right), which corresponds to a non convex
penalty.

orthogonal if W⊤W is diagonal, i.e., if all columns of W are orthogonal to each
other, and denote by O the set of d × T scaled orthogonal matrices. Note that
this should not be confused with the stronger concept of orthogonal matrix often
used in mathematics, which means that W is square and W⊤W is the identity,
i.e., that the columns form an orthonormal basis.

A general approach to estimate W from observations is to formulate the
inference as an optimization problem:

min
W

f(W ) +
λ

2
Ω(W )2 , (1)

where f(W ) is an empirical risk which measures the fit to data (e.g., variance
captured in the case of dimensionality reduction, empirical error on the training
set in the case of regression and classification), Ω(W ) is a penalty that enforces
some constraints on the solution such as sparseness or low-rankness, and λ > 0
is a parameter adjusting the tradeoff between these two objectives. When f(W )
and Ω(W ) are convex functions, then (1) is a convex optimization problem that
can often be solved efficiently and lead to a unique solution. Classical examples
of penalties Ω(W ) include the ℓ1 norm to promote sparsity in W [23], the nuclear
norm to learn low-rank matrices [21], and the ℓ1/ℓ2 norm to perform joint feature
selection across tasks [17].

Suppose we know that some or all of the columns of W should be or-
thogonal to each other. [24] proposed an orthogonal regularizer of the form
∑

i,j Ki,j |w
⊤
i wj |, where Ki,j is a nonnegative weight to enforce more or less

the orthogonality between wi and wj . This is however not a convex function of
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W , and [24] propose to define a convex penalty by adding ridge terms to this
regularizer, namely:

ΩK(W )2 =

T
∑

i=1

Kii||wi||
2 +

∑

i 6=j

Kij |w
⊤
i wj | , (2)

where K is an hyperparameter matrix representing structure among different
models. [24] give a sufficient condition on K to ensure that (2) is convex, but
there remains a lot of freedom in the choice of K.

Let us consider the case where we choose Kii = 1 and Kij > 0 in (2). Then
we see that for scaled orthogonal matrices W ∈ O the penalty (2) boils down to
the Frobenius norm:

∀W ∈ O , ΩK(W )2 =

T
∑

i=1

||wi||
2 = ||W ||2F .

The extra terms Kij |w
⊤
i wj | in (2) ensure that, in addition, the penalty is not

differentiable at scaled orthogonal matrices, allowing under some conditions the
recovery of such matrices when (2) is plugged into (1) [1, 11].

There are however many penalties, including (2), that are convex, singular
on O and which equal the Frobenius norm in O. Among them, we propose to
consider the tightest one, namely, the atomic norm in the sense of [11] induced
by the set of atoms A = {W ∈ O : ||W ||F = 1}. This norm, which we denote
below by ΩO(X) for any d× T matrix X, can be expressed as

ΩO(X) = inf

{

∑

Y ∈A
λY : X =

∑

Y ∈A
λY Y, λY ≥ 0

}

. (3)

In other words, this last expression writes ΩO(X) as the ℓ1 norm of the vector
of coefficients λ in a decomposition of X into atoms, namely, scaled orthogonal
matrices of unit Frobenius norms. Plugging (3) into (1) provides a convex prob-
lem to infer an atom, or a sparse combination of atoms. Note that, contrary to
ΩK (2), ΩO is always convex without technical conditions. In addition, since
both norms are equal on the atoms A, the tangent cone of ΩO at any scaled
orthogonal matrix W ∈ O is contained in the tangent cone of ΩK at the same
point, suggesting that the recovery and inference of a scaled orthogonal matrix
through the convex procedure (1) is easier with ΩO than with ΩK [11].

The following result shows that, surprisingly, the norms ΩK with adequate
weights and ΩO coincide on matrices with two columns. This theorem is illus-
trated in Figure 1, where we show the unit ball of ΩK when we change K. The
ball at the center corresponds to a limit situation where ΩK is still convex, but
not strictly convex anymore. We see in this picture that the ball can equivalently
be defined as the convex hull of two circles, which correspond precisely to the
set of matrices with orthogonal columns and unit Frobenius norm; i.e., that ΩK

in this case is precisely the atomic norm induced by these atoms.
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Theorem 1. For any d ≥ 1 and any d× 2 matrix W = (w1, w2), it holds that:

ΩO(W ) = ΩK(W ) , (4)

with

K =

(

1 1
1 1

)

. (5)

Proof. Since K in (20) is entry-wise nonnegative, and since the companion ma-
trix

K̄ =

(

1 −1
−1 1

)

is positive semidefinite, we know from [24, Theorem 1] that Ω2
K is convex in this

case. Since (4) obviously holds for W ∈ O, and since ΩO is the tightest convex
function such that (4) holds on O, we directly get that ΩO(W ) ≤ ΩK(W ) for
any W ∈ R

d×2. To prove the converse inequality, it suffices to find, for any
W ∈ R

d×2, a decomposition of the form W = λU + (1 − λ)V , with U, V ∈ O,
λ ∈ [0, 1], such that ΩK(U) = ΩK(V ) = ΩK(W ). Geometrically, this would
mean that any point on the unit ball of ΩK lies on a straight segment that
connects two atoms on this ball, meaning that the unit ball of ΩK is precisely
the convex hull of the unit ball restricted to the atoms. The following lemma,
which can be proved by direct calculation, shows that this is indeed possible by
explicitly providing such a decomposition.

Lemma 1. For any W = (w1, w2) ∈ R
d×2, let:

– if w⊤
1 w2 ≥ 0, U = (w1 + w2, 0) and V =

(

w1 −
w⊤

1
w2

‖w2 ‖2w2,
(

1 +
w⊤

1
w2

‖w2 ‖2

)

w2

)

,

– if w⊤
1 w2 < 0, U = (w1 − w2, 0) and V =

(

w1 −
w⊤

1
w2

‖w2 ‖2w2,
(

1− w⊤

1
w2

‖w2 ‖2

)

w2

)

,

and let λ =
|w⊤

1
w2 |

|w⊤

1
w2 |+‖w2 ‖2

. Then it holds that:

– U, V ∈ O ,
– λ ∈ [0, 1] and W = λU + (1− λ)V ,
– ΩK(W ) = ΩK(U) = ΩK(V ) .

Theorem 1 can be easily generalized (with a different set of atoms) when K
is any 2-by-2 symmetric, positive semidefinite matrix with non-negative entries
and with 0 as eigenvalue, corresponding to the limit case where ΩK is convex
but not strictly convex: it is then always an atomic norm. The extension of
Theorem 1 to more than 2 columns, however, is not true. Atoms of ΩO are
matrices with all columns orthogonal to each other, so using ΩO as a penalty
on matrices with T > 2 columns may either lead to such an atom, or to a sparse
linear combination of atoms, which would in general have no pair of column
orthogonal to each other. The following theorem, which is a simple consequence
of Theorem 1, shows that for some choices of K in the T > 2 case, the penalty
ΩK can be written as a sum of ΩO that penalizes pairs of columns.
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Theorem 2. For any T ≥ 2, let K be a symmetric T -by-T matrix with non-

negative entries and such that, for any i = 1, . . . , T ,

∀i = 1, . . . , T Kii =
∑

j 6=i

Kij .

Then, for any d ≥ 1 and any d× T matrix W = (w1, . . . , wT ), it holds that:

ΩK(W ) =
∑

i<j

KijΩO((wi, wj)) ,

where (wi, wj) ∈ R
d×2 is the matrix with columns wi and wj.

Proof. LetA =

(

1 1
1 1

)

. By Theorem 1, we know thatΩA((wi, wj)) = ΩO((wi, wj))

for al i 6= j, therefore:

∑

i<j

KijΩO((wi, wj)) =
∑

i<j

KijΩA((wi, wj))

=
∑

i<j

Kij

(

||wi||
2 + ‖wj ‖

2 + 2|w⊤
i wj |

)

=

T
∑

i=1





∑

j 6=i

Kij



 ‖wi ‖
2 +

∑

i 6=j

|w⊤
i wj |

= ΩK(W ) .

3 The dual of the atomic norm

In this section we consider the atomic norm ΩO for matrices with 2 columns, and
show that we can efficiently compute its dual and a subgradient of its dual by
solving a 6-dimensional SDP. This can be useful to provide simple duality gaps
and stopping criteria to learn with convex but not strictly convex penalties ΩK ,
which are in particular not amenable to optimization with the method of [24].

Remember that the dual of a norm Ω(X) is

Ω∗(X) = sup
Y : Ω(Y )≤1

Tr(X⊤Y ) .

Since ΩO is an atomic norm induced by the atom set A, its dual satisfies [11]:

Ω∗
O(X) = sup

Y ∈A
Tr(X⊤Y ) , (6)

and in addition any atom Y ∈ A which achieves the maximum in (6) is a
subgradient of Ω∗

O atX. We now show that computing Ω∗
O(X) and a subgradient

can be done efficiently:
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Theorem 3. For any d ≥ 1 and X ∈ R
d×2, a solution to

Ω∗
O(X) = sup

Y ∈A
Tr(X⊤Y ) (7)

can be obtained from the solution of a SDP over matrices of size 6× 6.

Proof. From the definition of A we can reformulate (7) as:

Ω∗
O(X) = maximize Tr(Y ⊤X)

subject to Y ⊤Y diagonal
‖Y ‖F = 1,

in the variable Y ∈ R
d×2. Because −Y is a feasible point whenever Y is, this

problem is equivalent to

Ω∗
O(X)2 = maximize Tr(Y ⊤X)2

subject to Y ⊤Y diagonal
‖Y ‖F = 1,

(8)

which is a non-convex quadratic program in Y . We first reformulate this problem
in “vector” terms and write z = vec(Y ) ∈ R

2d, so that z⊤ = (z⊤1 , z⊤2 ) with
z1 = Y1 and z2 = Y2. Problem (8) becomes

maximize (X⊤
1 z1 +X⊤

2 z2)
2

subject to z⊤1 z2 = 0
‖z1‖

2
2 + ‖z2‖

2
2 = 1,

which is again
maximize (vec(X)⊤z)2

subject to z⊤
(

0 I

I 0

)

z = 0

z⊤z = 1 .

Following the classical lifting technique derived by [20, 15], we can produce a
semidefinite relaxation of this last problem by changing variables, setting Z =
zz⊤, and dropping the implicit rank constraint on Z, to get

maximize Tr
(

vec(X)vec(X)⊤Z
)

subject to Tr

((

0 I

I 0

)

Z

)

= 0

Tr(Z) = 1, Z � 0,

(9)

which is a SDP in the matrix variable Z ∈ S2d. The quadratic convexity results
of [7] (see also [3], §II.14), also known as the S-procedure or Brickman’s theorem,
tells us that the optimal value of the semidefinite program (9) is equal to the
optimal value of the non-convex QP in (8), and a solution Y to (8) can be
constructed from an optimal solution Z of (9) (see, e.g.,, [6] App.B.3 for an
explicit recursive procedure).
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Problem (9) is an SDP over 2d × 2d matrices, which can be prohibitive in
practice as soon as d gets large. Let us now show that a simple decomposition
allows to reformulate the problem as a SDP of fixed dimension 6. We can com-
pute the QR decomposition of X written X = QR2 where Q ∈ R

d×d is an
orthogonal matrix and R2 ∈ R

d×2 with R2 = (R⊤, 0)⊤ where R ∈ R
2×2 is an

upper triangular matrix. This means that without loss of generality, the original
problem of computing Ω∗(X) can be rewritten

maximize Tr(Y TQR2)
subject to Y TQQTY diagonal

‖QTY ‖F = 1 ,
(10)

which is equivalent to
maximize Tr(Y TR2)
subject to Y TY diagonal

‖Y ‖F = 1 ,

in the variable Y ∈ R
d×2. This means that we can always assume that X is block

upper diagonal with lower block equal to zero. This program can be rewritten

maximize (vec(R2)
T z)2

subject to zT
(

0 Id
Id 0

)

z = 0

zT z = 1 ,

in the variable z = vec(Y ) ∈ R
2d. Now notice that

(

0 Id
Id 0

)

=

(

0 1
1 0

)

⊗ Id = (PT diag(−1, 1)P )⊗ Id ,

where P = 1√
2

(

−1 1
1 1

)

is an orthogonal matrix. Let us write S = P ⊗ Id (also

an orthogonal matrix), w = Sz and b = S vec(R2), we can rewrite the QP above
as

maximize (vec(R2)
TSTw)2

subject to wT

(

−Id 0
0 Id

)

w = 0

wTw = 1 ,

in the variable w ∈ R
2d. Now b = S vec(R2) means

b = (P ⊗ Id)vec(R2) = vec(R2P ) ,

so if R2 = (RT , 0)T where R ∈ R
T×T as above, then b = vec((PTRT , 0)T ) hence

the b has only four nonzero coefficients at indices J = {1, 2, d + 1, d + 2}. This
means that the QP can be reformatted as

maximize wT
J (bJb

T
J )wJ

subject to wT
J

(

−I2 0
0 I2

)

wJ = yT1 y1 − yT2 y2

wT
J wJ + yT1 y1 + yT2 y2 = 1 ,
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in the variables wJ ∈ R
4 and y1, y2 ∈ R

d−2, where we have defined zT1 =
(w3, . . . , wd) and zT1 = (wd+3, . . . , w2d). By symmetry, we can assume w.l.o.g.
that the coefficients of the vectors y1 and y2 are uniformly equal to scalars
y1, y2 ∈ R, so the last problem is equivalent to

maximize wT
J (bJb

T
J )wJ

subject to wT
J

(

−I2 0
0 I2

)

wJ = (d− 2)y21 − (d− 2)y22

wT
J wJ + (d− 2)y21 + (d− 2)y22 = 1 ,

which is now a QP of dimension 6 in the variables wJ ∈ R
4 and y1, y2 ∈ R. This

last problem can then be lifted as above, to become

maximize TrW

(

bJb
T

J 0
0 0

)

subject to TrW

(

−I2 0 0
0 I2 0
0 0 diag(−(d− 2), (d− 2))

)

= 0

TrW

(

I4 0
0 (d− 2)I2

)

= 1, W � 0,

(11)

which is a semidefinite program in the variable W ∈ S6. The optimal values
of programs (10) and (11) are equal and a solution to (10) can be constructed
from an optimal solution to (11). Because (11) is a semidefinite program of fixed
dimension 6, it can be solved efficiently independently of the dimension d. All we
need is the QR decomposition of X which can be formed with cost O(d) when
X ∈ R

d×2.

4 Algorithms

In order to learn with the penalty ΩK we need to solve problems of the form

min
W

f(W ) +
λ

2
ΩK(W )2 . (12)

When ΩK is strictly convex, [24] propose a regularized dual averaging (RDA)
method based on subgradient descent, and show that a subgradient of ΩK(W )
in that case is given by G = (g1, . . . , gt) where

gi = Kiiwi +
∑

j 6=i

sign
(

w⊤
i wj

)

Kijwj , (13)

with the convention sign(0) = 0. When ΩK is not strictly convex, e.g., when it
is a sum of atomic norms as in Theorem 2 or when it is not even convex (as on
the right-hand plot of Figure 1), the RDA methods can not be used anymore.
In that case, we propose to use a classical subgradient descent scheme using the
subgradient (13), and a step size decreasing with t−1/2 where t is the iteration.
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Note that [24] only prove that (13) is a valid subgradient when ΩK is convex;
we keep the same formula in the general case since ΩK is differentiable almost
everywhere. In the non-convex case, subgradient descent will converge to a sta-
tionary point, so one may run it several times with random initializations before
taking the best solution. In the experiments below, we always run subgradient
descent starting from the null matrix, and observed empirically that it often
leads to a good solution compared to random initialization.

Let us now discuss another possible optimization scheme when K satisfies
the conditions of Theorem 2, i.e., when the penalty is a linear combination of
nuclear norms over pairs of columns. In that case, by Theorem 2 the optimization
problem has the form:

min
W

f(W ) +
λ

2

∑

i<j

KijΩO((wi, wj))
2 . (14)

We can then write an equivalent dual problem amenable to optimization. Let us
first consider the simple case of T = 2 columns, in which case (14) boils down
to

min
W

{

f(W ) +
λ

2
Ω2

O(W )

}

(15)

in the variable W ∈ R
d×2. Remember that for any norm, if h(x) = ‖x‖2/2 then

the Fenchel dual of h is h∗(y) = ‖y‖2∗/2 [6, §3.3.1]). Then [5, Th. 3.3.5 ] shows
that the dual of (15) is written

sup
Z

{

−f∗(Z)−
1

2λ
(Ω∗

O(Z))2
}

(16)

in the variable Z ∈ R
d×2. Under mild technical conditions, the optimal values of

both problems are equal. Back to the general case (14), note that the conjugate
of the function ΩO((wi, wj)), which we write Ω̃∗

ij(W ), is given by

Ω̃∗
ij(W ) =

{

Ω∗
O((Wi,Wj)) if Wl = 0 for l 6= i, j

+∞ otherwise.

Then, using the following inf-convolution result [18, Th. 16.4]:

(f1 + . . .+ fs)
∗(y) = inf

y1,...,ys

{f∗
1 (y1) + . . .+ f∗

s (ys) : y1 + . . .+ ys = y},

we obtain that the Fenchel dual of problem (14) is written

sup
Z







−f





∑

i<j

Zij



−
∑

i<j

1

2λKij
Ω̃∗

ij(Zk)
2







(17)

in the variables (Zij)i<j ∈ R
d×T . Note that the definitions of Ω̃∗

ij mean that
each Zij only has two nonzero columns at positions i and j. Now, note that by
Theorem 3, the function to be optimized in (17) can be efficiently estimated and
a subgradient can be computed. Any value of (17) provides a lower bound to
(14), thus giving a duality gap that can be used to monitor convergence of the
subgradient descent method.
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5 Learning disjoint supports

An interesting particular case of learning orthogonal vectors is the situation
where we seek sparse vectors with disjoint supports. In this section we briefly
discuss how ΩK can help in this situation, too. For simplicity we only discuss the
case of T = 2 vectors, an extension to the general case being straightforward. The
matrix W ∈ R

d×2 has columns with complementary supports if, for i = 1, . . . , d,

W1,i 6= 0 =⇒ W2,i = 0 and W2,i 6= 0 =⇒ W1,i = 0 ,

or in other words W1 ◦W2 = 0 where ◦ denotes the Hadamard (entrywise) prod-
uct of matrices. If we denote by |W | the matrix whose entries are the absolute
values of the entries of W , then we further observe that |W1 ◦W2| = |W1| ◦ |W2|,
so W1 ◦ W2 = 0 if and only if |W1| ◦ |W2| = 0. Interestingly, if V ∈ R

d×2 is a
matrix with non-negative entries, then V1 ◦ V2 = 0 is equivalent to V T

1 V2 = 0;
this shows that W has columns with complementary supports if and only if |W1|
and |W2| are orthogonal.

This suggest a general way to learn a matrix with disjoint supports, by solving
a problem of the form:

min
W

f(W ) +
λ

2
ΩK(|W |)2 , (18)

where ΩK is a penalty that induces orthogonality among columns. To solve (18),
we introduce a non-negative matrix V such that −V ≤ W ≤ V (where ≤ refers
to elementwise comparisons), and solve the following problem:

min
−V≤W≤V

f(W ) +
λ

2
ΩK(V )2 . (19)

At the optimum of (19), we have V = |W | which shows that (19) is indeed
equivalent to (18). Since a subgradient of (19) in (V,W ) can easily be computed,
we propose to solve a(19) by a projected subgradient scheme, where at each
iteration we update V and W with a move along a subgradient, and then project
the new point to the constraint set −V ≤ W ≤ V and V ≥ 0.

6 Experiments

In this section, we present numerical experiments on two simulated datasets. We
benchmark the following methods:

– Xiao: this is the method described in [24] where we solve (1) with the
penalty (2). We consider both with convex and non-convex versions, by
changing the matrix K in (2).

– Disjoint Supports: this is the approach where we solve (18), with non-convex
and convex versions.

– Ridge Regression: this standard method corresponds to learning the tasks
independently by ridge regression.
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– LASSO: this is the classical approach inducing sparsity over all tasks, without
sharing information across the tasks.

In all experiments involvingΩK , we consider a symmetric matrixK parametrized
by its diagonal value γ,

K =







γ 1
. . .

1 γ






. (20)

Based on the conditions for the convexity of ΩK studied by [24], we control the
convexity of ΩK used in the Xiao and Disjoint Supports approaches with the
following rule on γ:

– γ > T − 1 leads to strictly convex ΩK function, as described in [24],
– γ = T−1 is the the limit case where ΩK satisfies the conditions of Theorem 2,

i.e., where it is a sum of atomic norms over pairs of columns:

ΩK(W ) =
∑

i<j

ΩO((wi, wj)) , (21)

– γ < T − 1 corresponds to the case where ΩK is not convex.

We test the different methods on regression problem where, given a matrix of
covariates X ∈ R

n×d and a matrix of T response variables Y ∈ R
n×T , we seek

to minimize the squared error f(W ) = ‖Y −XW‖2.

6.1 The effect of convexity

We use simulated data to test whether theoretical differences between ΩK , ΩO
and concave formulations have an impact on analytical performances. In par-
ticular, by playing with γ in (20), we investigate to what extent the convexity
constraint imposed by [24] is restrictive in terms of performance.

For that purpose, we randomly generate models W consisting of T = 10
tasks in d = 10 dimensions, such that all tasks are orthogonal to each other. The
training set Xtrain is composed of n = 50 instances, each element of Xtrain being
sampled from a normal distribution N (0, 1). We simulate the response variable
Ytrain ∈ R

n×T according to Ytrain = XtrainW + ǫ, where ǫ is a noise matrix of
i.i.d. centered Gaussian variables with variance σ2. We estimate the performance
of each model on a test set of 1000 samples generated similarly. We also measure
how orthogonal the models are, by the mean absolute difference between the
angle between two columns of W and π/2. For each value of γ we estimate the
Xiao model with different regularization parameters λ over a grid of 21 values
regularly spaced after log transform; the grid was set to ensure that it covered
good parameters for all methods. For each γ, we report the performance of the
best λ in terms of test MSE. We repeat the full procedure 100 times and report
the average results over the 100 repeats.

Figure 2 shows the performance of the methods in terms of test error (top),
and in terms of how far the models learned are from orthogonal models (bottom).
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On each plot, the horizontal axis is the γ parameter on the diagonal of K defined
in (20), and the vertical dotted line corresponds to the atomic norm (21) and is
the transition from convex (to its right) to non-convex (to its left). From left to
right, we show results corresponding to increasing noise in the response variable,
with the variance of ǫ set respectively to 1, 2.5 and 4. We see that in the small
noise regime (left), non-convex formulations perform better while with high noise
(right), the convex formulations are more adapted. Inbetween (middle), the best
performance is reached for slightly non-convex penalties. In all cases, the models
learned are similar in terms of how non-orthogonal they are; we see that non-
convex formulations lead to significantly more orthogonal models than convex
formulations. Overall, these results suggest that restricting ourselves to strictly
convex penalties may be restrictive and sub-optimal in some cases; they show
that non-convex penalties can allow to learn more orthogonal models with better
performance.

6.2 Regression with disjoint supports

As a second proof of concept, we check the relevance of the formulation pre-
sented in Section 5 to jointly learn linear models with disjoint support. For that
purpose, we simulate data as in Section 6.1, with the additional constraint that
the columns of W are orthogonal and have disjoint supports. Since d = T = 10,
this means that W is simply diagonal. We fix the noise level at σ2 = 1, and
simulate training sets of increasing size between 10 and 50 samples, repeating
the full procedure 100 times. We compare four methods: (i) the Xiao model with
varying parameter γ according to (20), leading to orthogonal but non-sparse vec-
tors, (ii) our new method (18) again with convex and non-convex formulations
by varying γ in (20), (iii) a baseline ridge regression model and (iv) a LASSO
regression model leading to sparse but not necessarily orthogonal vectors. For
each model, a 5-fold cross-validation is performed on the training set to select
an optimal regularization parameter, which is then used to train the model on
the full training set before doing a prediction on an independent test set. We
assess the performance of each method on the test set in terms of accuracy (mea-
sured by the MSE), and in terms of disjoint support recovery, measured as the
proportion of features which are correctly selected in a single column of W .

The results are shown in Figure 3, where for sake of clarity we only report the
results of Xiao and Disjoint Supports for the optimal diagonal value γ, which in
both cases is equal to 0.1, corresponding to a very non-convex penalty. In terms
of performance, we see that Xiao is a bit better than Ridge regression for n = 50
training point, which is coherent with the observation made in Section 6.1 in the
small-noise regime, although for less than 30 samples Ridge regression is better.
Both methods are outperformed by LASSO, which in this case benefits from
the very sparse structure of W . Interestingly, the new Disjoint Support model
significantly outperforms all other methods for all training set sizes (P-value
< 10−3). As for the ability of different methods to correctly recover the disjoint
supports, we see that Disjoint Supports shows increasing support recovery score
for large training set size, and outperforms LASSO which induces global sparsity
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but is not able to affect features to an unique column. Ridge Regression and Xiao
are not shown because they do not achieve any sparsity in the model they learn.
In summary, this simulation shows that the Disjoint Supports model has the
potential to outperform other methods when the model to learn is sparse with
disjoint supports.

7 Conclusion

We have extended the work of [24] in two directions: on the one hand, we have
investigated the possibility to work with non strictly convex or non convex for-
mulations, leading to more agressive control of model orthogonality, and on the
other hand we have shown how models to learn orthogonal columns can be ex-
tended to learn sparse models with disjoint supports. In the two-columns case,
we have proved that the penalty of [24] is an atomic norm derived from the set of
scaled orthogonal matrices, and for the general case T > 2 we have shown that
for suitable choices of parameters it can be written as a linear combination of
atomic norms applied to pairs of columns. In terms of algorithms, the RDA al-
gorithm proposed by [25] is only suitable to solve the problem (12) in the strictly
convex case, and we have shown that in the limit case where ΩK is convex but
not strictly convex we can solve iteratively with a series of 6-dimensional SDP.
Our simulations show that considering non-convex versions of the penalty can
be relevant, in particular for small noise regime. Interestingly, we observed that
non-convex formulations lead to more orthogonal models than convex formula-
tions, and that the Disjoint Support model significantly outperformed all other
models when the disjoint support hypothesis was met. In the future, we plan to
investigate the relevance of this approaches with more structured matrices K,
such as the ones used for hierarchical classifications [24] or learning groups of
models [19].
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