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We present the first three-dimensional fully kinetic and electromagnetic simulations of the solar wind
interaction with lunar crustal magnetic anomalies (LMAs). Using the implicit particle-in-cell code IPIC3D,
we confirm that LMAs may indeed be strong enough to stand off the solar wind from directly impacting
the lunar surface forming a mini-magnetosphere, as suggested by spacecraft observations and theory. In
contrast to earlier magnetohydrodynamics and hybrid simulations, the fully kinetic nature of IPIC3D allows
us to investigate the space charge effects and in particular the electron dynamics dominating the near-
surface lunar plasma environment. We describe for the first time the interaction of a dipole model centered
just below the lunar surface under plasma conditions such that only the electron population is magnetized.
The fully kinetic treatment identifies electromagnetic modes that alter the magnetic field at scales
determined by the electron physics. Driven by strong pressure anisotropies, the mini-magnetosphere is
unstable over time, leading to only temporal shielding of the surface underneath. Future human exploration
as well as lunar science in general therefore hinges on a better understanding of LMAs.
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Unlike Earth or Mercury, our Moon has no intrinsic
magnetic field and is therefore not shielded from the
impinging solar wind by a magnetosphere. On the other
hand, it does possess small-scale crustal magnetic fields
regions, or lunar magnetic anomalies (LMAs), which can
range up to a few hundred kilometers in size with surface
magnetic field strengths up to hundreds of nanoTeslas [1–6].
Recent work has shown that LMAs can deflect solar wind
protons enough to form a so-called mini-magnetosphere, a
density cavity shielding the lunar surface from the impinging
solar wind plasma [7–15]. Understanding the detailed
physics of the solar wind interaction with LMAs, including
magnetic shielding and surface charging, is thus vital to
evaluate its implications for lunar exploration.
Because of the small spatial scales of LMAs relative

to the solar wind ion gyroradius, the dominating physical
processes in the interaction are highly nonadiabatic
[16–20]. Magnetohydrodynamics (MHD) [8–10] or hybrid
[16,17] simulations, lacking the ability to investigate the
effects of charge separation, are therefore insufficient for
detailed modeling of the near-surface lunar plasma envi-
ronment. A kinetic model is an absolute must.
Using the fully kinetic and electromagnetic implicit

particle-in-cell (PIC) code IPIC3D [21], we provide the ans-
wer. By self-consistently simulating the solar wind plasma
interaction with LMAs, we identify the electron-dominated

physics near a small-scale magnetic dipole, resembling an
idealized LMA plasma environment in which electrons are
magnetized in contrast to the ion population. The implicit
moment method [22–24] implemented in IPIC3D is designed
especially to overcome numerical constraints conventional
explicit PIC codes suffer from, hence providing the ideal
framework for multiscale LMA simulations under various
plasma conditions.
To accomplish this, the original implicit algorithm is

modified to accommodate an external dipole magnetic
field component B0, which is superimposed on the self-
consistent (internal) magnetic field B:

B0ðrÞ ¼ μ0
4π

�
3ðm · rÞr

r5
−m
r3

�
;

with the source located at the origin and m the dipole
moment (in Am2). The plane YZ is parallel to the lunar
surface, and the X direction is parallel to the unpertur-
bed solar wind flow. The external magnetic field B0 is
introduced in both the particle mover and the field
solver (a more specific discussion on the implicit dielec-
tric susceptibility is provided by Ricci, Lapenta, and
Brackbill [25]).
Secondly, open boundary conditions (BCs) are modeled

by injecting new particles having a thermal spread vth;s,
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with s the species, and a bulk (solar wind) flow velocity
vsw, thus creating a uniform drifting Maxwellian plasma.
Particles leaving the computational boundaries are exclu-
ded from the simulation. One of the boundaries (x ¼ 0)
acts as a perfect absorber and represents the lunar surface.
The BCs for the fields are set as follows: Bboundary ¼ BIMF
andEboundary ¼ −vsw ×BIMF, whereBIMF is the solar wind
magnetic field.
In the current work, we adopt an electron-ion

isothermal solar wind plasma at 1 AU, as a reference, in
a temperature and velocity regime close to typical quiet
solar wind conditions. The following physical parameters
are utilized [26]: the plasma density is n0 ¼ 3 cm−3,
corresponding to an ion inertial length di ∼ 130 km;
the ion and electron temperatures are Ti ¼ Te ¼ 15 eV,
vsw ¼ ð−600; 0; 0Þ km s−1, and BIMF ¼ ð0; 3; 0Þ nT. Since
the solar wind parameters can fluctuate significantly,
we choose to adopt this rather high solar wind tempera-
ture to improve numerical stability. The dipole moment
m ¼ ð0;Md; 0Þ, whereMd ¼ 11.2 × 1012 Am2, resembles
the strongest component of the two-dipole model for the
Reiner Gamma magnetic anomaly region by Kurata et al.
[11]. The source is placed 13 km below the absorbing
lunar surface.
Three-dimensional large-scale simulations with a realistic

speed of light and electron mass are rather expensive, and
therefore reduced values are used: the ion-to-electron mass
ratio ismi=me ¼ 256 [27], in whichmi is the reference value
of mass for further calculations; and the speed of light value
is c=vsw ≈ 59, creating a mesosonic solar wind flow with
vth;i ¼ 3.8× 104 m=s≪ vsw and vth;e ¼ 6.1×104 m=s∼vsw
(by using a realistic mass ratio, the latter would be
vth;e ¼ 1.6 × 106 m=s). The size of the computational
domain measures ðLx; Ly; LzÞ ¼ ð1; 1; 1Þdi [28], with the
absorbing surface located at x ¼ 0 and the dipole placed at
the point ð−0.1; Ly=2; Lz=2Þ. The grid size is Nx × Ny ×
Nz ¼ 2563 with 64 particles per cell per specie initially. Note
that the electron scales are well resolved in our simulation:
the electron skin depth de ¼ 0.0625 di ¼ 16Δx, withΔx the
grid spacing. The time step is set relative to the ion plasma
frequency: Δt ¼ 0.0375ω−1

pi ; that is, thermal electrons pass
only 0.2Δx in 1Δt. Our numerical scheme does not require
us to resolve the Debye length [22–24]. Throughout this
Letter, the length and time scales are referenced to the initial
plasma conditions and not to the local values. Note that the
inertial length scales di and de are considered as a convenient
reference frame only. The plasma dispersion scales rG and
rDM, however, are at all times resolved by our numerical
model [29,30].
Figure 1 shows the 2D electron (top) and ion (bottom)

charge density profiles along the dipole axis (XY plane),
after the simulation has reached a quasisteady state.
Superimposed are magnetic field lines. As the solar wind
impinges on the dipolar structure, perpendicular to the
lunar surface, both ions and electrons are deflected and

a density cavity is created. Surrounding this lower density
region, a higher density halo is instantly built up, the size of
which is about one electron skin depth (∼8 km) thick with
up to 5 times the initial solar wind density towards the cusp
regions: a mini-magnetosphere has formed. The halo region
consists of solar wind particles which are temporarily
trapped by the dipole field when the magnetic pressure
equals the solar wind pressure. We do not observe a clear
shock associated with the mini-magnetosphere structure.
Given the scale size of the anomaly, only the electron

population is magnetized, whereas the ions, due to their
higher mass, should only feel the dipole field very close to
the lunar surface before being scattered nonadiabatically.
Ions thus easily penetrate the density halo and create a charge
separation between both species. The latter results in the
generation of a large normal electric field En directed in
the X direction at the subsolar point. Almost instantly after
the start of the simulation, En becomes large enough to also
deflect the ions. The formation of the mini-magnetosphere
is therefore mainly an electrostatic effect.
Making the analogy with Earth’s magnetosphere [8,17],

one could refer to the higher density barrier as an electro-
sheath rather than the magnetosheath, because the mini-
magnetosphere structure is formed under the impulse of the
electron dynamics. As indicated by Kallio et al. [17], the
analogy is not complete due to the absence of a bowshock.
The mini-magnetosphere shape is asymmetric in the

direction perpendicular to the dipole axis (Fig. 2). Indeed,

FIG. 1 (color online). 2D electron (top) and ion (bottom)
charge density profiles, scaled to the initial density n0 and along
the dipole axis (Y direction) at z ¼ Lz=2, after the simulation
has reached a quasisteady state. The solar wind is flowing
perpendicular (in the −X direction) to the lunar surface at
x ¼ 0. Superimposed in white are magnetic field lines. Note
that only the lower half of the simulation domain is shown in the
X direction.
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under influence of the ∇B and E × B drifts the trapped
electrons are flowing in the þZ direction along the entire
length of the electrosheath (see also Fig. 3). The much
heavier ions, on the other hand, are deflected on all sides
of the dipole structure by the normal electric field En.
Subsequently, an asymmetric density cavity or halo is

created. Note that neither MHD nor hybrid simulations can
correctly model this configuration, because the process is
initiated by the electrons having highly non-Maxwellian
velocity distributions near themini-magnetosphere structure.
Figure 3 presents the electron, respectively, ion velocity

distributions, and pressure profiles along the direction

FIG. 2 (color online). Ion charge density profiles, scaled to the initial density n0, along three different planes: the XY plane (upper left)
and XZ plane (lower left) through the dipole center and the YZ plane (right) at x ¼ 0.01di above the lunar surface. Note that only the
lower half of the simulation domain is shown in the X direction.

FIG. 3 (color online). Profiles along the direction parallel to the solar wind flow and through the center of the dipole. The upper panels
hold the magnetic and kinetic pressure profiles for the electron (left) and ion (right) populations, in code units. The middle panel shows
the Z component of the electron velocity distribution (left) and the X component of ion velocity distribution (right), normalized to vsw.
The lower panels present the density profiles (left), normalized to the initial density n0, and the mirror instability criterium (right) with
the area of interest colored in magenta.
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parallel to the solar wind flow and through the center of the
dipole. The electron population is heated and deflected
inside the electrosheath, while most of the ions still
penetrate the latter and reach the surface almost unaffected
(middle panels). About 10% of the incident solar wind ions
are reflected by the density halo, consistent with observa-
tions by, e.g., Saito et al. [18] and simulations by, e.g.,
Kallio et al. [17]. Note that the density halo starts forming
at 0.001dið≲13 kmÞ above the lunar surface when the
ion dynamic pressure equals the magnetic pressure. The
density peaks slightly closer to the surface. In between
those points, the ion kinetic pressure is converted into
thermal pressure.
The solar wind magnetic field direction BIMF is opposite

to the dipole magnetic field along the line y ¼ Ly=2,
z ¼ Lz=2, hence creating a zero point in the total magnetic
field configuration at 0.27di above the surface. Notably, we
do not observe any particle flows associated with magnetic
reconnection, indicating that the mini-magnetosphere
electrosheath currents cannot shield off the dipole field
completely, because of either the absorbing surface or the
strongly nonadiabatic behavior of the ions. Increasing the
magnetic dipole moment (not reported in the present
Letter), however, can move the neutral line close to the
density halo, producing favorable conditions for electron
acceleration by the solar wind electric field and bringing
more resemblance with the conventional large-scale
magnetosphere.
Finally, we note that the mini-magnetosphere is unstable

over time. Occasionally, blobs of plasma are able to enter
the density cavity and reach the surface. It is found
(Fig. 3, lower right panel) that the configuration is slightly
unstable to the mirror instability [31]:

β∥ − β2⊥
1þ β⊥

< 0:

In conclusion, using the implicit particle-in-cell code
IPIC3D we have produced the first fully kinetic 3D
simulation of the solar wind interaction with a crustal
lunar magnetic anomaly, forming a mini-magnetosphere.
We have shown that the configuration is driven by electron
motion, because the LMA scale size is small with respect
to the gyroradius of the solar wind ions. We found that a
mirror instability develops at the outer edge of the density
halo, allowing both electron and ion plasma to reach the
lunar surface underneath the dipole field. Hence, the fully
kinetic treatment identifies electromagnetic modes that alter
the magnetic field at scales determined by the electron
physics, and this is a fundamental discovery. Our work now
opens new frontiers of research, allowing us to study this
process in more detail to evaluate the implications for
surface effects, waves, and instabilities, particle acceler-
ation in the region, and its impact on exploration in terms
of disturbances of instruments and lunar exploration in

general. Finally, the simulation results are ideally suited
to be compared with field or particle observations from
spacecraft such as Kaguya (SELENE), Lunar Prospector,
or ARTEMIS.
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