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This paper proposes a new criterion to select the eigenmodes to be left out in a modal truncation procedure. This criterion takes account of the dynamics of the system on the one hand and, on the other hand, the input/output matrices of the system. Therefore, this approach is satisfactory from a system and control theory point-of-view. Moreover, this criterion is physically meaningful because its computation is directly linked with the physical energy supplied to each eigenmode.
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Notations

- $M = M^T \succ 0$ (resp. $\succeq 0$) means that $M$ is a symmetric positive-definite matrix (resp. positive-semidefinite).

*Corresponding author. Email: benjamin.mourllion@uha.fr
• \( \text{Re} z, z^*, \text{and } |z| \) denote respectively the real part, the conjugate and the modulus of the complex number \( z \).

• \( \mathcal{P}f(x) \) denotes the pseudo-function of \( f(x) \). When integrating it, one implicitly takes account of the Cauchy principal value (P.V.) of the integral of the considered function. For instance, let \( c \in I = [a, b] \) be a singularity of function \( f(x) \). The integral over \( I \) is undefined whereas the integral of \( \mathcal{P}f(x) \) is defined as follows:

\[
\int_I \mathcal{P}f(\tau)d\tau = \text{P.V.} \left( \int_a^c f(\tau)d\tau + \int_c^b f(\tau)d\tau \right).
\]

1. Introduction

Realistic systems are often complex and characterized by models of a very high order. These models are usually difficult to study in a context of analysis. The interest of model order-reduction is that high order models generate high order controllers/observers leading to numerous complexities and difficulties in synthesis, simulation and implementation. Therefore, it is necessary to reduce the order of these systems. The problem of model order-reduction has become the focus of different research areas (mathematics, mechanics, control theory and computer engineering). Several studies have been devoted to this issue following the class of system considered.

In the control theory domain, state-of-the-art methods for reducing the order of linear models can be found in [1, 2, 18]. One important contribution to model reduction is the balanced truncation method [8, 15]. In this approach, each state is equally controllable and observable and the reduced order model is obtained by truncating the least controllable and observable states. Balanced truncation is a common method to reduce the order of Linear Time Invariant (LTI) systems thanks to its simplicity of implementation; the stability of the reduced system is guaranteed and the approximation error is bounded. Another important solution to model reduction problems is the optimization approach which minimizes the \( \mathcal{H}_\infty \)-norm (or \( \mathcal{H}_2 \)-norm) between the original full order model and the reduced order model [12, 28]. The main drawback of these solutions is that the reduced models obtained do not necessarily have obvious physical meanings. To overcome this problem, some methods propose several adaptations of the balanced truncation in order to preserve the second-order form of the systems [5, 14, 19]. All these methods cannot be applied to conservative systems where \( \mathcal{H}_\infty \)-norm is infinite. Indeed, in this case, the reachability Gramian and observability Gramian cannot be computed (since the Hankel singular values are infinite), and so, the truncation is not possible. It can be noticed that van der Schaft [23] proposed an alternative approach by associating a gradient (or reciprocal) system with the conservative system [22, 25] but this ad hoc method is not straightforwardly interpretable.

In the mechanical and physical domain, several other methods have been developed, such as Guyan Condensation [10], Component Mode Synthesis [6], Modal Truncation, for example. State-of-the-art and comparative studies of these methods can be found in [11].
It is well known that modal truncation helps to keep stronger physical meanings of states but the selection of eigenmodes to be removed is not easy to perform and remains an open issue. As underlined by Wortelboer [27, p. 60], all sorts of criteria for selection have been proposed in literature. Besides, selection criteria are often not made explicit. It is difficult to trace the origins of most modal reduction methods.

This problem will be the topic of the present paper.

The main contribution of this paper is the definition of a new criterion to select the eigenmodes to be left out in the modal truncation step. This criterion is based of the physical energy supplied by the control command and the passivity [24, 25] of physical systems. In order to preserve as much as possible the connection between this new criterion and the physical energy, the Hamiltonian formulation of physical systems will be used.

This paper is organized as follows. Section 2 describes the problems and drawbacks of conventional modal truncation. Section 3, considering classic (i.e. undamped [3, 9, 13]) Hamiltonian systems, presents a strong relation between the energy supplied and the Fourier transform of the input is introduced. This relation leads to the formulation of a new criterion. Two examples of modal energy computation are then presented. The first one deals with a finite-time input signal, while the second one deals with an infinite-time input signal. Section 4 shows how this criterion can be used in the eigenmode selection in modal truncation. One example is studied, with two different modal truncation procedures. Finally, the conclusion will be followed by a few perspectives.

2. Motivation and Problem Positioning

2.1. Introduction

Generally, modal analysis deals with physical second-order form systems given by:

\[
\begin{align*}
\mathcal{M} \ddot{q}(t) + \mathcal{C} \dot{q}(t) + \mathcal{K} q(t) &= b u(t) \\
y(t) &= c \dot{q}(t)
\end{align*}
\]  

with \( \dim(q) = n \) \hspace{1cm} (1)

where \( \mathcal{M}, \mathcal{C} \) and \( \mathcal{K} \) are respectively the mass (or inertia) matrix, damping matrix and stiffness matrix. To ensure the physical feasibility of the second order form system equation (1), these three \( n \times n \) matrices have to verify the so-called structural conditions:

- \( \mathcal{M} = \mathcal{M}^t \succ 0 \)
- \( \mathcal{C} = \mathcal{C}^t \succeq 0 \)
- \( \mathcal{K} = \mathcal{K}^t \succ 0 \)
2.2. Modal basis

As $\mathcal{M} = \mathcal{M}^t \succ 0 \Rightarrow \det(\mathcal{M}) \neq 0$, the inertia matrix is invertible and system (1) has $n$ eigenmodes, solution of:

$$(\mathcal{M}^{-1}\mathcal{K}) \Phi = \Phi \Omega^2$$

with:

$$\Omega = \text{diag}\{\omega_1, \ldots, \omega_n\} \quad \text{the eigenfrequencies matrix},$$

$$\Phi = [\phi_1, \ldots, \phi_n] \quad \text{the modal matrix}.$$  

The mass and stiffness matrices are symmetric and positive definite, then the modal matrix is diagonal and the eigenfrequencies are real and positive and the eigenmodes are real. Moreover, the eigenmodes are orthogonal

$$\phi_i^t M \phi_j = 0 \quad \text{and} \quad \phi_i^t K \phi_j = 0 \quad \text{if} \quad \omega_i \neq \omega_j.$$  

Therefore, the modal transformation gives the following diagonal matrices

$$\tilde{\mathcal{M}} = \Phi^t \mathcal{M} \Phi$$

$$\tilde{\mathcal{K}} = \Phi^t \mathcal{K} \Phi$$

Due to the damping matrix, orthogonal modes can be coupled through the following quantity:

$$\tilde{\mathcal{C}} = \Phi^t \mathcal{C} \Phi.$$  

If the damping matrix can be written as $\mathcal{C} = a_m \mathcal{M} + a_k \mathcal{K}$ (known as Rayleigh damping condition [17]) or as $\mathcal{C} = \mathcal{M} \sum_{j=-\infty}^{\infty} a_j (\mathcal{M}^{-1}\mathcal{K})^j$ (known as Caughey damping condition [4]), the modal damping matrix can be written as

$$\tilde{\mathcal{C}} = \text{diag}\{2\xi_i \omega_i\}$$

then the damped eigenmodes remain uncoupled.

2.3. Drawbacks of modal truncation

One can rewrite the system presented in equation (1) in order to obtain the following state-space realization:
Modal Truncation for Linear Hamiltonian Systems

\[
\begin{align*}
\begin{bmatrix}
\ddot{q}(t) \\
\dot{q}(t)
\end{bmatrix} &=
\begin{bmatrix}
-A & \frac{M^{-1}C}{I} \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
q(t) \\
\dot{q}(t)
\end{bmatrix} +
\begin{bmatrix}
B \\
0
\end{bmatrix} u(t) \\
y(t) &=
\begin{bmatrix}
c & 0
\end{bmatrix}
\begin{bmatrix}
q(t) \\
\dot{q}(t)
\end{bmatrix}
\end{align*}
\]

Assuming that the eigenmodes are uncoupled, the \(2n\) eigenvalues \(\lambda_i\) of the matrix \(A\) are:

\[
eig(A) = \left\{ \lambda_{1,2} = -\xi_1 \omega_1 \pm j \omega_1 \sqrt{1 - \xi_1^2}, \ldots, \lambda_{2n-1,2n} = -\xi_n \omega_n \pm j \omega_n \sqrt{1 - \xi_n^2} \right\}.
\]

Usually, the aim of modal truncation is to reduce the order of a system by leaving out the eigenmodes corresponding to some criteria enumerated below.

- In the damped case, the eigenmodes to be neglected can be selected according to
  
  1. the eigenfrequencies (usually the higher ones),
  2. the dynamics (usually the more damped ones),
  3. the \(H_\infty\)-norm (the smaller ones). Indeed, the transfer function can be written

  \[
  G(s) = \begin{bmatrix}
c_1 & \ldots & c_{2n}
\end{bmatrix}
\begin{bmatrix}
s - \lambda_1 \\
\vdots \\
s - \lambda_{2n}
\end{bmatrix}^{-1}
\begin{bmatrix}
b_1 \\
\vdots \\
b_{2n}
\end{bmatrix} = \sum_{i=1}^{2n} \frac{c_i b_i}{s - \lambda_i}.
\]

  The \(H_\infty\)-norm of each term of the sum is given by

  \[
  \left\| \frac{c_i b_i}{s - \lambda_i} \right\|_\infty = \frac{|c_i b_i|}{\text{Re} \lambda_i}.
\]

  So, in order to obtain a small error upper bound in the \(H_\infty\)-norm, the terms with the smaller \(H_\infty\)-norm have to be removed.

- In the undamped case (the dissipation matrix is zero: \(C = 0\)), the poles of the system are located on the imaginary axis, therefore the \(H_\infty\)-norm (or \(L_\infty\)-norm) and the Hankel singular values cannot be computed. Currently, the only way to perform modal truncation is to leave out the eigenmodes corresponding to some of the eigenfrequencies (usually the higher ones).

As underlined in [21], from a system and control theory point-of-view, in the undamped case, the reduced model may have disadvantages since the analysis is only concerned with the system matrix and not with the input and output matrices. In the following Sections, a new criterion is defined in order to take account of both the system dynamics and the input and output matrices.
3. Energy-Based Criterion

The aim of this Section is to define a new criterion based on the physical energy. Dealing with passive systems [24, 25] and focusing on the energy supplied, a natural approach is to use the Hamiltonian framework.

3.1. Hamiltonian formulation

Generally, a dissipative Hamiltonian system is defined [20] as

\[
\begin{align*}
\dot{x}(t) &= (J(x(t)) - R(x(t)))\nabla_x \mathcal{H}(x(t)) + B(x(t))u(t) \\
y(t) &= B^T(x(t))\nabla_x \mathcal{H}(x(t))
\end{align*}
\]

with:
- \(x = \begin{bmatrix} q^t & p^t \end{bmatrix}^t\) the state vector.
- \(q = \begin{bmatrix} q^1 & \ldots & q^n \end{bmatrix}^t \in M\) is the vector of the generalized coordinates, belonging to the configuration manifold \(M\) with \(\text{dim}(M) = n\).
- \(p = \begin{bmatrix} p_1 & \ldots & p_n \end{bmatrix}^t \in T_q^*M\) is the vector of the generalized momentum, belonging to the cotangent space to \(M\) at the configuration \(q\). Therefore, the vector \(x\) belongs to \(T^*M\) the cotangent bundle(also known as phase space) of \(M\) and \(\text{dim}(x) = 2n\).
- \(H(x)\) is the Hamiltonian function and represents the total energy of the system,
- \(\nabla \mathcal{H}\) represents the column gradient vector.
- \(J(x) = -J^T(x)\), the symplectic matrix. It is smooth with respect to \(x\).
- \(R(x) = R^T(x) \succeq 0\), the dissipation matrix. It is a smooth function with respect to \(x\).
- \(B\) is a column vector.

A convenient property of this kind of systems is that the energy balance can be easily obtained:

\[
\frac{d}{dt} \mathcal{H}(x(t)) = \nabla_x^2 \mathcal{H}(x(t)) \dot{x}(t)
\]

\[
= \nabla_x^2 \mathcal{H}(x(t))[J(x(t)) - R(x(t))] \nabla_x \mathcal{H}(x(t)) + B(x(t))u(t)]
\]

\[
= \nabla_x^2 \mathcal{H}(x(t)) \nabla_x \mathcal{H}(x(t)) - \nabla_x^2 \mathcal{H}(x(t)) R(x(t)) \nabla_x \mathcal{H}(x(t)) + \nabla_x^T \mathcal{H}(x(t)) B(x(t)) u(t)
\]

\[
= y^T(t)u(t) - \nabla_x^2 \mathcal{H}(x(t)) R(x(t)) \nabla_x \mathcal{H}(x(t))
\]

Since \(R \succeq 0\), the Hamiltonian systems are passive [20].

In this paper, the focus will only be on linear invariant Hamiltonian systems. In this case, matrices \(J\), \(R\) and \(B\) are independent of \(x\). Moreover, the Hamiltonian function is defined by the following quadratic form:
\[ \mathcal{H}(x) = \frac{1}{2} x^t E x \]

where \( E = E^t \succeq 0 \) is called the energy matrix.

The system presented in equation (2) has the following state-space realization (called \textit{energy variable representation} [16]):

\[
\begin{aligned}
    \dot{x}(t) &= (J - R) E x(t) + B u(t) \\
    y(t) &= B^t E x(t)
\end{aligned}
\]

The Hamiltonian function is defined over the cotangent bundle \( T^*M \). The generalized velocities \( \dot{q} = \left[ \dot{q}_1 \ldots \dot{q}_n \right]^t \) belong to the tangent space to \( M \) at the configuration \( q: T_qM \).

In the linear case, the value of the kinetic energy \( E_k(p) = p^t M^{-1} p \) is equal to the value of the kinetic co-energy \( E^*_k(q) = \dot{q}^t M \dot{q} \) (Legendre transform of \( E_k \)). More properties of energy and co-energy can be found in [16, 26] for instance.

### 3.2. Relation Between the Input Fourier Transform and the Energy Supplied

Considering the linear Hamiltonian systems, an important relation between the Fourier Transform of the input system with the energy supplied by this input is presented in this Section. To the author’s knowledge, this relation has never been presented and used in the related literature. This is the key point on which the new criterion is based.

Consider the undamped harmonic oscillator of the form:

\[
\frac{d^2 q(t)}{dt^2} + \omega_0^2 q(t) = \frac{1}{m} u(t) \quad \text{with} \quad \omega_0^2 = \frac{k}{m}.
\]

Defining \( p = m \dot{q} \), the Hamiltonian function is \( \mathcal{H}(q, p) = \frac{1}{2m} p^2 + \frac{1}{2} k q^2 = \frac{1}{2} m \dot{q}^2 + \frac{1}{2} k q^2 \), this system can be rewritten as equation (2) with \( J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \), \( R = 0 \) and \( B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \).

The energy variable representation is immediately obtained:

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} = \begin{pmatrix}
0 & 1/m \\
-k & 0 \\
0 & 1/m
\end{pmatrix}
\begin{pmatrix}
0 \\
1
\end{pmatrix}
\]
Proposition 3.1 Considering a forcing function (or distribution) $u$ with the support $[0,T]$ (where $T > 0$ can be finite or infinite). The energy supplied to an harmonic undamped oscillator given by equation (3) initially at equilibrium with nil mechanical energy is

$$H(x(t)) = \frac{1}{2m}|U(\omega_0)|^2 = \frac{CB}{2}|U(\omega_0)|^2 \quad \forall t \geq T$$  \hspace{1cm} (4)

where $U$ is the Fourier transform of $u$.

Proof:

The oscillator is assumed to be initially in equilibrium with a nil mechanical energy. Therefore, the energy supplied to the system is its mechanical energy at the time $T$: $H_T$ and remains constant after this time: $H(t) = H_T \quad \forall t \geq T$.

Defining $y(t) = \dot{q}(t)$, the energy supplied by the input force $u$ is given by its work:

$$W = \int_{-\infty}^{\infty} y(t)u(t)dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} Y(\omega)U^*(\omega)d\omega$$

where the second equality is obtained by the application of the Parseval theorem and the uppercase variables are the Fourier transforms of the respective lowercase variables.

The derivative property of the Fourier transform leads to $Y(\omega) = j\omega Q(\omega)$ where $Q$ (the Fourier transform of $q$) is obtained from the equation (3):

$$Q(\omega) = \frac{1}{m} \frac{U(\omega)}{\omega^2_0 - \omega^2}$$

The singular points ($\omega = \pm \omega_0$) lead to a problem in the evaluation of $W$.

To obtain a better definition of the work, the singular points are slightly shifted out of the path of integration through the introduction of an infinitesimally small friction coefficient $\varepsilon > 0$ ($\varepsilon^2$ negligible compared with $\omega^2_0$). The previous Fourier transforms becomes:

$$Q_\varepsilon(\omega) = \frac{1}{m} \frac{U(\omega)}{\omega^2_0 - (\omega - j\varepsilon)^2} \quad \text{and} \quad Y_\varepsilon(\omega) = j\omega Q_\varepsilon(\omega) = j\omega \frac{1}{m} \frac{U(\omega)}{\omega^2_0 - (\omega - j\varepsilon)^2},$$

Moreover, as $y(t)$ and $u(t)$ are real, their Fourier transforms have an Hermitian symmetry (i.e. $F(-\omega) = F^*(\omega)$), so:

$$W_\varepsilon = \frac{1}{\pi} \text{Re} \int_{0}^{\infty} Y_\varepsilon(\omega)U^*(\omega)d\omega = \frac{1}{m\pi} \text{Re} \int_{0}^{\infty} \frac{j\omega}{\omega^2_0 - (\omega - j\varepsilon)^2}|U(\omega)|^2d\omega$$

Now, using the so-called Dirac-Plemelj formula (also known as the Sokhotsky-Plemelj
formula, see [7] for instance):

$$\lim_{\eta \to 0^+} \frac{1}{x \pm j\eta} = \mathcal{P} \frac{1}{x} \mp j\pi \delta(x)$$  \hspace{1cm} (5)$$

the following equation is obtained letting $$\varepsilon$$ to zero:

$$W = \frac{1}{m} \int_{0}^{\infty} \omega \left( -\delta(\omega_0 + \omega) \mathcal{P} \frac{1}{\omega_0 - \omega} + \delta(\omega_0 - \omega) \mathcal{P} \frac{1}{\omega_0 + \omega} \right) |U(\omega)|^2 d\omega$$

where the first part of the integral is always zero. Therefore, this leads to:

$$W = \frac{1}{2m} |U(\omega_0)|^2$$  \hspace{1cm} (6)$$

Note that $$T$$ is the time from which the input is zero. This time can be either finite or infinite.

Several remarks can be made about equation (6):

(1) The work $$W$$ is always positive or nil, this is consistent with the fact that Hamiltonian systems are passive.

(2) If the control signal is a sinusoidal $$u(t) = \sin(\omega_u t)$$, its Fourier transform is $$U(\omega) = \delta(\omega_u - \omega)$$. Therefore, if $$\omega_u = \omega_0$$, the supplied energy tends to infinity due to the resonance effect or else the supplied energy is zero.

(3) If the control signal is a unitary impulse $$u(t) = \delta(t)$$, its Fourier transform is the unitary constant $$U(\omega) = 1$$. The supplied energy is therefore $$W = \frac{1}{2m}$$. This is consistent with the shock theory (conservation of the impulse). Indeed, by definition, the impulse conservation is given by: $$u_{\text{average}} \Delta t = m \Delta v = 1$$ (since $$u$$ is a unitary impulse). Moreover, the velocity before the impact is assumed to be zero so the following relation $$v = \frac{1}{m}$$ is obtained. Just after the impact, the supplied energy is only the kinetic energy: $$E_k(v) = \frac{1}{2}mv^2 = \frac{1}{2m} = W$$.

### 3.3. Energy Supplied to Eigenmodes

Consider the following Hamiltonian system:

$$\begin{align*}
\dot{x}(t) &= J \nabla_x \mathcal{H}(x(t)) + Bu(t) \\
y(t) &= B^t \nabla_x \mathcal{H}(x(t))
\end{align*}$$  \hspace{1cm} (7)$$
with:

\[ x = \begin{bmatrix} q \\ p \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 \\ b \end{bmatrix} \]

Let \( \Phi \) be the modal matrix transformation defined in Section 2.2 and assume (with no loss of generality) that \( \Phi^t \Phi = \Phi \Phi^t = I_n \). Define \( \Theta = \text{diag}\{\Phi, \Phi\} \) and consider the following transformation \( x = \Theta \tilde{x} \). By underlining that the gradient is a covariant vector \( \nabla_x = \Theta \nabla_{\Theta^t x} = \Theta \nabla_{\tilde{x}} \) and that the modal transformation is a canonical transformation \( (\Theta^t J \Theta = J) \), the Hamiltonian system in its modal basis can be written as follows:

\[
\begin{cases}
\dot{\tilde{x}}(t) = J \nabla_{\tilde{x}} \tilde{H}(\tilde{x}(t)) + \tilde{B} \tilde{u}(t) \\
y(t) = B^t \nabla_{\tilde{x}} \tilde{H}(\tilde{x}(t))
\end{cases}
\]

with:

\[ \tilde{x}(t) = \begin{bmatrix} \tilde{q} \\ \tilde{p} \end{bmatrix} \quad \text{and} \quad \tilde{B} = \begin{bmatrix} 0 \\ \tilde{b} \end{bmatrix} = \Theta^t B \]

\[ \tilde{H}(\tilde{x}(t)) = \frac{1}{2} \tilde{x}^t(t) \tilde{E} \tilde{x}(t) \quad \text{and} \quad \tilde{E} = \Theta^t E \Theta = \begin{bmatrix} \tilde{K} & 0 \\ 0 & \tilde{M}^{-1} \end{bmatrix} \]

\[ \tilde{M} = \text{diag}\{\tilde{m}_1, \ldots, \tilde{m}_n\} \quad \text{and} \quad \tilde{K} = \text{diag}\{\tilde{k}_1, \ldots, \tilde{k}_n\} \]

As eigenmodes are orthogonal, the Hamiltonian function \( \tilde{H} \) is the sum of the \( n \) Hamiltonian sub-functions \( \tilde{H}_i \) of each following Hamiltonian sub-system (written in the energy variable representation):

\[
\begin{pmatrix} \tilde{A}_i & \tilde{B}_i \\ \tilde{C}_i & \tilde{D}_i \end{pmatrix} = \begin{pmatrix} 0 & \frac{1}{\tilde{m}_i} \\ -\tilde{k}_i & 0 \\ 0 & \tilde{\epsilon}_i \end{pmatrix} \begin{pmatrix} 0 \\ \tilde{b}_i \end{pmatrix}
\]

where \( \tilde{b}_i \) is the \( i \)th entry of the vector \( \tilde{b} \) and \( \tilde{\epsilon}_i = \frac{\tilde{b}_i}{\tilde{m}_i} \).

Now, using equation (6), \( \forall t \geq T \), the \( n \) Hamiltonian sub-functions \( \tilde{H}_i \) can be written as follows: \( \tilde{H}_i(\tilde{x}_i(t)) = \frac{1}{2} C_i B_i |U(\omega_i)|^2 \) (with \( \omega_i^2 = \frac{\tilde{k}_i}{\tilde{m}_i} \) and \( \tilde{x}_i \) the associated modal state-vector).
\[
H(x(t)) = \sum_{i=1}^{n} \tilde{H}_i(\tilde{x}_i(t)) = \sum_{i=1}^{n} \frac{1}{2} C_i B_i |U(\omega_i)|^2
\]  
(9)

3.4. Example of Modal Energy Computation

In this section, consider the following system composed of 3 masses chained by 3 springs:

![Diagram of a system with 3 masses and 3 springs](image)

The input is a force \( u \) applied to the third mass and the output is the velocity \( y \) of the same mass. This system can be described by the following matrices:

\[
\mathcal{M} = \text{diag}(m_1, m_2, m_3); \quad \mathcal{K} = \begin{bmatrix} k_1 + k_2 & -k_2 & 0 \\ -k_2 & k_2 + k_3 & -k_3 \\ 0 & -k_3 & k_3 \end{bmatrix}; \quad b = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}; \quad \text{and} \quad c = b^t
\]

The energy supplied to the 3 modes of the system is computed considering the 2 following cases:

1. Rectangular input: \( u(t) = A \ \forall 0 \leq t \leq T \ (u = 0 \text{ elsewhere}) \)
2. Exponential input: \( u(t) = A \exp(-t/t_0) \ \forall t \geq 0 \ (u = 0 \text{ elsewhere}) \)

The numerical results were obtained with: \( m_1 = m_2 = m_3 = 1 \text{ kg} \) and \( k_1 = k_2 = k_3 = 4 \text{ N/m} \). The computed eigenfrequencies (in rad/s) are: \( \omega_1 = 0.8901, \omega_2 = 2.4940 \) and \( \omega_3 = 3.6039 \).

- In case 1, the amplitude of the input was set with \( A = 1 \) and the length \( T \) of the rectangular input was set at the specific value \( T = \frac{8\pi}{\omega_2} \approx 10.0774 \text{ s} \). Figure 1 shows the outputs of the three modes and the output of the system on the left. On the right, one can observe the energy supplied to the three eigenmodes and to the whole system. The dashed lines refer to the computed values (using equations (6) and (9)) of the 4 Hamiltonian functions of each eigenmode and the system. Note that the energy related to the second eigenmode \( \mathcal{H}_2 \) is zero. This is due to the fact that the length of the rectangular input is a multiple of \( 2\pi/\omega_2 \). Figure 2 shows the modulus of the Bode system transfer function in the upper part and in the lower part one can observe the modulus of the input Fourier transform. The 3 squares on the curve show the values at the 3 eigenfrequencies. For the second eigenfrequency, this value is zero which explains why \( \mathcal{H}_2 \) is equal to zero.
Figure 1. *Modal response and modal energy: case 1 (rectangular input).*

Figure 2. *Bode diagram and input Fourier transform: case 1 (rectangular input).*
Figure 3. Modal response and modal energy: case 2 (exponential input).

- In case 2, the amplitude of the input was set with $A = 1$ and $t_0$ was set at the specific value $t_0 = 4$ s. Figure 3 shows the outputs of the three modes and the output of the system on the left. On the right, one can observe the energy supplied to the three eigenmodes and to the whole system. The dashed lines refer to the computed values (using equations (6) and (9)) of the 4 Hamiltonian functions of each eigenmode and the system.
Figure 4. *Bode diagram and input Fourier transform: case 2 (exponential input).*
4. Energy-Based Modal Truncation

4.1. Truncation Step

Physically, it makes sense to keep the most energetic modes, i.e. the modes which have stored most of the energy. This criterion, based on both the eigenfrequency and input/output matrices, is dependent of the type of input signal. If the type of input signal is previously known, its Fourier transform can be directly used to define the criterion and perform a modal truncation in accordingly. In contrast, if there is no knowledge on the type of input signal, the two following cases can be considered for the definition of the criterion:

1. Dirac (impulse) case: \( u(t) = \delta(t) \Rightarrow U(\omega) = 1 \) which leads to

\[
\mathcal{H}(x(t)) = \sum_{i=1}^{n} \tilde{H}_i(\tilde{x}_i(t)) = \sum_{i=1}^{n} \frac{1}{2} C_i B_i \quad \forall t > 0
\]  

(10)

2. Heaviside (step) case: \( u(t) = \Gamma(t) \Rightarrow U(\omega) = P \frac{1}{\omega} + \frac{1}{2} \delta(\omega) \) which leads to

\[
\mathcal{H}(x(\infty)) = \sum_{i=1}^{n} \tilde{H}_i(\tilde{x}_i(\infty)) = \sum_{i=1}^{n} \frac{1}{2} C_i B_i \frac{1}{\omega_i^2}
\]  

(11)

These signals are suggested for two main reasons:

1. Firstly, these functions are frequently used in system analysis (impulse for the study of the impulse response and step for the study of second order structured system) and reduction. When a balanced truncation is performed on an asymptotic stable system, the reachability gramian \( W_A \) considered is solution of the Lyapunov equation \( AW_A + W_A A^t + BB^t = 0 \) but can also be understood as \( W_A = \int_0^\infty x_\delta(\tau)x_\delta^t(\tau)d\tau \) where \( x_\delta \) is the state impulse response. Indeed, \( W_A = \int_0^\infty \left( \int_0^t \exp(A(t-\tau))B\delta(\tau)d\tau \right) \left( \int_0^t \exp(A(t-\tau))B\delta(\tau)d\tau \right)^t dt = \int_0^\infty \exp(At)BB^t \exp(A^t)dt \).

2. Secondly, when the impulse function is used, the criterion is only based on the input output matrices (independently of the eigenfrequencies since its Fourier transform is a constant). When the primitive of the impulse (namely the step) is used, the Fourier transform can be seen as a penalty function which tends to favourise eigen-modes with small eigenfrequencies. Which can be a trade-off between the proposed approach and the classical approach (remove the higher eigenfrequencies).

Although there is no theoretical link between them, it is worth underlining that there is a strong similarity between the second case (equation (11)) and the truncation criterion based on the \( \mathcal{H}_\infty \)-norm in the damped case. In fact, if the damping matrix is not equal
to zero, then the modal matrices $A_i$ can be written as:

$$\tilde{A}_i = \begin{bmatrix} 0 & \frac{1}{m_i} \\ -\tilde{k}_i - 2\tilde{\xi}_i\omega_i \end{bmatrix}$$

The $\mathcal{H}_\infty$-norm of the $i$th Hamiltonian sub-system can be approximated by: $\|\tilde{G}_i\|_\infty \simeq \frac{1}{2} C_i B_i \frac{1}{\xi_i \omega_i}$. Indeed, in the SISO (single input single output) case, the $\mathcal{H}_\infty$-norm corresponds to the peak gain of the frequency response. This peak occurs at the pseudo-eigenfrequency which is close to the eigenfrequency. Therefore, the following approximation can be made: $\|G_i\|_\infty \simeq \sigma_{\max}(G_i(\omega_i))$. Using the triangle inequality, the following relation, quite similar to the relation (11), is then obtained:

$$\|G\|_\infty \leq \sum_{i=1}^n \|\tilde{G}_i\|_\infty = \sum_{i=1}^n \frac{1}{2} C_i B_i \frac{1}{\xi_i \omega_i}$$

(12)

### 4.2. Example of Reduction

Consider a system of the form (7) with

$$x = \begin{bmatrix} q \\ p \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ b \end{bmatrix} \quad \mathcal{H}(x) = \frac{1}{2} x^t \begin{bmatrix} K & 0 \\ 0 & M^{-1} \end{bmatrix} x$$

$$M = I_3 \quad K = \begin{bmatrix} 1.7494 & 0.6791 & 1.0438 \\ 0.6791 & 3.7234 & 1.3394 \\ 1.0438 & 1.3394 & 2.5272 \end{bmatrix} \quad \text{and} \quad b = \begin{bmatrix} -0.8669 \\ 0.5428 \\ 6.9967 \end{bmatrix}$$

The eigenfrequencies of the system: $\omega_1^2 = 1$, $\omega_2^2 = 2$ and $\omega_3^2 = 5$ (in rad/s) were set arbitrary. The matrices $K$ and $b$ were generated pseudo-randomly.

The corresponding state-space representation of this system is composed of 6 states (3 generalized positions and 3 generalized velocities). In order to reduce it by removing one eigenmode, two energy-based modal reductions were performed:

1. The first one was computed using a unitary impulse function (denoted by the superscript $\uparrow$). The energy supplied to the 3 eigenmodes is given in the following table:

<table>
<thead>
<tr>
<th>Index mode</th>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenfrequency (rad/s)</td>
<td>$\omega_i$</td>
<td>1.0000</td>
<td>1.4142</td>
<td>2.2361</td>
</tr>
<tr>
<td>Energy (J)</td>
<td>$\mathcal{H}_i^\uparrow$</td>
<td>12.4997</td>
<td>4.5002</td>
<td>8.0000</td>
</tr>
</tbody>
</table>
As $\mathcal{H}_1^\uparrow > \mathcal{H}_3^\uparrow > \mathcal{H}_2^\uparrow$, the eigenmode to be removed is the second one ($\mathcal{H}_2^\uparrow = 4.5002$ J).

(2) The second one was computed using a Heaviside (step) function with a unitary amplitude (denoted by the superscript $\uparrow$). The energy supplied to the 3 eigen-modes is given in the following table:

<table>
<thead>
<tr>
<th>Index mode</th>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenfrequency (rad/s) $\omega_i$</td>
<td>1.0000</td>
<td>1.4142</td>
<td>2.2361</td>
<td></td>
</tr>
<tr>
<td>Energy (J) $\mathcal{H}_i^\uparrow$</td>
<td>12.5003</td>
<td>2.2501</td>
<td>1.6000</td>
<td></td>
</tr>
</tbody>
</table>

As $\mathcal{H}_1^\uparrow > \mathcal{H}_3^\uparrow > \mathcal{H}_2^\uparrow$, the eigenmode to be removed is the third one ($\mathcal{H}_3^\uparrow = 2.2361$ J).

The difference between $\mathcal{H}_1^\uparrow$ and $\mathcal{H}_1^\uparrow$ is only due to numerical approximation.

Figure 5 shows the Bode diagram of the original system and the 2 reduced systems.

In this example, the truncation with respect to a step function gives the same results as the conventional modal truncation, since the Hamiltonian sub-functions are ordered as their corresponding eigenfrequencies. On the other hand, the truncation with respect to an impulse function does not remove the same eigenmodes.

As the $\mathcal{H}_\infty$-norm (or $\mathcal{L}_\infty$-norm) cannot be computed, the responses to an impulse and a step input are plotted in figure 6 in order to compare the reduced models.
Figure 6. Impulse and Step responses of the original system, impulse-based reduction system and step-based reduction system.
5. Conclusion

This paper has discussed the limitations of traditional modal truncation and proposed a new method for the selection of the eigenmodes to be left out. This approach is based on an energetic criterion defined in the same way as the ones for damped system (modal truncation based on the $\mathcal{H}_\infty$-norm or balanced truncation based on the Hankel singular values). The new criterions considers the dynamics of the system on the one hand, and, on the other hand the input/output matrices. So, the approach is satisfactory from the point-of-view of a system and control theory. This study focused on conservative systems but the proposed method can be applied on dissipative systems. Further work will propose a trade-off between the energy supplied and the energy dissipated with each eigenmode in order to select the states to be neglected for dissipative systems.
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