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Abstract This paper presents new methods to cali-
brate a head mounted Eye Tracker (ET) automatically,
as well as a new way to obtain an estimated Point Of
Regard (POR), taking account of the parallax. Calibra-
tion is performed in real time; it is easy for the user who
just needs to look at one calibration pattern for a few
seconds before starting. This method provides a very
important couple of points which help to use a local re-
lationship to compute the POR instead of a global one.
This approach significantly improves the precision of
the points of regard when the scene camera is mounted
with a short focal lens. An estimation of POR when
the user looks somewhere outside the calibration dis-
tance is also proposed. This estimation is based on an
ET modelling such as a stereovision system, to take ac-
count of the parallax effect. The aim of this study is to
simplify the use of ET techniques for "non-initiated”
people, especially here learner drivers.

Keywords Eye tracking - calibration - image process-
ing

1 Introduction

Eye Trackers (ET) systems are increasingly used in
different fields such as ophthalmology, cognitive science
and communication by gaze interaction. Correspond-
ing applications are modelling tools for vehicle driver
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behaviour [1], young children [13] or web page reading
[6], and aid to disabled people [23], video games [17],
flying simulators [27] and Human Computer Interface.

An eye tracker system helps to determine in which
direction a person looks. There are two families [10] of
eye tracker systems. The first one is composed of one or
two cameras integrated in flat screen base and facing at
the user and his eyes. The advantage of remote systems
is that the user just needs to watch the scene without
worrying about the vision system, but it forces the user
to always face the cameras to allow gaze detection. The
second family consists of two cameras: the first one is
the ”scene camera” and produces images of the user’s
field of view; the second one is the ”eye camera” which
observes the users eye, and it is used to extract the
pupil position. Both cameras are carried by the user,
which helps to obtain the gaze direction or the Point
Of Regard (POR) in any head position.

Any eye tracker system needs a learning stage called
calibration before being used. The calibration calculates
a relationship between the eye pupil positions and their
corresponding points in scene images. The quality of
this first phase is crucial for the accuracy of measure-
ments, and it must be as simple as possible for the user.
In general, the user successively looks at series of points
arranged on a calibration grid. Following the ET family
used, a grid of points is displayed on a screen for remote
ET, or placed in front of the user for a head mounted
ET.

This paper proposes a new approach to the calibration
of ET systems, using a calibration with a single point to
simplify the learning phase. In experiments, this point is
characterized by a target described in the next section.



O J oy Ul WN -

AN UTUIUOTOTOTOTE B DS D DS DEEWWWWWWWWWWRNNNNNNNNNONRNNONRE PR PR PR
OB WNRPOWOVWOJINNEWNRFROWOO-JAUEWNROWOWO-JONTD®WNRL,OW®OJAUEWNROW®OW-TJO U & WK F O W

An interesting consequence of this approach is that it
provides greater precision in determining the relation-
ship to compute the POR. ET modelling as a stereovi-
sion system also shows that it is possible to estimate the
POR more accurately when the user looks at something
outside the distance used for calibration.

The first section will describe the hardware and im-
age processing chosen due to specific constraints of the
project. The second part presents a calibration model,
and the third one an auto-calibration method which
uses only one target. This new approach is validated
by simulations and experimental setups. In the fourth
section, the POR is computed more accurately using a
local relationship instead of a global one. The local re-
lation is only possible if it is coupled with the proposed
auto-calibration method due to an important amount of
correspondence points. A new contribution is proposed
in the fifth section in order to improve the POR for situ-
ations where the gaze of the user is outside the range of
the calibration distance. A parallax error is computed
using a ET stereovision modelling. This best estimation
is the result of a parallax error computed with a stere-
ovision modelling of the ET. The last section includes
a discussion of future works and a conclusion.

2 The eye tracking system

This part describes the eye tracker system developed
in the laboratory [Fig. 1] for learner drivers within the
TRACECARD! project and explains the choice of the
technology hardware and basic algorithms used for pupil
and target detection. Since the POR of the driver is
relevant in any head position, a headband eye tracker
system was chosen and designed instead of a remote
ET.

The ET system is mounted on a headband where the
cameras are attached. The user adjusts the ET posi-
tion on his head until his eye is well centered in the
image of the eye camera. Cameras are linked together
and connected by a single cable to the computer. Con-
cerning this real time application, the algorithms for
calibration and detection are designed so that the user
does not have to adjust anything. Pupil detection and
the calibration target processes will be described in the
next section.

I TRACECARD, Training Capabilities for Efficient CAR
Driving, is a project funded by a European programme, to
propose innovative training tools for learning to drive.

scene camera

eye camera

Fig. 1 Head mounted eye tracker system developed in the
MIPS laboratory

2.1 Pupil detection

To meet the strong variation of brightness encountered
in real situations an algorithm for robust pupil detec-
tion is necessary. The user’s eye is illuminated by an
infrared (IR) led [18] [29] and the lens of the eye camera
is equiped with an IR pass filter. This IR illumination
provides constant brightness on the eye. IR led illumi-
nation is advantageously used in numerous ET systems,
generally coupled with the corneal reflection (CR) (first
Purkinje image [28] and [20]) techniques [Fig. 2 a]. It
is difficult to use CR in an outdoor environment where
multiple reflection can be found in the eye image as
shown in [Fig. 2 b]. The centre of the pupil is discussed
in this paper since it provides for our specific applica-
tion the best results. Note that our approach does not
restrict the use of CR information.

()

Fig. 2 Reflection of the infrared source on the eye. (A)
corneal reflection can be exploited in this case, (b) multiple
spotlights make corneal reflection difficult to exploit.

There are numerous algorithms for pupil centre detec-
tion in the literature [19] [8] [32] [9]. Most of them need
the adjustment of some parameters or thresholds. This
is uncomfortable for people who are not familiar with
ET systems. Automatic methods with no settings, such
as the starbust algorithm for example [8] are preferred
here.
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The proposed algorithm uses ray tracing to find the
points belonging to the ellipse which best describes the
pupil. The different stages are (see [Fig. 3]):

1. Initially the software performs an ”integral image”
[4] on the eye image.

2. from an integral image algorithm, the coordinates
of a point (P;;) are detected. This point represents
the region where the sum of the intensity pixels is
minimum. This point is located in the pupil area;

3. the ray is computed in all directions from Pj;;

4. on each ray, the first gradient with a significant value
is chosen;

5. with the set of chosen points, the best ellipse is fitted
using a RANSAC algorithm [12];

6. finally, the centroid of the ellipse is calculated and
chosen as the centre of the pupil.

Fig. 3 The different steps of the algorithm for detection of
the pupil centre developed in our laboratory.

2.2 Target detection

A special target has been designed for automatic de-
tection in the scene image and is used in the auto-
calibration process proposed in this paper. The algo-
rithm can detect the target whatever the camera posi-
tion, and is robust to rotations and perspective trans-
formations. The pattern is composed of two black squares
nested one inside the other [Fig. 4]. Following the cali-
bration distance, the target can take different sizes, but
the ratio between the squares remains the same.

The algorithm for pattern detection applied on images
of the scene camera during the calibration phase is de-
composed as follows:

1. binarization of greyscale images with a standard
adaptive threshold method;
2. contour extraction of binary patterns;

Fig. 4 Special pattern to simplify the calibration phase.

3. each contour is approximated as a polygon of 4 ver-
tices;

4. for each external contour, 2 internal contours are
searched;

5. when the ratios between these contours correspond
to those of the target, the 4 corners of the exter-
nal contours are used to compute the centre of the
target;

This algorithm works for all outdoor illumination con-
figurations tested thanks to its unique characteristic
and high contrast difference

3 Eye tracker model and standard calibration

The calibration is an essential step for ET systems. It
involves finding a mapping relationship which connects
the centre of the pupil and a point viewed by the user.
The standard calibration consists in collecting the pupil
centre in eye camera and its corresponding points in the
scene camera. Most of ET systems use a homography,
a polynomial relation or a neural network as mapping
expression [15,26,25,24]. Polynomial expressions are a
common solutions to relie 2D to 2D images. Apparently
[30] in 1973 was the first to investigate the properties
of polynomial system to map images. For Eye Tracking
system, most of papers seem to accept that polynomial
expression is the most suitable relationship for map-
ping. In [5], we have compared different kind of polyno-
mial expression and concluded that a 3-order polyno-
mial produces the best mapping. Standard calibration
consists in collecting a set of pair points provide when
the user looks at the calibration grid (usually based
on 3x3 or 4x4 points). In general, the pair of points
are composed of the pupil centre from the eye cam-
era and its corresponding POR from the scene camera
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(current point in the grid). To avoid parallax effects,
the points have to be located in a plane, and the user
must keep his head still during the entire process. The
calibration scheme can differ depending on eye tracker
hardware principle. For example [21] proposes a sys-
tem with a set of mirrors and a single camera where
the images contains the scene and eye projections. This
system has been proposed for young children whose are
not old enough to understand the calibration process.
In this case, calibration is done off line, and correspon-
dences are ensured with different coloured pattern to
fix children attention and gaze on these patterns. With
others systems, the calibration can be supervised. A re-
cent commercial eye tracker [22], which uses some IR
pattern for the calibration, proposes a supervised cal-
ibration by a software on an embedded system. The
calibration process is then easier, however requires still
the presence of a supervisor. In conclusion, collect the
correspondences is not a friendly operation for inexpe-
rienced users and is difficult to perform alone. We pro-
pose in the next paragraphe to explain that once the
mapping relationship is obtained, is possible to reverse
the calibration scheme. In this case, the user needs sim-
ply to watch a single point while moving his head. The
calibration procedure will be simplified and performed
without external assistance.

3.1 Eye tracker model

The mapping relationship used for a monocular head
mounted ET is a composition of homography and poly-
nomial expressions. It is now necessary to study how
a mapping relationship can connect the centre of the
pupil and the point watched by the user.

There are several methods of calculation in order to
find a relationship between the images of the eye and
those of the scene. The most frequent ones in the lit-
erature are: homography and the polynomial relation-
ship of order 1 up to 3. Homography [16] is a relation-
ship passing from plane to plane, which requires images
without distortion. Distortions can be corrected using
Zhang method [33]. The polynomial relationship has
the advantage to directly integrate optical distortions
[14,26,25].

Figure [Fig. 5] shows a simplified view from above of
the eye tracker system carried by the user. It is then
possible to write the following relations for the projec-
tion of a point P in the scene camera, noted p, with a
homography:

ps = AP (1)
ups All - A13 XP
5| p, =1 @ - Yp (2)

(3,1)

Fig. 5 Schematic top view of standard calibration. The pro-
jection of point P in the scene camera is ps and the projection
of the pupil centre looking at point P is p. on the eye camera.
P, P; and P»: points on the pattern.

C'1 and Ca: optical centre of the cameras.

P,: Intersection of visual axis with the cornea.

Ppe: projection of point P, in the eye camera.

ps: projection of point P in the scene camera.

A and B: relation between P and cameras (ps and pe).

M relation between the points p. and ps.

The projection of the pupil centre looking at point P
on the eye camera can be decomposed as follows:

P, = ByP and p. = B, P, (3)
pe = B1 B P (4)
pe = BP (5)
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The eye camera and eye can be approximated as a
system composed of a camera and a particular mirror
causing deformation due to the particular shape of the
eye. This deformation is close to an optical distortion
effect and therefore the relationship between point P
and point p. can be expressed as a polynomial function:

Xp

Yg'
", B ... B, zZn
Up, = @ : (6)
1 (3,1) B3y ... B, 3.n) Xp

Yp

Zp

(n,1)

Where n is the size of the matrix according to the
polynomial degree. m is the order of the polynomial.
The relationship B can go from point P to p., but it
is not possible to write P = B~ !p, because B is not a
square matrix. However, there is a relationship which
goes from point p. to point P.

P = Binvpe (7)

Upe

,Um

XP Binvll cee B'L'nvln I')C
Yp = o

Zp B: B: Up,

(3,1) invsy et INV3y (3,n) p,

1

(n,1)

(8)
Biny # B! (9)

Finally this model gives the relationship between the
centre of the pupil p. and the corresponding point pg
in the scene camera, using equations 2 and 8.

Ps = ABinupe - Mpe (10)

3.2 Standard calibration

M is obtained during calibration performed before the
eye tracking analysis. The standard method for calibra-
tion consists in placing between 9 and 16 points P in a
plane located in the field of view of the user. The user
has to successively look at these points without mov-
ing his head. For each acquisition, the pupil centre p,
is computed from the eye camera and the point looked

at by the user, ps, is extracted from the scene camera.
These corresponding points are used to compute the M
relationship with a standard minimization method such
as LMS or Levenberg-Marquad [16].

Standard calibration gives good results but is some-
times difficult to perform correctly for an inexperienced
ET user. Three main reasons explain why it is not an
easy operation. First, the user must not move his head
during calibration, which can be difficult for non reg-
ular users such as the learner drivers. Secondly, in the
automotive field, it is not very easy to find the best
location for a grid of aligned points. Thirdly, if the cal-
ibration points are not automatically detected in the
images of the scene camera, another person must help
to select them manually. The method proposed in the
next section solves these three points with a fast and
real-time calibration which does not interfere its qual-
ity. The calibration scheme can be reversed to simplify
the calibration procedure.

4 Auto-calibration

The proposed auto-calibration method consists in re-
versing the standard calibration scheme. Instead of look-
ing at points located in a calibration plane, the user
gazes at a single point and moves his head to obtain
different calibration positions [Fig. 6]. In this case, the
relationship M obtained is similar to the one with stan-
dard calibration, if the user moves his head in a vertical
plane. In the next section, a calibration simulation for
ET is described in order to compare the reliability of
both approaches.

4.1 Simulations

Standard calibration and auto-calibration are com-
pared. Simulations are carried out by using ET-simul
[3] MatLab toolbox framework. This framework is ded-
icated to ET system simulation and it is based on a re-
alistic optical eye model. This model takes into account
the corneal and pupil shapes and the shift existing be-
tween the optical and visual axes.

Figure [Fig. 7] compares standard calibration with a
target of 25 points spaced out 10 cm and apart auto-
calibration with a single point. Both calibrations are
performed at distance of two metres. The head remains
fixed for the first one; for the second, simulated user
continuously looks at the centre of the target and moves
his head in z, y directions by steps of 10 cm. With the
sets of correspondences obtained, the relationships for
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Fig. 6 Different methods of calibration for ET systems. a :
standard calibration, the user does not move and successively
looks each calibration point. b : auto-calibration, the user
keeps his gaze on the pattern and moves his head at the same
time.

both calibrations are computed with a third-order poly-
nomial as described in equation 11. We have retained
this relation, according to our previous results [5].

_ 2
Ts = 011+ Q12T + A1.3Ye + Q1.4%cYe + Q15T+

2 2 2 3 3

a1.6Y; + 01.7C7Ye + A1.8T Y, + A1.9T, + a1.10Y;

_ 2

Ys = Q2.1 + A2.2%c + 02.3Ye + 02.4TcYe + Q2507+
2 2 2 3 3
2.6Y; + 02.7C Ye + A2.8T Y, + A2.9T, + a2.10Y,

(11)

with

Ts et ys
pixels;

T, et Y. : measured points in the eye image in pixels;

agq - coefficients to be determined during the cali-
bration phase;

: calculated points in the scene image in

Figure [Fig. 7] shows the results of POR estimation af-
ter standard and auto-calibration. The POR computed
with both methods are well aligned with the real points
directly projected in a scene camera. Mismatch posi-
tions do not exceed 0.2 pixel and can be considered as
rounding errors in the computation.

This simulation works perfectly in perfect calibration
conditions. Now, in practice, the user has some difficul-
ties to stay in the same vertical plane when he moves
his head during calibration. In figure [Fig. 8] the pre-
vious simulations are reproduced by adding a random
head movement in a z direction (£ 5cm maximum). In

800,

O scene points

200k ® X reprojection with standard calibration method
-+ reprojection with autocalibration method

6001 ® ® ® @ ®

5001 ® ® ® ® ®

4001 ® ® ® ® ®

3001 @ ® ® ® ®

2*0900 —200 —100 0 100 200 300

Fig. 7 Reprojection between different calibration methods.
Standard calibration: the head remains fixed and the cali-
bration points are in a plane. Auto-calibration with a single
point: the point remains fixed but the head and the vision
system move in a plane. Both calibrations are performed at
a distance of 2m.

this case, the POR estimation is not perfectly exact,
and a mean error less than 4 pixels is observed. As will
be seen in part 6, it is possible to reposition the POR
according to the working distance.

800,

" [O scene points
700k ) ) + reproj(e)ction with autocalibration method|
600F @ @ o) © ®
500t e ® o) o] Q
400¢ © @ Q@ ) ©
3001 <] fo) o} & b
2*0?00 *2(‘)0 *l(‘)O 6 160 260 300

Fig. 8 Influence of head movement of plus or minus 5 cm in
z during the calibration phase.

4.2 Experimentals results

In figure [Fig. 9] auto-calibration for ten seconds po-
tentially gives 300 correspondences (acquisition at 30
frames per second). Some correspondences are mis-
matches, essentially when the user was distracted for a
few milliseconds during calibration. These outliers can
be rejected through a filtering with RANSAC algorithm
[12]. To validate this new method of calibration exper-
imental, several series of calibrations were performed :
standard calibrations with fixed head and calibrations
with the auto-calibration method proposed.

The experimental phase comparison of two calibra-
tions methods is not possible in the same conditions as
for simulations, because it is obvious that the same con-
ditions cannot be recreated for each calibration [Fig. 9].
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It is still possible to compare then with good accuracy.
To do so several standard calibrations are implemented
with 9 points of measurement; auto-calibration with a
single point where mismatche correspondences are re-
jected with RANSAC algorithm. The user at 2 metres
from the target and the target is automatically detected
in both cases using the algorithm developed in the lab-
oratory and presented above.

Classical calibration

Fig. 9 Example of points selected for standard calibration
and calibration with a single point. For calibration with a
single point : the blue circles are any points of the calibration.

[Table. 1] shows the comparison between standard cal-
ibration and auto-calibration with a single point. It ap-
pears that the reprojection errors of the two methods
are in the same order of magnitude. Either method gives
quite acceptable and above all exploitable results. But
the reprojection errors in both cases are more important
on the image borders than in the centre. This can be ex-
plained by the short focal lens used in the experiment.
As will be seen in the next part it is possible to reduce
this error by taking advantage of auto-calibration.

5 Relationship based partitioning

The large number of correspondence points is used
here to compute a local relationship. The aim is to in-
crease the POR estimation, essentially on the borders
of the scene image. If the global relationship with a
third order polynomial presents a mean precision lower
than 3 pixels [Table. 1], it can be observed that preci-
sion is not constant on the image surface and decreases
on the image borders. There are two reasons to explain
this effect. First, the spherical shape of the eye is not
exactly taken into account by the third polynomial or-
der relation used. Secondly, the focal lens mounted on

the scene camera can increase this effect, a short focal
lens will produce more distortion, which is difficult to
compensate. So a local relationship instead of a global
one is proposed for the best compensation of these dis-
tortions.

The proposed method consists of keeping in a database
the set of correct correspondences obtained during cal-
ibration. When ET analysis starts, for each pupil posi-
tion, are collected in the database the closest correspon-
dences and computed with a local relationship. Figure
[Fig. 10] shows the principle of this local calibration
method, decomposed into 4 steps:

1. the first step consists in detecting the pupil centre
position in the eye image;

2. the second step is the selection in the calibration
database (blue points) the closest pupil positions in-
cluded in a radius of 30 pixels from the current pupil
centre position (Positions included in the green cir-
cle). If there are no sufficient matches the radius is
enlarged to include twenty correspondences;

3. the third step comnsists in selecting the matching
scene correspondences in the database;

4. The last step is the calculation of a local relationship
with the set of correspondences selected by using the
same polynomial expression as global relationship

(11).

5.1 Simulations

For the results presented in this section, the calibra-
tion distance is set to 2.5m and the scene camera is
mounted with a 4.3mm focal lens. Optical distortion is
not corrected on eye and scene images. Figure [Fig. 11]
shows a simulation to compare auto-calibration with
the global and the local relationships. Figure [Fig. 12]
shows the same results when Gaussian noise is added
to the coordinates points of the database calibration.
In both cases, the reprojection error is small near the
image centre, but this error increases for the points lo-
cated on the border of the image. In these cases, the
local relationship improves the results and reduces the
distortion due to the spherical shape of the eye. This
improvement is confirmed by the results of [Table. 2]
where it clearly appears that the mean error and stan-
dard deviation, computed with the data of figures [Fig.
11] and [Fig. 12], is reduced when local relationships
are used.

Figure [Fig. 13] simulates the mean reprojection error
when optical distortion is added to the images of scene
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8
Global relationship
Standard calibration Auto-calibration
method error in pixels | error in degrees || error in pixels | error in degrees
15t order 15.6 1.0 6.2 0.4
274 order 6.9 0.4 3.9 0.3
3" order 3.9 0.3 2.7 0.2

Table 1 Comparative table between standard calibration and calibration with a single point. The distortion is 0.8%

auto-calibration without noise
measurement global relationship | local relationship
mean error in pixels 8.18 2.22
standard deviation in pixels 6.38 1.42
auto-calibration with noise
measurement global relationship | local relationship
mean error in pixels 9.56 3.94
standard deviation in pixels 6.80 2.54

Table 2 Comparative table between auto-calibration without noise and auto-calibration with noise.

500 : : ‘ _
e & = = ® % ®l4traget points
400" e e o e e o efo]ocal calibration
s o s e e e o~ global calibration|
X
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2000 X XN e o e e
% @ @
R e SN ® ¢ @
100-
& ® @ ® ® ® ® ® ® %
—?OO =200 =100 0 100 200 300

Fig. 11 Simulation without noise on the data to compare the
calculation of a global and local relationship. The calculation
with a local relationship cancels the effects of edges.

~ Points used
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k. 3 . ’ + target points
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Fig. 12 Simulation with noise on the data to compare the
calculation of a global and local relationship. The calculation

with a local relationship improves the reprojection consider-
Fig. 10 Calculation of the relationship of local crossing ably.

through the points which belong to the green circle.

with
camera. Here, the idea is to simulate the benefits of the
local relationship when short focal lenses are used for 7= \/ (x—ze)? + (Y — ¥e)? (14)
the scene camera. The distortion is given in percent,

and computed by these standard definitions:

Taist and Yqist : distorted points;
x and y : no distorted points;

z. and y. : image center.

Tagist = T+ (. — x0) % (ky * 12 + ko % 72 12
dist ( o) * (kn : ) (12) In figure [Fig. 13], the two curves pass through a mini-
Yaist =Y + (Y — ye) * (k1 * 72 4 ko % 7"4) (13) mum. This minimum does not correspond to 0% distor-
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[

% i > 3 3 5
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Fig. 13 Simulation for reprojection with local and global

calculation. The distortion ranges from 0 to 5 %.

tion but is found at 0.8%. In this position, the optical
lens distortion of the scene camera is partially compen-
sated for the distortion due to the spherical shape of
the eye. These curves show that the local relationship
method increase the precision of POR estimation sig-
nificantly, where the distortion is important.

5.2 Experimental results

The simulation results are confirmed in an experimen-
tal context. Figure [Fig. 14] shows tests carried out
through auto-calibration with global and local relation-
ship methods. In this image, lens with a focal length of
3.8mm is used, and optical distortion is well visible. The
local relationship helps to position the POR in the cen-
tre of the target viewed at by the user. This method is
well adapted for eye tracker mounted with short focal.

6 Parallax influence and epipolar line
computation

Monocular Eye Trackers are designed in a way to esti-
mate the POR based on calibration phase done in a spe-
cific distance; which means that accuracy of the POR
depends greatly of how far from the calibration depth
the gaze is directed. In the experimental conditions, it is
impossible to respect this condition exactly. The user
can look at road signs or cars, located at any depth.
An efficient solution could consist in using a binocu-
lar ET [11], but this solution would be too intrusive
for learner drivers. Eye Tracker is a very useful tool for
school driver, but it can be used routinely only if the
calibration is simple. This implies that the user has to
calibrate the ET system inside the car and not outside,
to avoid the assistance of the driving teacher to carry
the calibration pattern oustide at the start of a driving
lesson. The consequence is that the POR is affected by
the parallax, because the user calibrates approximately

Fig. 14 Experimental results through a calibration with a
single point. Local method: green and global method: in red.
The distance between the two solutions is 7 pixels.

at 1 metre, and will usually look at more than 5 me-
tres during the whole lesson. The goal of this section is
to propose an efficient method to correct the POR, by
considering that for our application, we need to analyse
the driver gaze position when he looks at outside the
vehicle.

In this section, we start to explain that a monocular
ET system is a complex stereovision system and can
therefore be modeling as such. In the next paragraph,
an expression of the parallax error is given, and we de-
duced that it is possible to rely the epipolar line ex-
pression to the parallax error, to avoid to compute a
no standard fundamental matrix. In the last paragraph
of this section, we present the results, and their inter-
ests to compute the POR, when the calibration is done
inside the car.

6.1 Stereovision model of ET

Figure [Fig. 15] gives a geometric representation of a
monocular ET system. This figure shows that a point P
located on the gaze direction is projected at different
coordinates in the scene camera following its depth. We
can take into consideration that the scene and eye cam-
eras form a stereovision system. Unfortunately, we are
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of course not able to acquire the real image delivered
by the eye and thus the fact of using the eye camera
brings us to have an indirect stereovision system. This
configuration suggests that there is a fundamental ma-
trix linking each point p. in eye image to point ps in
scene image:

PLF pe=0 (15)

Where F” is the combination between H and F, as-
suming, in this example, that H is a homography :

’

F =HF (16)

eye camera

F'ao
P
epipolar plane
p

S 4]

v
\ Cs
center of pupi
Peye \\//

Fas

scene camera

Fig. 15 Model of the ET system and the eye. Point P is in
the same projection on the eye and the eye camera anywhere
on line D. But the projections from point P in the scene
camera are not merged, the projections form an epipolar line
D

This relation is not simple to establish, essentially be-
cause the eye’s spherical shape needs to be taken into
account in the formulation of the fundamental matrix.
Considering the eye as a kind of spherical mirror, a hy-
brid fundamental matrix could be established, as de-
scribed in studies related to hybrid stereovision sys-
tems mixing perspectives and monodirectional cameras
[31]. However, this induces a fundamental matrix hav-
ing 3x6, 4x6 or 6x6 parameters. In this case, calibra-
tion becomes difficult for the user because the number
of points needed to calculate these parameters is high,
and the calibration patterns watched in the scene must
not be located in a plane, but in a 3D space [2].

6.2 Calibration distance and parallax error

This paper proposes an alternative based on the cal-
culation of parallax. The reprojection error of the POR
estimation is directly related to the distance calibra-
tion. [7] describes a close approach by considering the

eye and the scene camera in the same plane and gives
parallax error results in degrees. Here this calculation is
extended, using intrinsic and projective matrices to cal-
culate the error of POR in pixels, with the geometrical
model presented in [Fig. 16].

Fig. 16 Parallax between the eye and the scene camera.
Points P. and P are the same projection on the eye in two
positions, but the projections of the point P. and P in the
scene camera are not merged. Z. is the calibration distance.

On figure [Fig. 16] the coordinates system is placed on
the optical centre of the eye (see figure [Fig. 1]). The
scene camera position allows to write the projection of
a point P based in the user gaze axis.

u auw 0 ug 10 0 T ¥
s{lo]= {0 —aw v 0 cos(B) —sin(B) Ty Y (17)
1 o o 1 0 sin(8) cos(8) Ts 7

P intrinsec matrix

|

rotations and
translations matriz

The values [Ty, Ty, T:] and 3 are the translations and
rotation of the scene camera to the origin. We can see
on the picture of the figure [Fig. 1] that scene camera
is almost parallel with the eye, that is why the rotation
matrix is constituted of the single angle = 5 — 3’

Given a 3D point P., inside the calibration plane (ie
Z = Z.) its projection is expressed as (from equation

17):

au X + ug sin(B)Ye

te = Ye.sin(B) + Z.cos(B) + T. ’ 18
ug cos(8) Ze + o Ty + uoT 18
Y.sin(B) + Z. cos(B) + T
. (—a, cos(B) + vo Sin(ﬁ))yc+
“7 Yesin(B) + Zecos(B) + T (19)

(—vo cos(B) — ap sin(p)) Ze — anTy + voT
Yesin(B) + Z. cos(B) + T
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Idem for P located at depth Z on visual axes:
ay, X + upsin(B)Y

U2 = FemB) + Zeos B + T2+ o0
ug cos(8)Z + ayTw + uoTs
Y sin(B) + Z cos(B) + T
(= cos(B) + vgsin(B))Y

v(Z) = Y sin(B) + Z cos(B) + T + (21)

(—vg cos(B) — aysin(B))Z — o Ty + v T
Y sin(B) + Z cos(B) + T

The parallax error can be deduced as the following
differences:

(T + uoT) (%)

WD) =uZ) = O S T 2
—Q, (A —
4(2) = 0(2) — o = X WENTZ) gy

tan(«) sin(B3) + cos(B)

Expressions 22 and 23 are obtained by cancelling %

and T7 compared to others denominators terms. These
expressions allow to compute d,(Z) and d,(Z) in func-
tion of Z. All parameters are known, excepted tan(a).
tan(a) can be determined by solving equation (19), as-
suming that tan(a) = Y./Z.. The term v. of equation
(19) is the vertical coordinates of the POR, and it’s
computed before by mapping with the local relation-
ship.

[Fig. 17] presents parallax error simulations according
to several calibration distances. Figure [Fig. 18] shows
the superposition of simulation and experimental mea-
surements when calibration is performed at 2.5m. In
this figure the variations of the experimental results are
caused by the difficulties of displacing an object in the
optical axis of a user. Theses curves demonstrate that
there is no optimal calibration distance. With a cali-
bration at 5 metres, where the calibration pattern is
outside the car, the error on POR lies under 10 pixels
for objects seen at more than 5 metres. This error is
dramatically important if the user looks at objects at
less than 5 metres.

For the present application, the ET system is cali-
brated at approximately 1 metre. In this case [Fig. 17]
the error on POR can reach 40 pixels. This is a very
important error, but the advantage is that the calibra-
tion process can be performed in the car, which is more
comfortable for the learner and his instructor. The next
paragraph will show that the previous relation express-
ing the parallax error can be used to correct the POR
position, and deduce the position of the corresponding
epipolar line.

T T T
50r calibration at: 1'm

- RN W WL o
S & 8 4 S
T T T T T

parallax error in pixel

10F

; i ! . g g
0 2 4 6 .8 0 12 14 16 18
distance in meter

Fig. 17 Miscalculation of the POR due to the parallax phe-
nomenon over a function of the distance.

-@ -calibration 2.5m

parallax error in pixel

. |
6 < 0 12 14 16
distance in meter

Fig. 18 Comparison between simulation and real measure-
ments, for calibration done at 2.5 metres.

6.3 Compute epipolar line from parallax expressions

Equations (22) and (23) give parallax error of our head
mounted ET system. These equations traduce the vari-
ation of point of regard on the epipolar line. This allows
to compute the POR if the user is looking at any depth,
by adding these variations to the POR computed at the
distance of calibration Z. with the local relationship. If
the user is looking an object at a depth Z, the POR
(Z) is given by equations:

upor(Z) = upor + du(Z) (24)

vpor(Z) =vpor + dv(Z) (25)

The position of the scene camera can be different fol-
lowing the user’s morphology, but tests carried out with
more than 20 people show that these positions can be
set at T, = —3.5 cm, Ty = 5.5 cm, T, = 2 cm. Even
if the translations are not well determined, the incerti-
tude of POR can be reduced to a quarter of a disk, as
will be shown in the next section.
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6.4 Experimentals results

Two cases are considered when the ET is calibrated at
1 metre (inside the car). In the first case, the position of
the scene camera is not exactly known from the user’s
eye. In the second case, it is known.

When the exact position of the scene camera is not
available, the geometry of the system shows that T,
is negative, Ty, and T are positive, and so, the ratio
dy(Z)/dy(Z) is thus positive. It can be deduced that
the real POR position should be in a quarter of a disk
of radius 50 pixels. This radius corresponds to the max-
imal amplitude of the parallax error obtained from the
curves in [Fig. 17]. Images of [Fig. 19] illustrate this
case. First, the POR is computed with calibration at
one metre when the user looks at a road sign at 10 me-
tres approximately; the parallax produces a wrong po-
sition for the POR. In second step, the quarter disk is
superposed on the image and the true POR (ie road
sign) belongs to the area covered by this quarter disk.
This reduces the parallax influence and indicates that
the user has look at inside this disk quarter. It is as-
sumed that the learner has really seen the road sign.

Fig. 19 The driver looks at a road sign. The ET system is
calibrated at 1m and the object viewed is at 10m approxima-
tively. The uncertainty range of the parallax phenomenon is
the quarter of the blue disk.

In the case where camera position is available, it is pos-
sible to compute the epipolar line from equations (24)
and (25). This has been done on figure [Fig. 20], and the
parametric formulation of corresponding epipolar line
allows to draw epipolar line from Z = 0.1m to infinity.
This information is interesting, but can’t be usable in
this form. However, the parametric formulation of the
epipolar line has still some interests since the POR can

be computed as a function of the object depth. An in-
teresting compromise, when ET is calibrated inside the
car, consists in reducing the depth between 6 metres
and infinity. The corresponding portion of the epipolar
line is then a small segment of 15 pixels approximately.
An example is given on figure [Fig. 21], and we can show
that residual incertitude is reduced, and the remaining
segment is a reliable marker to represent the POR. It
is valid, of course, only under the assumption the ET is
used to study how the driver looks at and analyzes the
driving scene outside the vehicle, which is exactly the
case for our application.

-+ Real POR
% POR at Im
—epipolar line

Fig. 20 The driver looks at a road sign. The ET system is
calibrated at 1m and the object viewed is at 10m approxima-
tively. By measuring 73, T}y and T it is possible to reduce
the uncertainty range of the parallax phenomenon and thus
draw an epipolar line.

-+ Real POR
% POR at Im
—epipolar line

Fig. 21 The POR estimated at 1 metre is substitued by a
segment of the epipolar line. The segment starts for Z = 6m
and ends for Z — oco. This segment mesure approximately 15
pixels.
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6.5 Discussion

The proposed method to update the POR, takes ad-
vantage of the stereovision model of ET system. The
benefit of the easy calibration procedure presented pre-
viously are preserved, since the POR is first calculated
through mapping, then updated according to the po-
sition of the scene camera. Concerning the repeata-
bility of this process, we can deduce from equations
(22) and (23), that the slope of the epipolar line, given
by d,(Z)/du(Z), is Z free and constant. That means
that epipolar lines are parallel in scene image. If we
analyze the geometric configuration between eye’s user
and scene camera [Fig. 16], this is an expected result.
The interest to work with d,(Z) and d,(Z), instead of
the slope directly, is to keep the depth Z to compute
the lenght of the marker representing the POR posi-
tion in function of Z. In consequence, the repeatability
depends essentially of the calibration quality or pupil
detection, used to compute the POR. For the present
application, where calibration must be as simple as pos-
sible, the calibration phase is performed in the car, and
this solution facilitates its implementation for driving
lessons. This system is currently ready to be imple-
mented in driving schools, and experimental videos ob-
tained confirm the interest of parallax correction.

7 Conclusion

This paper has presented a fast method for the auto-
calibration of an eye tracker system for inexperienced
ET users. The calibration obtained with a global rela-
tionship is as precise as standard calibration methods
using a grid of points. The advantage is that the cali-
bration procedure is entirely automatic and only lasts
a few seconds. Auto-calibration can produce a large set
of correspondences which allows the computation of the
POR with local relationships. This method is particu-
larly efficient when a short focal lens is mounted on the
scene camera. As shown previously, the best POR loca-
tion can be extracted while the ET system is used for
distance different that the calibration one. Results, in
this paper, were obtained by modelling the ET as an
indirect stereovision system. New ET approach helps to
retrieve the epipolar line in the scene image and gives
a reliable guess of the real POR position when the user
looks anywhere. For automotive applications, this ap-
proach allows fast 2D calibration by placing only one
target in the car.

It may be possible to extend this stereovision model
to a binocular system. In this case, epipolar crossing

should give a precise POR position and 3D position of
the object seen by the user can be deduced.
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