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Nonlinear observer based on observable cascade form

Mariem Sahnoun and Hassan Hammouri

Abstract— In this paper, the error observer linearization
is extended to a class of observable cascade systems which
contains state affine systems up to output injection. First,we
give a theoretical result which states necessary and sufficient
conditions. Next, we give an algorithm permitting to calculate
a system of coordinates in which a nonlinear system takes the
desired cascade observable form.

Index Terms— Nonlinear systems, output injection, nonlinear
observer.

I. I NTRODUCTION

The implementation of linear or nonlinear observers in
control systems design, fault detection and other domains
is well understood by now.
To design an observer for nonlinear systems, many ap-
proaches have been developed. Among them, the geometric
approaches consist in characterizing nonlinear systems which
can be transformed by a change of coordinates to a special
class of systems for which a simple observer can be designed.
The observer error linearization problem consists of trans-
form a nonlinear system into a linear one plus a nonlinear
term depending only on the known inputs and outputs. For
such systems, a Luenberger observer can be designed. This
problem has attracted a good deal of attention, since its
formulation by [9] (see for instance [2], [3], [10]–[13]. Using
immersion technics, an extension of this problem has been
stated in [8] in the single output case. In the same spirit
as for the error linearization problem, the authors in [4]–[7]
characterized nonlinear systems which can be steered by a
change of coordinates to state affine systems up to output
injection. For these systems, a Kalman-like observer can be
designed.

In this paper, we will characterize nonlinear systems which
can be transformed by local coordinate systems into the
following cascade form:





ż= A(u)z+ψ(u,y)
˙̃z= Ã(u)z̃+ ψ̃(u,z, ỹ)

Y =

(
y
ỹ

)
=

(
Cz
C̃z̃

) (1)

For these systems, an observer structure may take the
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following form:




˙̂z= A(u)ẑ+ψ(u,y)−S−1CTR(Cẑ− y)
˙̂
z̃= Ã(u)̂z̃+ ψ̃(u, ẑ, ỹ)− S̃−1C̃TR̃(C̃̂z̃− ỹ)

Ṡ=−θS−AT(u)S−SA(u)+CTRC
˙̃S=−θ̃S̃− ÃT(u)S̃− S̃Ã(u)+C̃TR̃C̃

(2)

whereS(0), S̃(0), R and R̃ are symmetric positive definite
matrices,θ > 0, θ̃ > 0 are parameters. The proof of the
convergence of this observer has been stated in [1].

This paper is organized as follows:
In section II, the problem under consideration is formalized
and an existence theorem is stated. In section III, an al-
gorithm permitting to calculate a system of coordinates in
which a nonlinear system takes the desired cascade form is
proposed.

II. PRELIMINARY RESULTS AND EXISTENCE THEOREM

A. Preliminary results

For the sake of simplicity, we only consider the case where
the outputsy and ỹ are scalars. The following classes of
nonlinear systems will be considered:





ẋ= f (u,x)
y= h(x)
ỹ= h̃(x)

(3)

wherex∈ R
n, the inputu(t) ∈ R

m and the outputsy(t) and
ỹ(t) are belong toR. f , h and h̃ are assumed to be of class
C ∞.
We adopt the following definition.

Definition 1: System (1) is said to becascade-
observable, if system (1) together with its associated
reduced system inz are observable.

The following geometric notions will be used in the sequel.
In the system of coordinates(x1, . . . ,xn), let X = ∑n

i=1αi
∂

∂xi
be a vector field and letω = ∑n

i=1aidxi a one-differential
form, then the following operations will be considered:

• Lie derivative action: LX(ω) = ∑n
i=1αiLX(ai)dxi +

∑n
i=1aidαi

• The duality product : ω(X) = ∑n
i=1αiai

The above duality product can be extended tok-
differential forms as follow:
If ω = ∑1≤i1<...<ik≤na(i1,...,ik)dxi1 ∧ . . . ∧ dxik is a
k-differential form and X = (X1, . . . ,Xk) is a k-
tuple of vector fields, withXi = ∑n

l=1αil
∂

∂xl
, then



ω(X) = ∑1≤i1<...<ik≤na(i1,...,ik)

∣∣∣∣∣∣

α1i1 . . . αki1
. . . . . . . . .
α1ik . . . αkik

∣∣∣∣∣∣
.

• Inner product: Let X = (X1, . . . ,Xl ) be a l -tuple of
vector fields, with l ≤ k. Then iX(ω) is the (k− l)-
differential form defined by:

iX(ω)(Y1, . . . ,Yk−l ) = ω(X1, . . . ,Xl ,Y1, . . . ,Yk−l ).

In particular, if k= l , then iX(ω) is a function
(a 0−differential form).

Let fu be the vector field defined byfu(x) = f (u,x) and letX
be a vector field onRn. We define the family of real vector
spacesΩX

k of 2-differential forms as follows:

• ΩX
0 = 0 andΩX

1 = Span{dLfu(h)∧dh; u∈R
m}. Notic-

ing that these two spaces do not depend onX,
• for k ≥ 1, we setΩX

k+1 = Span{L fu(iX(ω))∧ dh; u ∈
R

m; ω ∈ ΩX
k }+ΩX

k .

Now settingπ= dϕ1∧ . . .∧dϕq, whereϕk areC ∞ functions,
and letX̃ = (X̃1, . . . , X̃q+1) be a(q+1)-tuple of vector fields.
As above, we define the vector spacesΩX̃

k,π of (q+ 2)-
differential forms as follows:

• ΩX̃
0,π = 0 andΩX̃

1,π = Span{dLfu(h̃)∧dh̃∧π; u∈ R
m},

• for k ≥ 1, ΩX̃
k+1,π = Span{L fu(iX̃(ω̃)) ∧ dh̃∧ π; u ∈

R
m; ω̃ ∈ ΩX̃

k,π}+ΩX̃
k,π.

B. Existence theorem

In the single output case (see [4], [6]), ( [5] for the the
multi-output case) the authors gave necessary and sufficient
conditions under which nonlinear systems can be trans-
formed in a state affine system up to output injection.

The following theorem states an existence theorem which
extends those stated in [4], [5]:

Theorem 1:

Observable system (3) can be transformed by a local
change of coordinates around somex0 ∈ R

n to a cascade-
observable system (1) in whichC andC̃ are of rank 1, if and
only if, the following conditions hold on some neighborhood
of x0:

1) It exists a vector fieldX satisfying the following con-
ditions:

1-i) LX(h) = 1.

1-ii) The algebraic sumΩX = ∑
k≥1

ΩX
k is a real vector space

of dimensionq−1.

1-iii) For everyω ∈ ΩX , d(iX(ω)) = 0.

1-iv) The dimension of[
∧q−1(iX(ΩX)) ∧ dh]|x0 is equal

to 1, where[
∧q−1(iX(ΩX))∧dh]|x0 = {iX(ω1)∧ . . .∧

iX(ωq−1)∧dh(x0); ωi ∈ ΩX ,1≤ i ≤ q−1}.

2) Consider the following functionsϕ1, . . . ,ϕq+1 defined
by:

ϕ1 = h
ϕq+1 = h̃
(dϕ1, . . . ,dϕq) forms a basis ofiX(ΩX)+Rdh

(4)

Settingπ= dϕ1∧ . . .∧dϕq, then there exists a(q+1)-
tuple of vector fieldsX̃ = (X̃1, . . . , X̃q+1) satisfying the
following conditions on some neighborhood ofx0:

2-i) LX̃i
(ϕ j ) = δi j , whereδi j = 1 if i = j and 0 otherwise.

2-ii) The algebraic sumΩX̃
π = ∑k≥1ΩX̃

k,π is a real vector
space of dimensionn−q−1.

2-iii) For everyω̃ ∈ ΩX̃
π, d(iX̃(ω̃)) = 0.

2-iv) The dimension of [
∧n−q−1(iX̃(Ω

X̃
π)) ∧ dϕ1 ∧ . . . ∧

dϕq+1]|x0 is equal to 1.

The proof of theorem 1 can be obtained by following the
same approach as the one proposed in the works [4], [5].
The outline of the proof is summarized as follows:

1) Sufficient condition: iX(ΩX) and iX̃(Ω
X̃
π) are vector

spaces of dimensionq− 1 and n− q− 1 respectively,
and (iX(ω1), . . . , iX(ωq−1)), (iX̃(ω̃1), . . . , iX̃(ω̃n−q−1))
are their respective bases. Settingdz1 = dh, dzi =
iX(ωi+1), dz̃1 = dh̃ anddz̃i = iX̃(ω̃i+1). It can be shown

that L fu(zi) =
q

∑
j=2

ai j (u)zj +ψi(u,z1) and L fu(z̃i) =

n−q

∑
j=2

ãi j (u)z̃j +ψi(u,z, z̃1). Consequently, in the(z, z̃) sys-

tem of coordinates system (3) takes the cascade form
(1).

2) Necessary condition: Since conditions 1), 2) of theorem
1 are intrinsic (they do not depend on the system of
coordinates), it suffices to show them for the cascade
observable system (1). After a simple linear change of
coordinates, we can assume thaty = Cz= z1 and ỹ =

C̃z̃= z̃1, and it can be shown thatX =
∂

∂z1
and X̃ =

(X̃1, . . . , X̃q+1) = (
∂

∂z1
, . . . ,

∂
∂zq

,
∂

∂ z̃1
) satisfy conditions

1) and 2) of theorem 1.

In the following, we focus on the development of an
algorithm permitting to calculate vector fieldsX, X̃1, . . . , X̃q+1

which meet conditions 1) and 2) of theorem 1.

III. PROCEDURE OF CALCULATION OF VECTOR FIELDS

X, X̃1, . . . , X̃q+1

A. Preliminary results

The following notations will be used in the sequel:

• Let V be a vector space, andW a subspace ofV, then
for ξ ,ξ ′ ∈ V, the notationξ = ξ ′ modulo (W) means
that ξ = ξ ′+w, for somew∈W.

• Setting F (resp. V ) to be a set of one-differential
form (resp. of vector fields).D = Span(F ) (resp.∆ =
Span(V )) will denote the co-distribution (resp. the
distribution) spanned byF (resp. byV ).

• The orthogonal of a co-distributionD is the distribution
∆ = Ker(D) = Span({X; ω(X) = 0, ∀ω ∈ F}), where
ω(X) is the duality product between one-form and
vector fields. In particular, ifF is spanned by a family
of one-exact form{dϕ ; ϕ ∈ F̃}, then ∆ = Ker(D)



is the distribution spanned by the set of vector fields
{X; LX(ϕ ) = 0, ∀ϕ ∈ F̃}.

• Let D, D′ be two co-distributions, withD′ ⊂D, then the
quotientD/D′ will denote the set of equivalent class of
differential forms[ω] = ω+D′ = {ω+ω′; ω′ ∈ D′},
whereω ∈ D. Similarly, if ∆ ⊂ ∆′ are two distributions,
elements of the quotient∆′/∆ will be denoted by[X] =
X+∆ whereX ∈ ∆′.
If [ω] ∈ D/D′ and χ ∈ D such that[ω] = [χ ], then we
setω = χ modulo (D′).
Finally, if X, Z are two vector fields,[X,Z] will denote
the Lie bracket of these vector fields.

The following flag of co-distributions and distributions will
be considered:

D0 ⊂ . . .⊂ Dk ⊂ . . .
∆0 ⊃ . . .⊃ ∆k ⊃ . . .

D̃0 ⊂ . . .⊂ D̃k ⊂ . . .

∆̃0 ⊃ . . .⊃ ∆̃k ⊃ . . .

(5)

Where,

• D0 = 0 the null co-distribution,D1 = Span({dh}), by
inductionDk+1 = Dk+Span({dLfuk

. . .L fu1
(h); u1, . . . ,

uk ∈ R
m}), andD♯ = ∑k≥1Dk.

• D̃0 = D♯, D̃1 = D̃0 +Span({dh̃}), for k ≥ 1, D̃k+1 =

D̃k + Span({dLfuk
. . .L fu1

(h̃); u1, . . . ,uk ∈ R
m}), and

D̃♯ = ∑k≥1 D̃k.
• ∆k = Ker(Dk), and∆♯ = Ker(D♯).
• ∆̃k = Ker(D̃k), and∆̃♯ = Ker(D̃♯).
• The quotient co-distributionDk/Dk−1 (resp.D̃k/D̃k−1)

is the dual of the quotient distribution∆k−1/∆k (resp.
∆̃k−1/∆̃k). The duality product[ω]([X]) = ω(X) is well
defined.

In the two following claims,fu =
q

∑
i=1

(Ai(u)z+ψi(u,y))
∂

∂zi
+

n−q

∑
i=1

(Ãi(u)z̃+ ψ̃i(u,z, ỹ))
∂

∂ z̃i
, and the outputsh, h̃ are respec-

tively y=Cz= z1, ỹ= C̃z̃= z̃1.
Considering the ringsHk, H̃k such that:

• H0 = C ∞{z1} (resp. H̃0 = C ∞{z1, . . . ,zq, z̃1}) is the
ring of C ∞-functionsϕ (z1) (resp.ϕ (z1, . . . ,zq, z̃1)).

• C ∞{z} (resp. C ∞{z, z̃}) denotes the ring ofC ∞-
functionsϕ (z1, . . . ,zq) (resp.ϕ (z1, . . . ,zq, z̃1, . . . , z̃n−q)).
Then for k ≥ 1, Hk (resp. H̃k) is the smallest sub-
ring of C ∞{z} (resp. ofC ∞{z, z̃}) containingHk−1 ∪

{CA(u1) . . .A(uk)z; u1, . . . ,uk ∈ R
m} (resp. H̃k−1 ∪

{C̃Ã(u1) . . . Ã(uk)z̃; u1, . . . ,uk ∈R
m}).

Then we have:

Claim 1:

i) L fuk
. . .L fu1

(Cz) =CA(u1) . . .A(uk)z modulo(Hk−1).

ii) L fuk
. . .L fu1

(C̃z̃)) = C̃Ã(u1) . . . Ã(uk)z̃ modulo(H̃k−1).

The following claim can be deduced from the above one.

Claim 2:

• The flags of co-distributionsD0 ⊂ . . . ⊂ Dk ⊂ . . .;
D̃0/D♯ ⊂ . . . ⊂ D̃k/D♯ ⊂ . . . are of constant dimensions and
defined as follows:

a) D1 = Span(dCz), and fork ≥ 2, Dk is spanned by the
set of one-forms{dCz}∪{dCA(u1) . . .A(ul )z; 1≤ l ≤
k−1, u j ∈R

m}.

b) Similarly, D̃1/D♯ can be identified with the co-
distributionSpan(dC̃z̃), and fork≥ 2, D̃k/D♯ is isomor-
phic to the co-distribution spanned by the set of one-
forms {dC̃z̃}∪{dC̃Ã(u1) . . . Ã(ul )z̃;1 ≤ l ≤ k−1, u j ∈
R

m}.

• System (1) is cascade observable iff: dimD♯ = q (q is the
dimension of thez-space), and dim̃D♯/D♯ = n−q (n−q is
the dimension of̃z-space).
In the sequel, we setν (resp ν̃ ) to be the smallest integer
such thatDν = D♯ (resp.D̃ν̃/D♯ = D̃♯/D♯):

D0 ⊂ . . .⊂ Dν = Dν+1

D̃0/D♯ ⊂ . . .⊂ D̃ν̃/D♯ = D̃ν̃+1/D♯
(6)

This subsection will be ended by the two following
technical results:

Lemma 1:

If dϕ ∈ Dk−1 (resp.dϕ̃ ∈ D̃k−1) andX ∈ ∆k−1 (resp.X̃ ∈
∆̃k−1), then dϕ ([ fu,X]) = −d(L fu(ϕ ))(X) = −LX(L fu(ϕ ))
(resp.dϕ ([ fu, X̃]) =−d(L fu(ϕ̃ ))(X̃) =−LX̃(L fu(ϕ̃ ))).

Proof of lemma 1.
Let dϕ ∈ Dk−1 and X ∈ ∆k−1, the equalitydϕ ([ fu,X]) =
−d(L fu(ϕ ))(X) follows from the following facts:

• dϕ ([ fu,X]) = L fu(LX(ϕ ))−LX(L fu(ϕ ))
= d(LX(ϕ ))( fu)−d(L fu(ϕ ))(X),

• X ∈ ∆k ⊂ ∆k−1 = Ker(Dk−1),
• LX(ϕ ) = dϕ (X) = 0

Similar argument can be used to provedϕ ([ fu, X̃]) =
−d(L fu(ϕ̃ ))(X̃).

Claim 3:

Let Z = (Z1, . . . ,Zk) be a k-tuple of vector fields, let
g, ϕ1, . . . ,ϕk be C ∞-functions such thatdϕ1 ∧ . . .∧ dϕk is
nowhere vanish and thatLZ j (ϕi) = δi j , then:

iZ(dg∧dϕ1∧ . . .∧dϕk) = dg−
k

∑
j=1

LZ j (g)dϕ j .

More precisely, we have:

iZ(dg∧dϕ1∧ . . .∧dϕk) = (−1)q(dg−
k

∑
j=1

LZ j (g)dϕ j).

B. Algorithm

In this subsection, we will give an algorithm permitting
to calculate the vector fieldsX, X̃1, . . . , X̃q+1, which meet
conditions of theorem 1. This algorithm will be obtained
in three steps:

1) The first step consists to calculateX using only f (u,x)
andh(x).



2) The knowledge off (u,x), h, h̃(x) and X allows to
calculateX̃q+1.

3) Finally, X̃1, . . . , X̃q can be computed based on the knowl-
edge of f (u,x), h, h̃(x), X and X̃q+1.

Assuming that the flags of co-distributions:

0= D0 ⊂ . . .⊂ Dν = Dν+1

0= D̃0/Dν ⊂ . . .⊂ D̃ν̃/Dν = D̃ν̃+1/Dν
(7)

are of constant dimensions and thatdim(Dν ) = q,
dim(D̃ν̃/Dν ) = n−q.

For k ≥ 1, we define the basesBk and B̃k of Dk/Dk−1 and
D̃k/D̃k−1 as follows:

B1 = {[dh]}, B̃1 = {[dh̃]}
for k≥ 2 :
Bk = {[d(L fuk−1

. . .L fu1
(h))]; (u1, . . . ,uk−1) ∈ Uk−1}

B̃k = {[d(L fũk−1
. . .L fũ1

(h̃))]; (ũ1, . . . , ũk−1) ∈ Ũk−1}

(8)
for some subsetsUk−1 andŨk−1 of (Rm)k−1.
The symbol[(.)] stands for the equivalent class of(.).

Now, let B∗
ν , B̃∗

ν̃ be the respective dual bases ofBν andB̃ν̃
(B∗

ν , B̃∗
ν̃ are bases of∆ν−1/∆ν and ∆̃ν̃−1/∆̃ν̃ ), the following

vector fields will be required in theorem 2 below :
• The vector fields[Zu1...uν−1], [Z̃ũ1...ũν̃−1

]:
Let (u1, . . . ,uν−1), (resp.(ũ1, . . . , ũν̃−1)) be fixed elements
of Uν−1 (resp. ofŨν̃−1), then [Y] = [Zu1...uν−1] (resp.[Ỹ] =
[Z̃ũ1...ũν̃−1

]) is the element ofB∗
ν (resp. ofB̃∗

ν̃ ) defined by:

for (v1, . . . ,vν−1) ∈ Uν−1, d(L fvν−1
. . .L fv1

(h))(Y) = 1,
if (u1, . . . ,uν−1) = (v1, . . . ,vν−1), and 0 otherwise
for (ṽ1, . . . , ṽν̃−1) ∈ Ũν̃−1, d(L fṽν̃−1

. . .L fṽ1
(h̃))(Ỹ) = 1,

if (ũ1, . . . , ũν̃−1) = (ṽ1, . . . , ṽν̃−1), and 0 otherwise
(9)

• The vector fields[Yu1...uν−1], [Ỹũ1...ũν̃−1]:
Setting[Y] = [Zu1...uν−1] and [Ỹ] = [Z̃ũ1...ũν̃−1

], then:

Yu1...uν−1 = [ fuν−1, [. . . , [ fu1,Y] . . .]]]
Ỹũ1...ũν̃−1 = [ fũν̃−1

, [. . . , [ fũ1
,Y] . . .]]]

(10)

In order to state lemma 2 below, the following notations
will be required:

• Let (dϕ1, . . . ,dϕq) be a basis ofDν anddϕq+1 = dh̃.
• Settingπ̃= dϕ1∧ . . .∧dϕq+1.
• Let X̃ =(X̃1, . . . , X̃q+1) be a(q+1)-tuple of vector fields

satisfyingLX̃i
(ϕ j ) = δi j .

• For ũ1 ∈ Ũ1, we setω̃ũ1
= dLfũ1

(h̃)∧ π̃.

• For k ≥ 2 and (ũ1, . . . , ũk) ∈ Ũk, we set ω̃ũ1...ũk
=

L fũk
(iX̃(ω̃ũ1...ũk−1

))∧ π̃.

Thus we have:

Lemma 2:

For 1≤ k≤ ν̃ −1; for every(ũ1, . . . , ũk)∈ Ũk the following

properties hold:

ω̃ũ1...ũk
= dLfũk

. . .L fũ1
(h̃)∧ π̃

+
k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)dLfũl

. . .L fũ1
(h̃)∧ π̃ (11)

iX̃(ω̃ũ1...ũk
) = dL fũk

. . .L fũ1
(h̃)−

q

∑
j=1

LX̃j
L fũk

. . .L fũ1
(h̃)dϕ j +Θk

Θk = Θ̃k−
q

∑
j=1

k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)LX̃j

L fũl
. . .L fũ1

(h̃)dϕ j

Θ̃k =
k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)dL fũl

. . .L fũ1
(h̃)+gk(x)dϕq+1

(12)
with the property thatgũ1...ũl

(.), gk(.) are C ∞-functions
which do not depend on(X̃1, . . . , X̃q).

Proof of lemma 2.

• For k= 1:
Let u1 ∈ U1, by definition ω̃ũ1 = dLfũ1

(h̃) ∧ π̃, and

from claim 3, we know thatiX̃(ω̃ũ1
) = dLfũ1

(h̃)−
q+1

∑
j=1

LX̃j
L fũ1

(h̃)dϕ j = dLfũ1
(h̃)−

q

∑
j=1

LX̃j
L fũ1

(h̃)dϕ j +Θ1,

hereΘ1 = LX̃q+1
L fũ1

(h̃)dϕq+1. Hence (11), (12) are true
for k= 1.

• Assuming that (11), (12) hold for 1≤ l ≤ k−1, and let
us show them fork. Using the definition of̃ωũ1...ũk

and
applying (12) fork−1, we get:

ω̃ũ1...ũk
= dLfũk

. . .L fũ1
(h̃)∧ π̃

−L fũk
[

q

∑
j=1

LX̃j
L fũk−1

. . .L fũ1
(h̃)dϕ j ]∧ π̃+L fũk

(Θk−1)∧ π̃

Θk−1 = Θ̃k−1−
q

∑
j=1

k−2

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)LX̃j

L fũl
. . .

L fũ1
(h̃)dϕ j

Θ̃k−1 =
k−2

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)dLfũl

. . .L fũ1
(h̃)

+ g̃k−1(x)dϕq+1

(13)
andgũ1...ũl

, g̃k−1 do not depend on(X̃1, . . . , X̃q).
Using the fact thatdϕi ∈ Dν , for 1≤ i ≤ q, and that
L fu(Dν ) ⊂ Dν , then the following equality holds for
every smooth functionsa1(x), . . . ,aq(x):

L fu(
q

∑
j=1

a j(x)dϕ j)∧ π̃= 0 (14)

Combining (14) with expressions ofΘk−1, Θ̃k−1, we
get:

ω̃ũ1...ũk
= dLfũk

. . .L fũ1
(h̃)∧ π̃+

k−2

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

L fũk

[g̃ũ1...ũl
(x)dLfũl

. . .L fũ1
(h̃)+ g̃k−1(x)dϕq+1]∧ π̃

(15)



By construction L fũk
[g̃ũ1...ũl

(x)dLfũl
. . .L fũ1

(h̃)] and

L fũk
(g̃k−1(x)dϕq+1)∧ π̃ do not depend on(X̃1, . . . , X̃q)

and{dϕ1, . . . ,dϕq+1}∪{dLfũl
. . .L fũ1

(h̃); (ũ1, . . . , ũl )∈

Ũl , 1 ≤ l ≤ k− 1} forms a basis ofD̃k, hence the
last term of the right hand expression (15) takes the

form
k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)dLfũl

. . .L fũ1
(h̃)∧ π̃, where

the gũ1...ũl
(x)’s areC ∞-functions which do not depend

on (X̃1, . . . , X̃q). Consequently, expression (11) is satis-
fied.
In order to end the proof of lemma 2, it remains only
to check (12).
Applying claim 3 to expression (11), we get:

iX̃(ω̃ũ1...ũk
) = dLfũk

. . .L fũ1
(h̃)+

k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)

dLfũl
. . .L fũ1

(h̃)−
q+1

∑
j=1

LX̃j
L fũk

. . .L fũ1
(h̃)dϕ j

−
q+1

∑
j=1

k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)LX̃j

L fũl
. . .L fũ1

(h̃)dϕ j

(16)
Finally, expression (12) follows from (16) in which we
introduce:

Θ̃k =
k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)dL fũl

. . .L fũ1
(h̃)+gk(x)dϕq+1

wheregk(x) =−LX̃q+1
L fũk

. . .L fũ1
(h̃)−

k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)LX̃q+1

L fũl
. . .L fũ1

(h̃)

Θk = Θ̃k−
q

∑
j=1

k−1

∑
l=1

∑
(ũ1,...,ũl )∈Ũl

gũ1...ũl
(x)LX̃j

L fũl
. . .L fũ1

(h̃)dϕ j

(17)
Moreover, by constructiongũ1...ũl

(x) and gk do not
depend on(X̃1, . . . , X̃q). This ends the proof of lemma
2.

Now we can state the algorithm which allows to calculate
vector fieldsX, X̃1, . . . , X̃q, X̃q+1 satisfying conditions 1) and
2) of theorem 1.

Theorem 2:(Algorithm)
System (3) can be steered by a local change of coordinates
around somex0 to a cascade-observable system (1), if, and
only if, the following conditions hold:

a) The flag of co-distributionsD0 ⊂ . . . ⊂ Dν = Dν+1,
D̃0/Dν ⊂ . . . ⊂ D̃ν̃/Dν = D̃ν̃+1/Dν are of constant di-
mension on some neighborhood ofx0, and dim(Dν ) = q,
dim(D̃ν̃/D♯) = n−q

b) Let Bν and B̃ν̃ be any fixed bases ofDν/Dν−1 and
D̃ν̃/D̃ν̃−1 (see the construction (8)). LetY and Ỹ be
any fixed vector fields of the form[Y] = [Zu0

1...u
0
ν−1

]∈B∗
ν

and[Ỹ] = [Z̃ũ0
1...ũ

0
ν̃−1

]∈ B̃∗
ν̃ , then the following properties

hold:

1) The vectorX = (−1)ν−1Yu0
1...u

0
ν−1 satisfies condition

1) of theorem 1.

2) Setting X̃q+1 = (−1)ν̃−1Ỹũ0
1...ũ

0
ν̃−1 and considering

C ∞-functionsϕ1, . . . ,ϕq+1 such thatϕ1 = h, ϕq+1 = h̃
and that(dϕ1, . . . ,dϕq) forms a basis ofiX(ΩX) +

Rdh. Let X̃1, . . . , X̃q be vector fields satisfying
LX̃j

(ϕi) = δi j , 1≤ j ≤ q, 1≤ i ≤ q+1, and such that

for every(ũ1, . . . , ũk) ∈ Ũk, 1≤ k≤ ν̃ −1, we have:
q

∑
j=1

d(LX̃j
L fũk

. . .L fũ1
(h̃))∧dϕ j = dΘũ1...ũk (18)

where Θũ1...ũk
is the one-differential form stated in

(12). ThenX̃1, . . . , X̃q+1 satisfy condition 2) of theo-
rem 1.

Remark 1:According to expression (12) of lemma 2,
expression (18) is then equivalent tod(iX̃(ω̃ũ1...ũk

)) = 0.

Some comments on the procedure of calculation of
vector fields X, X̃1, . . . , X̃q, X̃q+1:

1) The calculation of the vector fieldX requires only the
knowledge of expressions offu andh.

2) X̃q+1 can be directly computed from the knowledge of
X, fu, h and h̃.

3) For 1≤ i ≤ q+1, the functionsϕi can be deduced from
X, fu andh and h̃.

4) Finally, we end these comments by giving the algorithm
of computation of(X̃1, . . . , X̃q):

Computation of (X̃1, . . . , X̃q):
Based on the construction of̃Bk and the functions
ϕ1, . . . ,ϕq+1, the set{ϕ1, . . . ,ϕq+1} ∪ {L fũk

. . .L fũ1
(h̃); 1 ≤

k ≤ ν̃ − 1, (ũ1, . . . , ũk) ∈ Ũk} forms a local system of
coordinates, which we denote by(ξ , ξ̃ ), and where

ξ = (ϕ1, . . . ,ϕq+1) = (ξ1, . . . ,ξq+1)

ξ̃ = (ξ̃1, . . . , ξ̃ν̃−1), ξ̃k = (ξ̃k1, . . . , ξ̃k,d̃k
)

where {dξ̃k1, . . . ,dξ̃k,d̃k
} = {dLfũk

. . .L fũ1
(h̃); (ũ1, . . . , ũk) ∈

Ũk}, and{[dLfũk
. . .L fũ1

(h̃)]; (ũ1, . . . , ũk) ∈ Ũk}= B̃k+1.
Therefore, we adopt the following notations:

ω̃ũ1...ũk
= ω̃ki = dξ̃ki

LX̃j
(ξ̃ki) = LX̃j

L fũk
. . .L fũ1

(h̃) = X̃ j
ki

Using the fact thatLX̃j
(ϕ j) = LX̃j

(ξ j) = δi j , we obtain

X̃j =
∂

∂ξ j
+

ν̃−1

∑
k=1

d̃k

∑
i=1

X̃ j
ki

∂
∂ ξ̃ki

. Thus, the expression (12) can be

rewritten:

iX̃(ω̃ki) = dξ̃ki −
q

∑
j=1

X̃ j
kidξ j +Θki (19)

where theΘki’s are one-differential forms depending at most
on X̃ j

li , 1≤ l ≤ k−1, 1≤ j ≤ q+1.
The calculation of̃X j

ki’s follows from the following recursive
procedure:



• We start by computing̃X j
1i , 1≤ j ≤ q, 1≤ i ≤ d̃1:

For k= 1, expression (19) becomes:

iX̃(ω̃1i) = dξ̃1i −
q

∑
j=1

X̃ j
1idξ j + Θ1i , where Θ1i is a

known one-differential form which does not depend on
X̃1, . . . , X̃q. Now condition (18) of theorem 2 yields to:

q

∑
j=1

d(X̃ j
1i)∧dξ j = dΘ1i , f or 1≤ i ≤ d̃1

Hence theX̃ j
1i ’s follows from the simple PDE system:

for 1≤ j, l ≤ q, 1≤ i ≤ d̃1,

∂ X̃ j
1i

∂ξl
−

∂ X̃l
1i

∂ξ j
= θ jl

1i

for 1≤ j ≤ q, 1≤ i ≤ d̃1, 1≤ t ≤ ν̃ −1, 1≤ s≤ d̃t ,

∂ X̃ j
1i

∂ ξ̃ts

= θ̃ jt
1si

(20)
whereθ jl

1i andθ̃ jt
1si are known functions depending only

on the known vector field̃Xq+1.
• Assuming that for 1≤ j ≤ q, 1≤ l ≤ k−1, 1≤ i ≤ d̃l ,

the functionsX̃ j
li are calculated, and let us computeX̃ j

ki,
1≤ i ≤ d̃k.
As for the first step, using expressions (18), (19) it
follows that:

q

∑
j=1

d(X̃ j
ki)∧dξ j = dΘki

which implies:

for 1≤ j, l ≤ q, 1≤ i ≤ d̃k,

∂ X̃ j
ki

∂ξl
−

∂ X̃l
ki

∂ξ j
= θ jl

ki

for 1≤ j ≤ q, 1≤ i ≤ d̃k, 1≤ t ≤ ν̃ −1, 1≤ s≤ d̃t ,

∂ X̃ j
ki

∂ ξ̃ts

= θ̃ jt
ksi

(21)
whereθ jl

ki and θ̃ jt
ksi are known functions depending on

the computed functions̃X j
li , 1≤ l ≤ k−1.

The proof of theorem 2 is based on the following propo-
sition.

Proposition 1:

Assuming that system (1) is cascade-observable, then the
following properties hold:

1) Let [Y] = [Zu1...uν−1] ∈ B∗
ν and X = (−1)ν−1Yu1...uν−1,

then

X =
∂

∂z1
+

q

∑
i=2

ai
∂

∂zi
+

n−q

∑
i=1

bi(z, z̃)
∂

∂ z̃i
(22)

where theai ’s are constants. Moreover, we have:

iX(ΩX) = i ∂
∂z1

(Ω
∂

∂z1 ) modulo(Rdz1) (23)

2) Let [Ỹ] = [Z̃ũ1...ũν̃−1
] be an element of̃B∗

ν̃ and X̃q+1 =

(−1)ν̃−1Ỹũ1...ũν̃−1, and settingϕi = zi , for 1≤ i ≤ q and

ϕq+1 = z̃1. Let (X̃1, . . . , X̃q) be a sequence of vector
fields such thatLX̃j

(ϕi) = δi j for 1≤ j ≤ q, 1≤ i ≤ q+1
and satisfying condition (18) of theorem 2, then:

X̃q+1 =
∂

∂ z̃1
+

n−q

∑
i=2

ãi
∂

∂ z̃i
(24)

where theãi ’s are constants and forj = 1, . . . ,q,

X̃j =
∂

∂zj
+

n−q

∑
i=2

βi j (z, z̃)
∂

∂ z̃i
(25)

Moreover, ifπ= dz1∧. . .∧dzq, X̃0
j =

∂
∂zj

, for 1≤ j ≤ q,

X̃0
q+1 =

∂
∂ z̃1

, andX̃0 = (X̃0
1 , . . . , . . . , X̃

0
q+1), then,

iX̃(Ω
X̃
π) = iX̃0(ΩX̃0

π ) modulo(dAq+Rdz̃1) (26)

whereAq = C ∞{z1, . . . ,zq} stands for the ring ofC ∞-
functions of(z1, . . . ,zq).

Proof of proposition 1.
SettingAi(u), Ãi(u) to be the respectiveith rows ofA(u),

Ã(u), and ψi(u,y), ψ̃i(u,z, ỹ) are theith components ofψ
andψ̃. In the (z, z̃)-system of coordinatesfu takes the form:

fu =
q

∑
i=1

(Ai(u)z+ψi(u,z1))
∂

∂zi
+

n−q

∑
i=1

(Ãi(u)z̃+ψ̃i(u,z, z̃1))
∂

∂ z̃i
(27)

Let Bk+1 = {[d(L fuk
. . .L fu1

(z1))]; (u1, . . . ,uk)∈Uk}, B̃k+1 =

{[d(L fũk
. . .L fũ1

(z̃1))]; (ũ1, . . . , ũk) ∈ Ũk} be the respective

bases ofDk+1/Dk and D̃k+1/D̃k.
From claim 1, we know that :

[d(L fuk
. . .L fu1

(z1))] = [dCA(u1) . . .A(ul )z] (28)

[d(L fũk
. . .L fũ1

(z̃1))] = [dC̃Ã(ũ1) . . . Ã(ũl )z̃] (29)

and from claim 2, the flags of co-distributionsD0 = 0 ⊂
. . . ⊂ Dν = Dν+1; 0 = D̃0/Dν ⊂ . . . ⊂ D̃ν̃/Dν = D̃ν̃+1/Dν
are of constant dimensions. Now settingnk = dim(Dk), ñk =
dim(D̃k/Dν ), then we haven0 = 0< n1 = 1< .. . < nν = q;
ñ0 = 0< ñ1 = 1< .. . < ñν̃ = n−q. Moreover, after a(z, z̃)-
linear change of coordinates, it can be assumed that:

{
Bk = ([dz1+nk−1], . . . , [dznk])

B̃k = ([dz̃1+ñk−1
], . . . , [dz̃̃nk

])
(30)

and that in this new system of coordinatesA(u), Ã(u) take
the following triangular structure:
{

for 1≤ k≤ ν −1, for nk−1+1≤ i ≤ nk,
Ai(u)z= ai1(u)z1+ai2(u)z2+ . . .+ai,nk+1(u)znk+1

(31)

{
for 1≤ k≤ ν̃ −1, for ñk−1+1≤ i ≤ ñk,

Ãi(u)z̃= ãi1(u)z̃1+ ãi2(u)z̃2+ . . .+ ãi,ñk+1
(u)z̃̃nk+1

(32)

• Proof of property 1) of proposition 1:
Proof of expression (22):
Let Y = Zu1...uν−1 be a fixed element ofB∗

ν (the dual



basis ofBν ), thus after reorderingBν , it can be assumed
that [dLfuν−1

. . .L fu1
(z1)] = dzq, and hence:

dznν−1+i(Y) = LY(znν−1+i) = δqi, 1≤ i ≤ nν −nν−1

(33)
Recalling thatB∗

ν is a basis of∆ν−1/∆ν and that∆ν ⊂
∆ν−1 ⊂ . . ., and that∆k = Ker(Dk). Combining this last
fact with (33), it follows that:

Y =
∂

∂zq
+

n−q

∑
i=1

β∗
j (z, z̃)

∂
∂ z̃j

(34)

Now settingX = (−1)ν−1Yu1...uν−1, and recalling that
Yu1...uν−1 = [ fuν−1, [. . . , [ fu1,Y] . . .]], then (27), (31), (34))
give rise to:

Yu1...uν−1 =
q

∑
i=1

ai
∂

∂zi
+

n−q

∑
i=1

bi(z, z̃)
∂

∂ z̃i
(35)

where theai ’s are constants.
Finally, from lemma 1, it follows that
dz1(Yu1...uν−1) = −dLfuν−1

(z1)(Yu1...uν−2) = . . . =

(−1)ν−1d(L fuν−1
. . .L fu1

(z1))(Y) = (−1)ν−1dzq(Y) =

(−1)ν−1, hence:

X =(−1)ν−1Yu1...uν−1 =
∂

∂z1
+

q

∑
i=2

ai
∂

∂zi
+

n−q

∑
i=1

bi(z, z̃)
∂

∂ z̃i
(36)

Proof of expression (23):
Recalling thatΩX is the real vector space spanned by the
2-differential formsωu1...uk = L fuk

(iX(ωu1...uk−1))∧dz1,
whereωu = dLfu(z1)∧dz1 = d(CA(u))z∧dz1.
Using the expression ofX given in (36) and the fact
that iX(dϕ ∧dz1) = dϕ −LX(ϕ )dz1 (see claim 3), then
a simple algebraic computation yields to:

iX(ΩX)+Rdz1 = Span{dCA(u1) . . .CA(uk)z; k≥ 1,
ui ∈ R

m}+Rdz1
(37)

In particular, expression (37) holds forX =
∂

∂z1
, hence

iX(ΩX) = i ∂
∂z1

(Ω
∂

∂z1 ) modulo(Rdz1).

• The proof of property 2) of proposition 1 can be
obtained by following the same procedure as for the
property 1).

Proof of theorem 2.

The sufficient condition is stated in theorem 1.

Necessary condition:
Since conditions a) and b) of theorem 2 are intrinsic (they
do not depend on the system of coordinates), it suffices to
check them for the cascade-observable system (1).

1) Condition a)of theorem 2 is a straightforward conse-
quence of claim 2.

2) Condition b)-1)of theorem 2:

Let X = (−1)ν−1Yu0
1...u

0
ν−1 be the vector field stated in

b)-1) of theorem 2, from (22)-(23) of proposition 1, we

know that:

X =
∂

∂z1
+∑q

i=2ai
∂

∂zi
+∑n−q

i=1 bi(z, z̃)
∂

∂ z̃i

iX(ΩX) = i ∂
∂z1

(Ω
∂

∂z1 ) modulo(Rdz1)
(38)

Combining (38) with the fact that
∂

∂z1
satisfies con-

dition 1) of theorem 1 , it can be easily checked that
X meets conditions 1-i) to 1)-iv) of theorem 1. Hence
condition b)-1) of theorem 2 is satisfied.

3) Condition b)-2)of theorem 2:

Let X̃q+1 =±Ỹũ0
1...ũ

0
ν̃−1 and considering linear functions

ϕ1, . . . ,ϕq+1 satisfyingϕ1 = h= z1, ϕq+1 = h̃= z̃1 and
such that(dϕ1, . . . ,dϕq) forms a basis ofiX(ΩX) +
Rdz1. Up to a linear change of coordinates, it can be
assumed that:

(dϕ1, . . . ,dϕq) = (dz1, . . . ,dzq) (39)

Now considering vector fields̃X1, . . . , X̃q such that
LX̃j

(ϕi) = δi j , 1 ≤ j ≤ q, 1 ≤ i ≤ q+ 1, and satisfy-
ing condition (18) of theorem 2. Namely, for every
(ũ1, . . . , ũk) ∈ Ũk, 1≤ k≤ ν̃ −1,

q

∑
j=1

d(LX̃j
L fũk

. . .L fũ1
(h̃))∧dϕ j = dΘũ1...ũk (40)

whereΘũ1...ũk
is the one-differential form stated in (12).

In order to check condition b)-2) of theorem 2, we will
show that(X̃1, . . . , X̃q+1) meet condition 2) of theorem
1.
From 2) of proposition 1, we know that:

X̃q+1 =
∂

∂ z̃1
+

n−q

∑
i=2

ãi
∂

∂ z̃i
(41)

where theãi ’s are constants and forj = 1, . . . ,q,

X̃j =
∂

∂zj
+

n−q

∑
i=2

βi j (z, z̃)
∂

∂ z̃i
(42)

Moreover, if we setπ= dz1∧ . . .∧dzq, X̃0
j =

∂
∂zj

, for

1 ≤ j ≤ q, X̃0
q+1 =

∂
∂ z̃1

, and X̃0 = (X̃0
1 , . . . , . . . , X̃

0
q+1),

then:

iX̃(Ω
X̃
π) = iX̃0(ΩX̃0

π ) modulo(dAq+Rdz̃1) (43)

whereAq = C ∞{z1, . . . ,zq}.
Thus, we have:

• By construction,LX̃i
(ϕ j) = δi j , hence condition 2-i)

of theorem 1 is satisfied.
• From the check of the proof of the necessary con-

dition of theorem 1 given in the subsection II-
B, we know that the(q+ 1)-tuple of vector fields
(X̃0

1 , . . . , . . . , X̃
0
q+1) meet conditions 2-ii) of theorem 1,

namely,dim(ΩX̃0

π ) = n−q−1. Consequently, to show



that (X̃1, . . . , X̃q+1) meet condition 2-ii) of theorem 1
(dim(ΩX̃

π) = n−q−1), it suffices to show that:

ΩX̃
π = ΩX̃0

π (44)

By definition, ΩX̃
π = ∑u∈Rm L fu(iX̃(Ω

X̃
π)) ∧ dz1 . . . ∧

dzq ∧ dz̃1, where fu =
q

∑
i=1

(Ai(u)z+ψi(u,y))
∂

∂zi
+

n−q

∑
i=1

(Ãi(u)z̃+ ψ̃i(u,z, ỹ))
∂

∂ z̃i
. Moreover, it is easy to

see that L fu(dAq) ∧ dz1 . . . ∧ dzq ∧ dz̃1 = 0, thus
L fu(dAq+Rdz̃1)∧dz1 . . .∧dzq∧dz̃1 ⊂Rd(C̃Ã(u)z̃)∧
dz1 . . . ∧ dzq ∧ dz̃1 ⊂ ΩX̃0

π . Combining this last fact
with (43), we deduce (44).

• Condition 2-iii) of theorem 1 consists to verify that
dω̃ = 0, for every ω̃ ∈ iX̃(Ω

X̃
π). This property fol-

lows from the facts thatd(iX̃0(ΩX̃0

π )) = 0, d(dAq+
Rdz̃1)) = 0 and (43).

• Condition 2-iv) of theorem 1:
It consists to show that the real vector space∧n−q−1(iX̃(Ω

X̃
π))∧dϕ1∧ . . .∧dϕq+1 is of dimension

1.
According to (39) and (43), we have:∧n−q−1(iX̃(Ω

X̃
π)) ∧ dϕ1 ∧ . . . ∧ dϕq+1 =

∧n−q−1(iX̃0(ΩX̃0

π )) ∧ dz1 ∧ . . . ∧ dzq ∧ dz̃1. From
the check of the proof of the necessary condition
of theorem 1 given in the subsection II-B, we
know that X̃0 meets condition 2-iv) of theorem 1.
Hence

∧n−q−1(iX̃0(ΩX̃0

π ))∧dz1∧ . . .∧dzq∧dz̃1 is of
dimension 1. This ends the proof of theorem 2.

IV. CONCLUSION

Motivated by the existence of an observer design for
a class of observable cascade systems. In this paper, we
have characterized the class of nonlinear systems which
can be transformed by a local change of coordinates to a
cascade form. First, we have stated necessary and sufficient
conditions. Next, we have derived an algorithm permitting to
transform a nonlinear system into such cascade observable
form. Its extension to general multi-output case is a difficult
task and requires solving complex PDE.
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