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# Nonlinear observer based on observable cascade form 

Mariem Sahnoun and Hassan Hammouri


#### Abstract

In this paper, the error observer linearization is extended to a class of observable cascade systems which contains state affine systems up to output injection. First, we give a theoretical result which states necessary and sufficient conditions. Next, we give an algorithm permitting to calculate a system of coordinates in which a nonlinear system takes the desired cascade observable form.


Index Terms- Nonlinear systems, output injection, nonlinear observer.

## I. Introduction

The implementation of linear or nonlinear observers in control systems design, fault detection and other domains is well understood by now.
To design an observer for nonlinear systems, many approaches have been developed. Among them, the geometric approaches consist in characterizing nonlinear systems which can be transformed by a change of coordinates to a special class of systems for which a simple observer can be designed. The observer error linearization problem consists of transform a nonlinear system into a linear one plus a nonlinear term depending only on the known inputs and outputs. For such systems, a Luenberger observer can be designed. This problem has attracted a good deal of attention, since its formulation by [9] (see for instance [2], [3], [10]-[13]. Using immersion technics, an extension of this problem has been stated in [8] in the single output case. In the same spirit as for the error linearization problem, the authors in [4]-[7] characterized nonlinear systems which can be steered by a change of coordinates to state affine systems up to output injection. For these systems, a Kalman-like observer can be designed.

In this paper, we will characterize nonlinear systems which can be transformed by local coordinate systems into the following cascade form:

$$
\left\{\begin{array}{c}
\dot{z}=A(u) z+\psi(u, y)  \tag{1}\\
\dot{\tilde{z}}=\widetilde{A}(u) \widetilde{z}+\widetilde{\psi}(u, z, \widetilde{y}) \\
Y=\binom{y}{\widetilde{y}}=\binom{C z}{\widetilde{C} z}
\end{array}\right.
$$

For these systems, an observer structure may take the
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following form:

$$
\left\{\begin{array}{c}
\dot{\widehat{z}}=A(u) \widehat{z}+\psi(u, y)-S^{-1} C^{T} R(C \widehat{z}-y)  \tag{2}\\
\dot{\hat{\widetilde{z}}}=\widetilde{A}(u) \widehat{\widetilde{z}}+\widetilde{\psi}(u, \widehat{z}, \widetilde{y})-\widetilde{S}^{-1} \widetilde{C}^{T} \widetilde{R}(\widetilde{C} \widehat{z}-\widetilde{y}) \\
\dot{S}=-\theta S-A^{T}(u) S-S A(u)+C^{T} R C \\
\dot{\widetilde{S}}=-\widetilde{\theta} \widetilde{S}-\widetilde{A}^{T}(u) \widetilde{S}-\widetilde{S A}(u)+\widetilde{C}^{T} \widetilde{R} \widetilde{C}
\end{array}\right.
$$

where $S(0), \widetilde{S}(0), R$ and $\widetilde{R}$ are symmetric positive definite matrices, $\theta>0, \tilde{\theta}>0$ are parameters. The proof of the convergence of this observer has been stated in [1].

This paper is organized as follows:
In section II, the problem under consideration is formalized and an existence theorem is stated. In section III, an algorithm permitting to calculate a system of coordinates in which a nonlinear system takes the desired cascade form is proposed.

## II. Preliminary results and existence theorem

## A. Preliminary results

For the sake of simplicity, we only consider the case where the outputs $y$ and $\tilde{y}$ are scalars. The following classes of nonlinear systems will be considered:

$$
\left\{\begin{array}{l}
\dot{x}=f(u, x)  \tag{3}\\
y=h(x) \\
\widetilde{y}=\widetilde{h}(x)
\end{array}\right.
$$

where $x \in \mathbb{R}^{n}$, the input $u(t) \in \mathbb{R}^{m}$ and the outputs $y(t)$ and $\widetilde{y}(t)$ are belong to $\mathbb{R} . f, h$ and $\widetilde{h}$ are assumed to be of class $\mathscr{C}^{\infty}$.
We adopt the following definition.
Definition 1: System (1) is said to be cascadeobservable, if system (1) together with its associated reduced system in $z$ are observable.

The following geometric notions will be used in the sequel. In the system of coordinates $\left(x_{1}, \ldots, x_{n}\right)$, let $X=\sum_{i=1}^{n} \alpha_{i} \frac{\partial}{\partial x_{i}}$ be a vector field and let $\omega=\sum_{i=1}^{n} a_{i} d x_{i}$ a one-differential form, then the following operations will be considered:

- Lie derivative action: $L_{X}(\omega)=\sum_{i=1}^{n} \alpha_{i} L_{X}\left(a_{i}\right) d x_{i}+$ $\sum_{i=1}^{n} a_{i} d \alpha_{i}$
- The duality product: $\omega(X)=\sum_{i=1}^{n} \alpha_{i} a_{i}$

The above duality product can be extended to $k$ differential forms as follow:
If $\omega=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq n} a_{\left(i_{1}, \ldots, i_{k}\right)} d x_{i_{1}} \wedge \ldots \wedge d x_{i_{k}}$ is a $k$-differential form and $X=\left(X_{1}, \ldots, X_{k}\right)$ is a $k$ tuple of vector fields, with $X_{i}=\sum_{l=1}^{n} \alpha_{i l} \frac{\partial}{\partial x_{l}}$, then

$$
\omega(X)=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq n} a_{\left(i_{1}, \ldots, i_{k}\right)}\left|\begin{array}{ccc}
\alpha_{1 i_{1}} & \ldots & \alpha_{k i_{1}} \\
\ldots & \ldots & \ldots \\
\alpha_{1 i_{k}} & \ldots & \alpha_{k i_{k}}
\end{array}\right| .
$$

- Inner product: Let $X=\left(X_{1}, \ldots, X_{l}\right)$ be a $l$-tuple of vector fields, with $l \leq k$. Then $i_{X}(\omega)$ is the $(k-l)$ differential form defined by:

$$
i_{X}(\omega)\left(Y_{1}, \ldots, Y_{k-l}\right)=\omega\left(X_{1}, \ldots, X_{l}, Y_{1}, \ldots, Y_{k-l}\right)
$$

In particular, if $k=l$, then $i_{X}(\omega)$ is a function (a 0 -differential form).
Let $f_{u}$ be the vector field defined by $f_{u}(x)=f(u, x)$ and let $X$ be a vector field on $\mathbb{R}^{n}$. We define the family of real vector spaces $\Omega_{k}^{X}$ of 2-differential forms as follows:

- $\Omega_{0}^{X}=0$ and $\Omega_{1}^{X}=\operatorname{Span}\left\{d L_{f_{u}}(h) \wedge d h ; u \in \mathbb{R}^{m}\right\}$. Noticing that these two spaces do not depend on $X$,
- for $k \geq 1$, we set $\Omega_{k+1}^{X}=\operatorname{Span}\left\{L_{f_{u}}\left(i_{X}(\omega)\right) \wedge d h ; u \in\right.$ $\left.\mathbb{R}^{m} ; \omega \in \Omega_{k}^{X}\right\}+\Omega_{k}^{X}$.
Now setting $\pi=d \varphi_{1} \wedge \ldots \wedge d \varphi_{q}$, where $\varphi_{k}$ are $\mathscr{C}^{\infty}$ functions, and let $\widetilde{X}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)$ be a $(q+1)$-tuple of vector fields. As above, we define the vector spaces $\Omega_{k, \pi}^{\tilde{X}}$ of $(q+2)$ differential forms as follows:
- $\Omega_{0, \pi}^{\widetilde{X}}=0$ and $\Omega_{1, \pi}^{\widetilde{X}}=\operatorname{Span}\left\{d L_{f_{u}}(\widetilde{h}) \wedge d \widetilde{h} \wedge \pi ; u \in \mathbb{R}^{m}\right\}$,
- for $k \geq 1, \Omega_{k+1, \pi}^{\widetilde{X}}=\operatorname{Span}\left\{L_{f_{u}}\left(i_{\widetilde{X}}(\widetilde{\omega})\right) \wedge d \widetilde{h} \wedge \pi ; u \in\right.$ $\left.\mathbb{R}^{m} ; \widetilde{\omega} \in \Omega_{k, \pi}^{\widetilde{X}}\right\}+\Omega_{k, \pi}^{\widetilde{X}}$.


## B. Existence theorem

In the single output case (see [4], [6]), ( [5] for the the multi-output case) the authors gave necessary and sufficient conditions under which nonlinear systems can be transformed in a state affine system up to output injection.
The following theorem states an existence theorem which extends those stated in [4], [5]:

## Theorem 1:

Observable system (3) can be transformed by a local change of coordinates around some $x_{\sim}^{0} \in \mathbb{R}^{n}$ to a cascadeobservable system (1) in which $C$ and $\widetilde{C}$ are of rank 1 , if and only if, the following conditions hold on some neighborhood of $x^{0}$ :

1) It exists a vector field $X$ satisfying the following conditions:

1-i) $L_{X}(h)=1$.
1-ii) The algebraic sum $\Omega^{X}=\sum_{k \geq 1} \Omega_{k}^{X}$ is a real vector space of dimension $q-1$.
1-iii) For every $\omega \in \Omega^{X}, d\left(i_{X}(\omega)\right)=0$.
1-iv) The dimension of $\left.\left[\bigwedge^{q-1}\left(i_{X}\left(\Omega^{X}\right)\right) \wedge d h\right]\right|_{x^{0}}$ is equal to 1 , where $\left.\left[\wedge^{q-1}\left(i_{X}\left(\Omega^{X}\right)\right) \wedge d h\right]\right|_{x^{0}}=\left\{i_{X}\left(\omega_{1}\right) \wedge \ldots \wedge\right.$ $\left.i_{X}\left(\omega_{q-1}\right) \wedge d h\left(x^{0}\right) ; \quad \omega_{i} \in \Omega^{X}, 1 \leq i \leq q-1\right\}$.
2) Consider the following functions $\varphi_{1}, \ldots, \varphi_{q+1}$ defined by:

$$
\begin{align*}
& \varphi_{1}=h \\
& \varphi_{q+1}=\widetilde{h}  \tag{4}\\
& \left(d \varphi_{1}, \ldots, d \varphi_{q}\right) \text { forms a basis of } i_{X}\left(\Omega^{X}\right)+\mathbb{R} d h
\end{align*}
$$

Setting $\pi=d \varphi_{1} \wedge \ldots \wedge d \varphi_{q}$, then there exists a $(q+1)$ tuple of vector fields $\widetilde{X}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)$ satisfying the following conditions on some neighborhood of $x^{0}$ :

2-i) $L_{\widetilde{X}_{i}}\left(\varphi_{j}\right)=\delta_{i j}$, where $\delta_{i j}=1$ if $i=j$ and 0 otherwise.
2-ii) The algebraic sum $\Omega_{\pi}^{\widetilde{X}}=\sum_{k \geq 1} \Omega_{k, \pi}^{\tilde{X}}$ is a real vector space of dimension $n-q-1$.
2-iii) For every $\widetilde{\omega} \in \Omega_{\pi}^{\widetilde{X}}, d\left(i_{\widetilde{X}}(\widetilde{\omega})\right)=0$.
2-iv) The dimension of $\left[\wedge^{n-q-1}\left(i_{\widetilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)\right) \wedge d \varphi_{1} \wedge \ldots \wedge\right.$ $\left.d \varphi_{q+1}\right]\left.\right|_{x^{0}}$ is equal to 1 .
The proof of theorem 1 can be obtained by following the same approach as the one proposed in the works [4], [5]. The outline of the proof is summarized as follows:

1) Sufficient condition: $i_{X}\left(\Omega^{X}\right)$ and $i_{\widetilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)$ are vector spaces of dimension $q-1$ and $n-q-1$ respectively, and $\quad\left(i_{X}\left(\omega_{1}\right), \ldots, i_{X}\left(\omega_{q-1}\right)\right), \quad\left(i_{\widetilde{X}}\left(\widetilde{\omega}_{1}\right), \ldots, i_{\widetilde{X}}\left(\widetilde{\omega}_{n-q-1}\right)\right)$ are their respective bases. Setting $d z_{1}=d h, d z_{i}=$ $i_{X}\left(\omega_{i+1}\right), d \widetilde{z}_{1}=d \widetilde{h}$ and $d \widetilde{z}_{i}=i_{\widetilde{X}}\left(\widetilde{\omega}_{i+1}\right)$. It can be shown that $L_{f_{u}}\left(z_{i}\right)=\sum_{j=2}^{q} a_{i j}(u) z_{j}+\psi_{i}\left(u, z_{1}\right)$ and $L_{f_{u}}\left(\widetilde{z}_{i}\right)=$ $\sum_{j=2}^{n-q} \widetilde{a}_{i j}(u) \widetilde{z}_{j}+\psi_{i}\left(u, z, \widetilde{z}_{1}\right)$. Consequently, in the $(z, \widetilde{z})$ system of coordinates system (3) takes the cascade form (1).
2) Necessary condition: Since conditions 1), 2) of theorem 1 are intrinsic (they do not depend on the system of coordinates), it suffices to show them for the cascade observable system (1). After a simple linear change of coordinates, we can assume that $y=C z=z_{1}$ and $\tilde{y}=$ $\widetilde{C} \widetilde{z}=\widetilde{z}_{1}$, and it can be shown that $X=\frac{\partial^{2}}{\partial z_{1}}$ and $\widetilde{X}=$ $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)=\left(\frac{\partial}{\partial z_{1}}, \ldots, \frac{\partial}{\partial z_{q}}, \frac{\partial}{\partial \widetilde{z}_{1}}\right)$ satisfy conditions 1) and 2) of theorem 1.

In the following, we focus on the development of an algorithm permitting to calculate vector fields $X, \widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}$ which meet conditions 1) and 2) of theorem 1.

## III. Procedure of calculation of vector fields $X, \widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}$

## A. Preliminary results

The following notations will be used in the sequel:

- Let $V$ be a vector space, and $W$ a subspace of $V$, then for $\xi, \xi^{\prime} \in V$, the notation $\xi=\xi^{\prime}$ modulo ( $W$ ) means that $\xi=\xi^{\prime}+w$, for some $w \in W$.
- Setting $\mathscr{F}$ (resp. $\mathscr{V}$ ) to be a set of one-differential form (resp. of vector fields). $D=\operatorname{Span}(\mathscr{F})$ (resp. $\Delta=$ $\operatorname{Span}(\mathscr{V})$ ) will denote the co-distribution (resp. the distribution) spanned by $\mathscr{F}$ (resp. by $\mathscr{V}$ ).
- The orthogonal of a co-distribution $D$ is the distribution $\Delta=\operatorname{Ker}(D)=\operatorname{Span}(\{X ; \omega(X)=0, \forall \omega \in \mathscr{F}\})$, where $\omega(X)$ is the duality product between one-form and vector fields. In particular, if $\mathscr{F}$ is spanned by a family of one-exact form $\{d \varphi ; \varphi \in \widetilde{\mathscr{F}}\}$, then $\Delta=\operatorname{Ker}(D)$
is the distribution spanned by the set of vector fields $\left\{X ; L_{X}(\varphi)=0, \forall \varphi \in \widetilde{\mathscr{F}}\right\}$.
- Let $D, D^{\prime}$ be two co-distributions, with $D^{\prime} \subset D$, then the quotient $D / D^{\prime}$ will denote the set of equivalent class of differential forms $[\omega]=\omega+D^{\prime}=\left\{\omega+\omega^{\prime} ; \quad \omega^{\prime} \in D^{\prime}\right\}$, where $\omega \in D$. Similarly, if $\Delta \subset \Delta^{\prime}$ are two distributions, elements of the quotient $\Delta^{\prime} / \Delta$ will be denoted by $[X]=$ $X+\Delta$ where $X \in \Delta^{\prime}$.
If $[\omega] \in D / D^{\prime}$ and $\chi \in D$ such that $[\omega]=[\chi]$, then we set $\omega=\chi$ modulo ( $D^{\prime}$ ).
Finally, if $X, Z$ are two vector fields, $[X, Z]$ will denote the Lie bracket of these vector fields.
The following flag of co-distributions and distributions will be considered:

$$
\begin{align*}
& D_{0} \subset \ldots \subset D_{k} \subset \ldots \\
& \Delta_{0} \supset \ldots \supset \Delta_{k} \supset \ldots \\
& \widetilde{D}_{0} \subset \ldots \subset \widetilde{D}_{k} \subset \ldots  \tag{5}\\
& \widetilde{\Delta}_{0} \supset \ldots \supset \widetilde{\Delta}_{k} \supset \ldots
\end{align*}
$$

Where,

- $D_{0}=0$ the null co-distribution, $D_{1}=\operatorname{Span}(\{d h\})$, by induction $D_{k+1}=D_{k}+\operatorname{Span}\left(\left\{d L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}(h) ; u_{1}, \ldots\right.\right.$, $\left.u_{k} \in \mathbb{R}^{m}\right\}$ ), and $D_{\sharp}=\sum_{k \geq 1} D_{k}$.
- $\widetilde{D}_{0}=D_{\sharp}, \widetilde{D}_{1}=\widetilde{D}_{0}+\operatorname{Span}(\{d \widetilde{h}\})$, for $k \geq 1, \widetilde{D}_{k+1}=$ $\widetilde{D}_{k}+\operatorname{Span}\left(\left\{d L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}(\widetilde{h}) ; u_{1}, \ldots, u_{k} \in \mathbb{R}^{m}\right\}\right)$, and $\widetilde{D}_{\sharp}=\sum_{k \geq 1} \widetilde{D}_{k}$.
- ${\underset{\sim}{\Delta_{k}}}_{k}=\operatorname{Ker}\left(D_{k}\right)$, and ${\underset{\sim}{\Delta}}_{\sharp}=\operatorname{Ker}\left(D_{\sharp}\right)$.
- $\widetilde{\Delta}_{k}=\operatorname{Ker}\left(\widetilde{D}_{k}\right)$, and $\widetilde{\Delta}_{\sharp}=\operatorname{Ker}\left(\widetilde{D}_{\sharp}\right)$.
- The quotient co-distribution $D_{k} / D_{k-1}$ (resp. $\widetilde{D}_{k} / \widetilde{D}_{k-1}$ ) is the dual of the quotient distribution $\Delta_{k-1} / \Delta_{k}$ (resp. $\left.\widetilde{\Delta}_{k-1} / \widetilde{\Delta}_{k}\right)$. The duality product $[\omega]([X])=\omega(X)$ is well defined.
In the two following claims, $f_{u}=\sum_{i=1}^{q}\left(A_{i}(u) z+\psi_{i}(u, y)\right) \frac{\partial}{\partial z_{i}}+$ $\sum_{i=1}^{n-q}\left(\widetilde{A}_{i}(u) \widetilde{z}+\widetilde{\psi}_{i}(u, z, \widetilde{y})\right) \frac{\partial}{\partial \widetilde{z}_{i}}$, and the outputs $h, \widetilde{h}$ are respectively $y=C z=z_{1}, \widetilde{y}=\widetilde{C} \widetilde{z}=\widetilde{z}_{1}$.
Considering the rings $\mathscr{H}_{k}, \widetilde{\mathscr{H}}_{k}$ such that:
- $\mathscr{H}_{0}=\mathscr{C}^{\infty}\left\{z_{1}\right\}$ (resp. $\widetilde{\mathscr{H}}_{0}=\mathscr{C}^{\infty}\left\{z_{1}, \ldots, z_{q}, \widetilde{z}_{1}\right\}$ ) is the ring of $\mathscr{C}^{\infty}$-functions $\varphi\left(z_{1}\right)$ (resp. $\varphi\left(z_{1}, \ldots, z_{q}, \widetilde{z}_{1}\right)$ ).
- $\mathscr{C}^{\infty}\{z\}$ (resp. $\mathscr{C}^{\infty}\{z, \tilde{z}\}$ ) denotes the ring of $\mathscr{C}^{\infty}$ functions $\varphi\left(z_{1}, \ldots, z_{q}\right)\left(\operatorname{resp} . \varphi\left(z_{1}, \ldots, z_{q}, \widetilde{z}_{1}, \ldots, \widetilde{z}_{n-q}\right)\right.$ ). Then for $k \geq 1, \mathscr{H}_{k}$ (resp. $\widetilde{\mathscr{H}}_{k}$ ) is the smallest subring of $\mathscr{C}^{\infty}\{z\}$ (resp. of $\mathscr{C}^{\infty}\{z, \tilde{z}\}$ ) containing $\mathscr{H}_{k-1} \cup$ $\left\{\underset{\sim}{C A}\left(u_{1}\right) \ldots \underset{\sim}{A}\left(u_{k}\right) z ; \quad u_{1}, \ldots, u_{k} \in \mathbb{R}^{m}\right\} \quad\left(\right.$ resp. $\mathscr{H}_{k-1} \cup$ $\left.\left\{\widetilde{C} \widetilde{A}\left(u_{1}\right) \ldots \widetilde{A}\left(u_{k}\right) \widetilde{z} ; u_{1}, \ldots, u_{k} \in \mathbb{R}^{m}\right\}\right)$.
Then we have:
Claim 1:
i) $L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}(C z)=C A\left(u_{1}\right) \ldots A\left(u_{k}\right) z$ modulo $\left(\mathscr{H}_{k-1}\right)$.
ii) $\left.L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}(\widetilde{C} \widetilde{z})\right)=\widetilde{C} \widetilde{A}\left(u_{1}\right) \ldots \widetilde{A}\left(u_{k}\right) \widetilde{z}$ modulo $\left(\widetilde{\mathscr{H}_{k-1}}\right)$.

The following claim can be deduced from the above one.

Claim 2:

- The flags of co-distributions $D_{0} \subset \ldots \subset D_{k} \subset \ldots$; $\widetilde{D}_{0} / D_{\sharp} \subset \ldots \subset \widetilde{D}_{k} / D_{\sharp} \subset \ldots$ are of constant dimensions and defined as follows:
a) $D_{1}=\operatorname{Span}(d C z)$, and for $k \geq 2, D_{k}$ is spanned by the set of one-forms $\{d C z\} \cup\left\{d C A\left(u_{1}\right) \ldots A\left(u_{l}\right) z ; 1 \leq l \leq\right.$ $\left.k-1, u_{j} \in \mathbb{R}^{m}\right\}$.
b) Similarly, $\widetilde{D}_{1} / D_{\sharp}$ can be identified with the codistribution $\operatorname{Span}(d \widetilde{C} \tilde{z})$, and for $k \geq 2, \widetilde{D}_{k} / D_{\sharp}$ is isomorphic to the co-distribution spanned by the set of oneforms $\{d \widetilde{C} \widetilde{z}\} \cup\left\{d \widetilde{C} \widetilde{A}\left(u_{1}\right) \ldots \widetilde{A}\left(u_{l}\right) \widetilde{z} ; 1 \leq l \leq k-1, u_{j} \in\right.$ $\left.\mathbb{R}^{m}\right\}$.
- System (1) is cascade observable iff: $\operatorname{dim} D_{\sharp}=q$ ( $q$ is the dimension of the $z$-space), and $\operatorname{dim} \widetilde{D}_{\sharp} / D_{\sharp}=n-q$ ( $n-q$ is the dimension of $\widetilde{z}$-space).
In the sequel, we set $v($ resp $\widetilde{v})$ to be the smallest integer such that $D_{v}=D_{\sharp}\left(\right.$ resp. $\left.\widetilde{D}_{\widetilde{v}} / D_{\sharp}=\widetilde{D}_{\sharp} / D_{\sharp}\right)$ :

$$
\begin{align*}
& D_{0} \subset \ldots \subset D_{v}=D_{v+1} \\
& \widetilde{D}_{0} / D_{\sharp} \subset \ldots \subset \widetilde{D}_{\widetilde{v}} / D_{\sharp}=\widetilde{D}_{\widetilde{v}+1} / D_{\sharp} \tag{6}
\end{align*}
$$

This subsection will be ended by the two following technical results:

## Lemma 1:

If $d \varphi \in D_{k-1}$ (resp. $d \widetilde{\varphi} \in \widetilde{D}_{k-1}$ ) and $X \in \Delta_{k-1}$ (resp. $\widetilde{X} \in$ $\left.\widetilde{\Delta}_{k-1}\right)$, then $d \varphi\left(\left[f_{u}, X\right]\right)=-d\left(L_{f_{u}}(\varphi)\right)(X)=-L_{X}\left(L_{f_{u}}(\varphi)\right)$ $\left(\operatorname{resp} . d \varphi\left(\left[f_{u}, \widetilde{X}\right]\right)=-d\left(L_{f_{u}}(\widetilde{\varphi})\right)(\widetilde{X})=-L_{\widetilde{X}}\left(L_{f_{u}}(\widetilde{\varphi})\right)\right)$.

## Proof of lemma 1.

Let $d \varphi \in D_{k-1}$ and $X \in \Delta_{k-1}$, the equality $d \varphi\left(\left[f_{u}, X\right]\right)=$ $-d\left(L_{f_{u}}(\varphi)\right)(X)$ follows from the following facts:

- $d \varphi\left(\left[f_{u}, X\right]\right)=L_{f_{u}}\left(L_{X}(\varphi)\right)-L_{X}\left(L_{f_{u}}(\varphi)\right)$ $=d\left(L_{X}(\varphi)\right)\left(f_{u}\right)-d\left(L_{f_{u}}(\varphi)\right)(X)$,
- $X \in \Delta_{k} \subset \Delta_{k-1}=\operatorname{Ker}\left(D_{k-1}\right)$,
- $L_{X}(\varphi)=d \varphi(X)=0$

Similar argument can be used to prove $d \varphi\left(\left[f_{u}, \widetilde{X}\right]\right)=$ $-d\left(L_{f_{u}}(\widetilde{\varphi})\right)(\widetilde{X})$.

Claim 3:
Let $Z=\left(Z_{1}, \ldots, Z_{k}\right)$ be a $k$-tuple of vector fields, let $g, \varphi_{1}, \ldots, \varphi_{k}$ be $\mathscr{C}^{\infty}$-functions such that $d \varphi_{1} \wedge \ldots \wedge d \varphi_{k}$ is nowhere vanish and that $L_{Z_{j}}\left(\varphi_{i}\right)=\delta_{i j}$, then:
$i_{Z}\left(d g \wedge d \varphi_{1} \wedge \ldots \wedge d \varphi_{k}\right)=d g-\sum_{j=1}^{k} L_{Z_{j}}(g) d \varphi_{j}$.
More precisely, we have:
$i_{Z}\left(d g \wedge d \varphi_{1} \wedge \ldots \wedge d \varphi_{k}\right)=(-1)^{q}\left(d g-\sum_{j=1}^{k} L_{Z_{j}}(g) d \varphi_{j}\right)$.

## B. Algorithm

In this subsection, we will give an algorithm permitting to calculate the vector fields $X, \widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}$, which meet conditions of theorem 1. This algorithm will be obtained in three steps:

1) The first step consists to calculate $X$ using only $f(u, x)$ and $h(x)$.
2) The knowledge of $f(u, x), h, \widetilde{h}(x)$ and $X$ allows to calculate $\widetilde{X}_{q+1}$.
3) Finally, $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}$ can be computed based on the knowledge of $f(u, x), h, \widetilde{h}(x), X$ and $\widetilde{X}_{q+1}$.

Assuming that the flags of co-distributions:

$$
\begin{align*}
& 0=D_{0} \subset \ldots \subset D_{v}=D_{v+1} \\
& 0=\widetilde{D}_{0} / D_{v} \subset \ldots \subset \widetilde{D}_{\widetilde{v}} / D_{v}=\widetilde{D}_{\widetilde{v}+1} / D_{v} \tag{7}
\end{align*}
$$

are of constant dimensions and that $\operatorname{dim}\left(D_{v}\right)=q$, $\operatorname{dim}\left(\widetilde{D}_{\widetilde{v}} / D_{v}\right)=n-q$.
For $k \geq 1$, we define the bases $B_{k}$ and $\widetilde{B}_{k}$ of $D_{k} / D_{k-1}$ and $\widetilde{D}_{k} / \widetilde{D}_{k-1}$ as follows:

$$
\begin{align*}
& B_{1}=\{[d h]\}, \widetilde{B}_{1}=\{[d \widetilde{h}]\} \\
& \text { for } k \geq 2: \\
& B_{k}=\left\{\left[d\left(L_{f_{u_{k-1}}} \ldots L_{f_{u_{1}}}(h)\right)\right] ; \quad\left(u_{1}, \ldots, u_{k-1}\right) \in \mathscr{U}_{k-1}\right\} \\
& \widetilde{B}_{k}=\left\{\left[d\left(L_{f_{\widetilde{u}_{k-1}}} \ldots L_{\widetilde{u}_{\widetilde{u}_{1}}}(\widetilde{h})\right)\right] ;\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k-1}\right) \in{\widetilde{U_{k-1}}}\right\} \tag{8}
\end{align*}
$$

for some subsets $\mathscr{U}_{k-1}$ and $\widetilde{\mathscr{U}_{k-1}}$ of $\left(\mathbb{R}^{m}\right)^{k-1}$.
The symbol $[()$.$] stands for the equivalent class of (.).$
Now, let $B_{v}^{*}, \widetilde{B}_{\widetilde{v}}^{*}$ be the respective dual bases of $B_{v}$ and $\widetilde{B}_{\widetilde{v}}$ ( $B_{v}^{*}, \widetilde{B}_{\widetilde{v}}^{*}$ are bases of $\Delta_{v-1} / \Delta_{v}$ and $\widetilde{\Delta}_{\widetilde{v}-1} / \widetilde{\Delta}_{\widetilde{v}}$ ), the following vector fields will be required in theorem 2 below :

- The vector fields $\left[Z_{u_{1} \ldots u_{v-1}}\right],\left[\widetilde{Z}_{\widetilde{u}_{1} \ldots \widetilde{u}_{\widetilde{v}-1}}\right]$ :

Let $\left(u_{1}, \ldots, u_{v-1}\right)$, (resp. $\left.\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{\widetilde{v}-1}\right)\right)$ be fixed elements of $\mathscr{U}_{v-1}$ (resp. of $\widetilde{\mathscr{U}}_{\widetilde{v}-1}$ ), then $[Y]=\left[Z_{u_{1} \ldots u_{v-1}}\right]$ (resp. $[\widetilde{Y}]=$ $\left[\widetilde{Z}_{\widetilde{u}_{1} \ldots \widetilde{u}_{\tilde{v}-1}}\right]$ ) is the element of $B_{v}^{*}$ (resp. of $\widetilde{B}_{\widetilde{v}}^{*}$ ) defined by:
for $\left(v_{1}, \ldots, v_{v-1}\right) \in \mathscr{U}_{v-1}, \quad d\left(L_{f_{v_{v-1}}} \ldots L_{f_{v_{1}}}(h)\right)(Y)=1$,
if $\left(u_{1}, \ldots, u_{v-1}\right)=\left(v_{1}, \ldots, v_{v-1}\right)$, and 0 otherwise

if $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{\tilde{v}-1}\right)=\left(\widetilde{v}_{1}, \ldots, \widetilde{v}_{\tilde{v}-1}\right)$, and 0 otherwise

- The vector fields $\left[Y^{u_{1} \ldots u_{v-1}}\right],\left[\widetilde{Y}^{\tilde{u}_{1} \ldots \widetilde{u}_{\tilde{v}-1}}\right]$ :

Setting $[Y]=\left[Z_{u_{1} \ldots u_{v-1}}\right]$ and $[\widetilde{Y}]=\left[\widetilde{Z}_{\widetilde{u}_{1} \ldots \widetilde{u}_{\widetilde{v}-1}}\right]$, then:

$$
\begin{align*}
Y_{u_{1} \ldots u_{v-1}} & {\left.\left[f_{u_{v-1}},\left[\ldots,\left[f_{u_{1}}, Y\right] \ldots\right]\right]\right] } \\
\widetilde{Y}^{\tilde{u}_{1} \ldots \widetilde{u}_{\widetilde{v}-1}} & \left.=\left[\int_{\widetilde{u}_{\widetilde{v}-1}},\left[\ldots,\left[\ldots, f_{\widetilde{u}_{1}}, Y\right] \ldots\right]\right]\right] \tag{10}
\end{align*}
$$

In order to state lemma 2 below, the following notations will be required:

- Let $\left(d \varphi_{1}, \ldots, d \varphi_{q}\right)$ be a basis of $D_{V}$ and $d \varphi_{q+1}=d \widetilde{h}$.
- Setting $\widetilde{\pi}=d \varphi_{1} \wedge \ldots \wedge d \varphi_{q+1}$.
- Let $\widetilde{X}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)$ be a $(q+1)$-tuple of vector fields satisfying $L_{\widetilde{X}_{i}}\left(\varphi_{j}\right)=\delta_{i j}$.
- For $\widetilde{u}_{1} \in \widetilde{\mathscr{U}_{1}}$, we set $\widetilde{\omega}_{\widetilde{u}_{1}}=d L_{f_{\tilde{u}_{1}}}(\widetilde{h}) \wedge \tilde{\pi}$.
- For $k \geq 2$ and $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}_{k}}$, we set $\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}=$ $L_{f_{\widetilde{u}_{k}}}\left(i_{\widetilde{X}}\left(\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k-1}}\right)\right) \wedge \widetilde{\pi}$.
Thus we have:


## Lemma 2:

For $1 \leq k \leq \widetilde{v}-1$; for every $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}_{k}}$ the following
properties hold:

$$
\begin{align*}
& \widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}=d L_{{\tilde{\tilde{u}_{k}}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) \wedge \widetilde{\pi} \\
& +\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{{\tilde{\tilde{u}_{l}}}^{\prime}} \ldots L_{f_{\widetilde{u}_{l}}}(\widetilde{h}) \wedge \widetilde{\pi}  \tag{11}\\
& i_{\widetilde{X}}\left(\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}\right)=d L_{f_{\tilde{u}_{k}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h})-\sum_{j=1}^{q} L_{\widetilde{X}_{j}} L_{f_{\tilde{u}_{k}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h}) d \varphi_{j}+\Theta_{k} \\
& \Theta_{k}=\widetilde{\Theta}_{k}-\sum_{j=1}^{q} \sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \tilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \tilde{u}_{l}}(x) L_{\widetilde{X}_{j}} L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h}) d \varphi_{j} \\
& \widetilde{\Theta}_{k}=\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{f_{\tilde{x}_{l}}} \ldots L_{f_{\widetilde{u}_{l}}}(\widetilde{h})+g_{k}(x) d \varphi_{q+1} \tag{12}
\end{align*}
$$

with the property that $g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(),. g_{k}($.$) are \mathscr{C}^{\infty}$-functions which do not depend on $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$.

## Proof of lemma 2.

- For $k=1$ :

Let $u_{1} \in \mathscr{U}_{1}$, by definition $\widetilde{\omega}_{\widetilde{u}_{1}}=d L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) \wedge \widetilde{\pi}$, and from claim 3, we know that $i_{\widetilde{X}}\left(\widetilde{\omega}_{\tilde{u}_{1}}\right)=d L_{f_{\tilde{u}_{1}}}(\widetilde{h})-$ $\sum_{j=1}^{q+1} L_{\widetilde{X}_{j}} L_{\int_{\widetilde{u}_{1}}}(\widetilde{h}) d \varphi_{j}=d L_{f_{\widetilde{u}_{1}}}(\widetilde{h})-\sum_{j=1}^{q} L_{\widetilde{X}_{j}} L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) d \varphi_{j}+\Theta_{1}$, here $\Theta_{1}=L_{\widetilde{X}_{q+1}} L_{\tilde{u}_{1}}(\widetilde{h}) d \varphi_{q+1}$. Hence (11), (12) are true for $k=1$.

- Assuming that (11), (12) hold for $1 \leq l \leq k-1$, and let us show them for $k$. Using the definition of $\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}$ and applying (12) for $k-1$, we get:

$$
\begin{align*}
& \widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}=d L_{f_{\widetilde{u}_{k}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h}) \wedge \widetilde{\pi} \\
& -L_{f_{\widetilde{u}_{k}}}\left[\sum_{j=1}^{q} L_{\widetilde{X}_{j}} L_{f_{\widetilde{u}_{k-1}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) d \varphi_{j}\right] \wedge \widetilde{\pi}+L_{f_{\widetilde{u}_{k}}}\left(\Theta_{k-1}\right) \wedge \tilde{\pi} \\
& \Theta_{k-1}=\widetilde{\Theta}_{k-1}-\sum_{j=1}^{q} \sum_{l=1}^{k-2} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) L_{\widetilde{X}_{j}} L_{{\widetilde{\widetilde{u}_{l}}}} \ldots \\
& L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) d \varphi_{j} \\
& \widetilde{\Theta}_{k-1}=\sum_{l=1}^{k-2} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) \\
& +\widetilde{g}_{k-1}(x) d \varphi_{q+1} \tag{13}
\end{align*}
$$

and $g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}, \widetilde{g}_{k-1}$ do not depend on $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$.
Using the fact that $d \varphi_{i} \in D_{v}$, for $1 \leq i \leq q$, and that $L_{f_{u}}\left(D_{v}\right) \subset D_{v}$, then the following equality holds for every smooth functions $a_{1}(x), \ldots, a_{q}(x)$ :

$$
\begin{equation*}
L_{f_{u}}\left(\sum_{j=1}^{q} a_{j}(x) d \varphi_{j}\right) \wedge \widetilde{\pi}=0 \tag{14}
\end{equation*}
$$

Combining (14) with expressions of $\Theta_{k-1}, \widetilde{\Theta}_{k-1}$, we get:

$$
\begin{align*}
& \widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}=d L_{f_{\widetilde{u}_{k}}} \ldots L_{{\tilde{\tilde{u}_{1}}}}(\widetilde{h}) \wedge \widetilde{\pi}+\sum_{l=1}^{k-2} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} L_{f_{\widetilde{u}_{k}}} \\
& \left.\quad\left[\widetilde{g}_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}} \widetilde{h}\right)+\widetilde{g}_{k-1}(x) d \varphi_{q+1}\right] \wedge \widetilde{\pi} \tag{15}
\end{align*}
$$

By construction $L_{f_{\widetilde{u}_{k}}}\left[\widetilde{g}_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h})\right] \quad$ and $L_{f_{\tilde{u}_{k}}}\left(\widetilde{g}_{k-1}(x) d \varphi_{q+1}\right) \wedge \tilde{\pi}$ do not depend on $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$ and $\left\{d \varphi_{1}, \ldots, d \varphi_{q+1}\right\} \cup\left\{d L_{f_{\tilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) ;\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in\right.$ $\left.\widetilde{\mathscr{U}_{l}}, 1 \leq l \leq k-1\right\}$ forms a basis of $\widetilde{D}_{k}$, hence the last term of the right hand expression (15) takes the form $\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) d L_{f_{\tilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) \wedge \widetilde{\pi}$, where the $g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x)$ 's are $\mathscr{C}^{\infty}$-functions which do not depend on ( $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}$ ). Consequently, expression (11) is satisfied.
In order to end the proof of lemma 2, it remains only to check (12).
Applying claim 3 to expression (11), we get:

$$
\begin{align*}
& i_{\widetilde{X}}\left(\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}\right)=d L_{f_{\widetilde{u}_{k}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h})+\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) \\
& d L_{\int_{\widetilde{u}_{l}}} \ldots L_{{\widetilde{\widetilde{u}_{1}}}}(\widetilde{h})-\sum_{j=1}^{q+1} L_{\widetilde{X}_{j}} L_{\widetilde{u}_{k}} \ldots L_{{\widetilde{\widetilde{u}_{1}}}}(\widetilde{h}) d \varphi_{j} \\
& -\sum_{j=1}^{q+1} \sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) L_{\widetilde{X}_{j}} L_{\widetilde{\widetilde{u}}_{l}} \ldots L_{f_{\widetilde{u}_{1}}}(\tilde{h}) d \varphi_{j} \tag{16}
\end{align*}
$$

Finally, expression (12) follows from (16) in which we introduce:

$$
\begin{align*}
& \widetilde{\Theta}_{k}=\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{l} \ldots \widetilde{u}_{l}}(x) d L_{f_{\widetilde{u}_{l}} \ldots L_{f_{\widetilde{u}_{l}}}(\widetilde{h})+g_{k}(x) d \varphi_{q+1}, ~} \\
& \text { where } g_{k}(x)=-L_{\widetilde{X}_{q+1}} L_{f_{\widetilde{u}_{k}}} \ldots L_{\int_{\widetilde{u}_{1}}}(\widetilde{h})-\sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} \\
& g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) L_{\widetilde{X}_{q+1}} L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) \\
& \Theta_{k}=\widetilde{\Theta}_{k}-\sum_{j=1}^{q} \sum_{l=1}^{k-1} \sum_{\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{l}\right) \in \widetilde{\mathscr{U}}_{l}} g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x) L_{\widetilde{X}_{j}} L_{f_{\widetilde{u}_{l}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h}) d \varphi_{j} \tag{17}
\end{align*}
$$

Moreover, by construction $g_{\widetilde{u}_{1} \ldots \widetilde{u}_{l}}(x)$ and $g_{k}$ do not depend on $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$. This ends the proof of lemma 2.

Now we can state the algorithm which allows to calculate vector fields $X, \widetilde{X}_{1}, \ldots, \widetilde{X}_{q}, \widetilde{X}_{q+1}$ satisfying conditions 1) and 2) of theorem 1.

Theorem 2: (Algorithm)
System (3) can be steered by a local change of coordinates around some $x^{0}$ to a cascade-observable system (1), if, and only if, the following conditions hold:
a) The flag of co-distributions $D_{0} \subset \ldots \subset D_{v}=D_{v+1}$, $\widetilde{D}_{0} / D_{v} \subset \ldots \subset \widetilde{D}_{\widetilde{v}} / D_{v}=\widetilde{D}_{\widetilde{v}+1} / D_{v}$ are of constant dimension on some neighborhood of $x^{0}$, and $\operatorname{dim}\left(D_{v}\right)=q$, $\operatorname{dim}\left(\widetilde{D}_{\widetilde{v}} / D_{\sharp}\right)=n-q$
b) Let $B_{v}$ and $\widetilde{B}_{\widetilde{v}}$ be any fixed bases of $D_{v} / D_{v-1}$ and $\widetilde{D}_{\widetilde{v}} / \widetilde{D}_{\widetilde{v}-1}$ (see the construction (8)). Let $Y$ and $\widetilde{Y}$ be any fixed vector fields of the form $[Y]=\left[Z_{u_{1}^{0} \ldots u_{v-1}^{0}}\right] \in B_{V}^{*}$ and $[\widetilde{Y}]=\left[\widetilde{Z}_{\widetilde{u}_{1}^{0} \ldots 0_{\widetilde{v}-1}^{0}}\right] \in \widetilde{B}_{\widetilde{v}}^{*}$, then the following properties hold:

1) The vector $X=(-1)^{v-1} Y^{u_{1}^{0} \ldots u_{v-1}^{0}}$ satisfies condition 1) of theorem 1.
2) Setting $\widetilde{X}_{q+1}=(-1)^{\widetilde{v}-1} \widetilde{Y}^{\tilde{u}_{1}^{0} \ldots \tilde{u}_{v-1}^{0}}$ and considering $\mathscr{C}^{\infty}$-functions $\varphi_{1}, \ldots, \varphi_{q+1}$ such that $\varphi_{1}=h, \varphi_{q+1}=\widetilde{h}$ and that $\left(d \varphi_{1}, \ldots, d \varphi_{q}\right)$ forms a basis of $i_{X}\left(\Omega^{X}\right)+$ $\mathbb{R} d h$. Let $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}$ be vector fields satisfying $L_{\widetilde{X}_{j}}\left(\varphi_{i}\right)=\delta_{i j}, 1 \leq j \leq q, 1 \leq i \leq q+1$, and such that for every $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}_{k}}, 1 \leq k \leq \widetilde{v}-1$, we have:
where $\Theta_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}$ is the one-differential form stated in (12). Then $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}$ satisfy condition 2 ) of theorem 1.
Remark 1: According to expression (12) of lemma 2, expression (18) is then equivalent to $d\left(i_{\widetilde{X}}\left(\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}\right)\right)=0$.

Some comments on the procedure of calculation of vector fields $X, \widetilde{X}_{1}, \ldots, \widetilde{X}_{q}, \widetilde{X}_{q+1}$ :

1) The calculation of the vector field $X$ requires only the knowledge of expressions of $f_{u}$ and $h$.
2) $\widetilde{X}_{q+1}$ can be directly computed from the knowledge of $X, f_{u}, h$ and $\widetilde{h}$.
3) For $1 \leq i \leq q+1$, the functions $\varphi_{i}$ can be deduced from $X, f_{u}$ and $h$ and $\widetilde{h}$.
4) Finally, we end these comments by giving the algorithm of computation of $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$ :
Computation of $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$ :
Based on the construction of $\widetilde{B}_{k}$ and the functions $\varphi_{1}, \ldots, \varphi_{q+1}$, the set $\left\{\varphi_{1}, \ldots, \varphi_{q+1}\right\} \cup\left\{L_{f_{\tilde{u}_{k}}} \ldots L_{f_{\widetilde{u_{1}}}}(\widetilde{h}) ; 1 \leq\right.$ $\left.k \leq \widetilde{v}-1, \quad\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}_{k}}\right\}$ forms a local system of coordinates, which we denote by $(\xi, \widetilde{\xi})$, and where

$$
\begin{gathered}
\xi=\left(\varphi_{1}, \ldots, \varphi_{q+1}\right)=\left(\xi_{1}, \ldots, \xi_{q+1}\right) \\
\widetilde{\xi}=\left(\widetilde{\xi}_{1}, \ldots, \widetilde{\xi}_{\widetilde{v}-1}\right), \quad \widetilde{\xi}_{k}=\left(\widetilde{\xi}_{k 1}, \ldots, \widetilde{\xi}_{k, \widetilde{d}_{k}}\right)
\end{gathered}
$$

where $\left\{d \widetilde{\xi}_{k 1}, \ldots, d \widetilde{\xi}_{k, \widetilde{d}_{k}}\right\}=\left\{d L_{{\tilde{\tilde{u}_{k}}}_{k}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h}) ;\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in\right.$ $\left.\widetilde{\mathscr{U}_{k}}\right\}$, and $\left\{\left[d L_{f_{\widetilde{u}_{k}} \ldots L_{\tilde{u}_{\widetilde{u}_{1}}}}(\widetilde{h})\right] ;\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}_{k}}\right\}=\widetilde{B}_{k+1}$.
Therefore, we adopt the following notations:

$$
\begin{gathered}
\widetilde{\omega}_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}=\widetilde{\omega}_{k i}=d \widetilde{\xi}_{k i} \\
L_{\widetilde{X}_{j}}\left(\widetilde{\xi}_{k i}\right)=L_{\widetilde{X}_{j}} L_{f_{\widetilde{u}_{k}}} \ldots L_{f_{\widetilde{u}_{1}}}(\widetilde{h})=\widetilde{X}_{k i}^{j}
\end{gathered}
$$

Using the fact that $L_{\widetilde{X}_{j}}\left(\varphi_{j}\right)=L_{\widetilde{X}_{j}}\left(\xi_{j}\right)=\delta_{i j}$, we obtain $\widetilde{X}_{j}=\frac{\partial}{\partial \xi_{j}}+\sum_{k=1}^{\widetilde{v}-1} \sum_{i=1}^{\tilde{d}_{k}} \widetilde{X}_{k i}^{j} \frac{\partial}{\partial \widetilde{\xi}_{k i}}$. Thus, the expression (12) can be rewritten:

$$
\begin{equation*}
i_{\widetilde{X}}\left(\widetilde{\omega}_{k i}\right)=d \widetilde{\xi}_{k i}-\sum_{j=1}^{q} \widetilde{X}_{k i}^{j} d \xi_{j}+\Theta_{k i} \tag{19}
\end{equation*}
$$

where the $\Theta_{k i}$ 's are one-differential forms depending at most on $\widetilde{X}_{l i}^{j}, 1 \leq l \leq k-\underset{\sim}{1}, 1 \leq j \leq q+1$.
The calculation of $\widetilde{X}_{k i}^{j}$,s follows from the following recursive procedure:

- We start by computing $\widetilde{X}_{1 i}^{j}, 1 \leq j \leq q, 1 \leq i \leq \widetilde{d}_{1}$ :

For $k=1$, expression (19) becomes:
$i_{\widetilde{X}}\left(\widetilde{\omega}_{1 i}\right)=d \widetilde{\xi}_{1 i}-\sum_{j=1}^{q} \widetilde{X}_{1 i}^{j} d \xi_{j}+\Theta_{1 i}$, where $\Theta_{1 i}$ is a known one-differential form which does not depend on $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}$. Now condition (18) of theorem 2 yields to:

$$
\sum_{j=1}^{q} d\left(\widetilde{X}_{1 i}^{j}\right) \wedge d \xi_{j}=d \Theta_{1 i}, \text { for } 1 \leq i \leq \widetilde{d}_{1}
$$

Hence the $\widetilde{X}_{1 i}^{j}$,s follows from the simple PDE system:

$$
\begin{align*}
& \text { for } 1 \leq j, l \leq q, 1 \leq i \leq \widetilde{d}_{1} \\
& \frac{\partial \widetilde{X}_{1 i}^{j}}{\partial \xi_{l}}-\frac{\partial \widetilde{X}_{1 i}^{l}}{\partial \xi_{j}}=\theta_{1 i}^{j l} \\
& \text { for } 1 \leq j \leq q, 1 \leq i \leq \widetilde{d}_{1}, 1 \leq t \leq \widetilde{v}-1,1 \leq s \leq \widetilde{d}_{t} \\
& \frac{\partial \widetilde{X}_{1 i}^{j}}{\partial \widetilde{\xi}_{t s}}=\widetilde{\theta}_{1 s i}^{j t} \tag{20}
\end{align*}
$$

where $\theta_{1 i}^{j l}$ and $\widetilde{\theta}_{1 s i}^{j t}$ are known functions depending only on the known vector field $\widetilde{X}_{q+1}$.

- Assuming that for $1 \leq j \leq q, 1 \leq l \leq k-1,1 \leq i \leq{\widetilde{d_{l}}}_{l}$, the functions $\widetilde{X}_{l i}^{j}$ are calculated, and let us compute $\widetilde{X}_{k i}^{j}$, $1 \leq i \leq \widetilde{d_{k}}$.
As for the first step, using expressions (18), (19) it follows that:

$$
\sum_{j=1}^{q} d\left(\widetilde{X}_{k i}^{j}\right) \wedge d \xi_{j}=d \Theta_{k i}
$$

which implies:

$$
\begin{align*}
\text { for } 1 & \leq j, l \leq q, 1 \leq i \leq \widetilde{d}_{k}, \\
\frac{\partial \widetilde{X}_{k i}^{j}}{\partial \xi_{l}} & -\frac{\partial \widetilde{X}_{k i}^{l}}{\partial \xi_{j}}=\theta_{k i}^{j l} \\
\text { for } 1 & \leq j \leq q, 1 \leq i \leq \widetilde{d}_{k}, 1 \leq t \leq \widetilde{v}-1,1 \leq s \leq \widetilde{d}_{t} \\
\frac{\partial \widetilde{X}_{k i}^{j}}{\partial \widetilde{\xi}_{t s}} & =\widetilde{\theta}_{k s i}^{j t} \tag{21}
\end{align*}
$$

where $\theta_{k i}^{j l}$ and $\widetilde{\theta}_{k s i}^{j t}$ are known functions depending on the computed functions $\widetilde{X}_{l i}^{j}, 1 \leq l \leq k-1$.
The proof of theorem 2 is based on the following proposition.

## Proposition 1:

Assuming that system (1) is cascade-observable, then the following properties hold:

1) Let $[Y]=\left[Z_{u_{1} \ldots u_{v-1}}\right] \in B_{v}^{*}$ and $X=(-1)^{v-1} Y^{u_{1} \ldots u_{v-1}}$, then

$$
\begin{equation*}
X=\frac{\partial}{\partial z_{1}}+\sum_{i=2}^{q} a_{i} \frac{\partial}{\partial z_{i}}+\sum_{i=1}^{n-q} b_{i}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}} \tag{22}
\end{equation*}
$$

where the $a_{i}$ 's are constants. Moreover, we have:

$$
\begin{equation*}
i_{X}\left(\Omega^{X}\right)=i_{\frac{\partial}{\partial z_{1}}}\left(\Omega^{\frac{\partial}{\partial z_{1}}}\right) \operatorname{modulo}\left(\mathbb{R} d z_{1}\right) \tag{23}
\end{equation*}
$$

2) Let $[\widetilde{Y}]=\left[\widetilde{Z}_{\widetilde{u}_{1} \ldots \widetilde{u}_{\widetilde{v}-1}}\right]$ be an element of $\widetilde{B}_{\widetilde{V}}^{*}$ and $\widetilde{X}_{q+1}=$ $(-1)^{\widetilde{v}-1} \widetilde{Y}^{\tilde{u}_{1} \ldots \widetilde{v}_{\tilde{v}-1}}$, and setting $\varphi_{i}=z_{i}$, for $1 \leq i \leq q$ and
$\varphi_{q+1}=\widetilde{z}_{1}$. Let $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}\right)$ be a sequence of vector fields such that $L_{\widetilde{X}_{j}}\left(\varphi_{i}\right)=\delta_{i j}$ for $1 \leq j \leq q, 1 \leq i \leq q+1$ and satisfying condition (18) of theorem 2 , then:

$$
\begin{equation*}
\widetilde{X}_{q+1}=\frac{\partial}{\partial \widetilde{z}_{1}}+\sum_{i=2}^{n-q} \widetilde{a}_{i} \frac{\partial}{\partial \widetilde{z}_{i}} \tag{24}
\end{equation*}
$$

where the $\widetilde{a}_{i}$ 's are constants and for $j=1, \ldots, q$,

$$
\begin{equation*}
\widetilde{X}_{j}=\frac{\partial}{\partial z_{j}}+\sum_{i=2}^{n-q} \beta_{i j}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}} \tag{25}
\end{equation*}
$$

Moreover, if $\pi=d z_{1} \wedge \ldots \wedge d z_{q}, \widetilde{X}_{j}^{0}=\frac{\partial}{\partial z_{j}}$, for $1 \leq j \leq q$, $\widetilde{X}_{q+1}^{0}=\frac{\partial}{\partial \widetilde{z}_{1}}$, and $\widetilde{X}^{0}=\left(\widetilde{X}_{1}^{0}, \ldots, \ldots, \widetilde{X}_{q+1}^{0}\right)$, then,

$$
\begin{equation*}
i_{\widetilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)=i_{\widetilde{X}^{0}}\left(\Omega_{\pi}^{\widetilde{X}^{0}}\right) \text { modulo }\left(d \mathscr{A}_{q}+\mathbb{R} d \widetilde{z}_{1}\right) \tag{26}
\end{equation*}
$$

where $\mathscr{A}_{q}=\mathscr{C}^{\infty}\left\{z_{1}, \ldots, z_{q}\right\}$ stands for the ring of $\mathscr{C}^{\infty}$ functions of $\left(z_{1}, \ldots, z_{q}\right)$.

## Proof of proposition 1.

Setting $A_{i}(u), \widetilde{A}_{i}(u)$ to be the respective $i$ th rows of $A(u)$, $\widetilde{A}(u)$, and $\psi_{i}(u, y), \widetilde{\psi}_{i}(u, z, \widetilde{y})$ are the $i$ th components of $\psi$ and $\widetilde{\psi}$. In the $(z, \widetilde{z})$-system of coordinates $f_{u}$ takes the form:
$f_{u}=\sum_{i=1}^{q}\left(A_{i}(u) z+\psi_{i}\left(u, z_{1}\right)\right) \frac{\partial}{\partial z_{i}}+\sum_{i=1}^{n-q}\left(\widetilde{A}_{i}(u) \widetilde{z}+\widetilde{\psi}_{i}\left(u, z, \widetilde{z}_{1}\right)\right) \frac{\partial}{\partial \widetilde{z}_{i}}$
Let $B_{k+1}=\left\{\left[d\left(L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}\left(z_{1}\right)\right)\right] ;\left(u_{1}, \ldots, u_{k}\right) \in \mathscr{U}_{k}\right\}, \widetilde{B}_{k+1}=$ $\left\{\left[d\left(L_{f_{\widetilde{u}_{k}}} \ldots L_{f_{\widetilde{u}_{1}}}\left(\widetilde{z}_{1}\right)\right)\right] ;\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \widetilde{\mathscr{U}}_{k}\right\}$ be the respective bases of $D_{k+1} / D_{k}$ and $\widetilde{D}_{k+1} / \widetilde{D}_{k}$.
From claim 1, we know that :

$$
\begin{align*}
& {\left[d\left(L_{f_{u_{k}}} \ldots L_{f_{u_{1}}}\left(z_{1}\right)\right)\right]=\left[d C A\left(u_{1}\right) \ldots A\left(u_{l}\right) z\right]}  \tag{28}\\
& {\left[d\left(L_{f_{\widetilde{u}_{k}}} \ldots L_{f_{\tilde{u}_{1}}}\left(\widetilde{z}_{1}\right)\right)\right]=\left[d \widetilde{C} \widetilde{A}\left(\widetilde{u}_{1}\right) \ldots \widetilde{A}\left(\widetilde{u_{l}}\right) \widetilde{z}\right]} \tag{29}
\end{align*}
$$

and from claim 2, the flags of co-distributions $D_{0}=0 \subset$ $\ldots \subset D_{v}=D_{v+1} ; 0=\widetilde{D}_{0} / D_{v} \subset \ldots \subset \widetilde{D}_{\widetilde{v}} / D_{v}=\widetilde{D}_{\widetilde{v}+1} / D_{v}$ are of constant dimensions. Now setting $n_{k}=\operatorname{dim}\left(D_{k}\right), \widetilde{n}_{k}=$ $\operatorname{dim}\left(\widetilde{D}_{k} / D_{v}\right)$, then we have $n_{0}=0<n_{1}=1<\ldots<n_{v}=q$; $\widetilde{n}_{0}=0<\widetilde{n}_{1}=1<\ldots<\widetilde{n}_{\widetilde{v}}=n-q$. Moreover, after a $(z, \widetilde{z})-$ linear change of coordinates, it can be assumed that:

$$
\left\{\begin{array}{l}
B_{k}=\left(\left[d z_{1+n_{k-1}}\right], \ldots,\left[d z_{n_{k}}\right]\right)  \tag{30}\\
\widetilde{B}_{k}=\left(\left[d \widetilde{z}_{1+\widetilde{n}_{k-1}}\right], \ldots,\left[d \widetilde{\widetilde{n}}_{\widetilde{n}_{k}}\right]\right)
\end{array}\right.
$$

and that in this new system of coordinates $A(u), \widetilde{A}(u)$ take the following triangular structure:

$$
\left\{\begin{array}{c}
\text { for } 1 \leq k \leq v-1, \text { for } n_{k-1}+1 \leq i \leq n_{k},  \tag{31}\\
A_{i}(u) z=a_{i 1}(u) z_{1}+a_{i 2}(u) z_{2}+\ldots+a_{i, n_{k+1}}(u) z_{n_{k+1}}
\end{array}\right.
$$

$$
\left\{\begin{array}{c}
\text { for } 1 \leq k \leq \widetilde{v}-1, \text { for } \widetilde{n}_{k-1}+1 \leq i \leq \widetilde{n}_{k}  \tag{32}\\
\widetilde{A}_{i}(u) \widetilde{z}=\widetilde{a}_{i 1}(u) \widetilde{z}_{1}+\widetilde{a}_{i 2}(u) \widetilde{z}_{2}+\ldots+\widetilde{a}_{i, \widetilde{n}_{k+1}}(u) \widetilde{z}_{\tilde{n}_{k+1}}
\end{array}\right.
$$

- Proof of property 1 ) of proposition 1 : Proof of expression (22):
Let $Y=Z_{u_{1} \ldots u_{v-1}}$ be a fixed element of $B_{v}^{*}$ (the dual
basis of $B_{v}$ ), thus after reordering $B_{v}$, it can be assumed that $\left[d L_{f_{u_{v-1}}} \ldots L_{f_{u_{1}}}\left(z_{1}\right)\right]=d z_{q}$, and hence:

$$
\begin{equation*}
d z_{n_{v-1}+i}(Y)=L_{Y}\left(z_{n_{v-1}+i}\right)=\delta_{q i}, \quad 1 \leq i \leq n_{v}-n_{v-1} \tag{33}
\end{equation*}
$$

Recalling that $B_{v}^{*}$ is a basis of $\Delta_{v-1} / \Delta_{v}$ and that $\Delta_{v} \subset$ $\Delta_{v-1} \subset \ldots$, and that $\Delta_{k}=\operatorname{Ker}\left(D_{k}\right)$. Combining this last fact with (33), it follows that:

$$
\begin{equation*}
Y=\frac{\partial}{\partial z_{q}}+\sum_{i=1}^{n-q} \beta_{j}^{*}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{j}} \tag{34}
\end{equation*}
$$

Now setting $X=(-1)^{v-1} Y^{u_{1} \ldots u_{v-1}}$, and recalling that $Y^{u_{1} \ldots u_{v-1}}=\left[f_{u_{v-1}},\left[\ldots,\left[f_{u_{1}}, Y\right] \ldots\right]\right]$, then (27), (31), (34)) give rise to:

$$
\begin{equation*}
Y^{u_{1} \ldots u_{v-1}}=\sum_{i=1}^{q} a_{i} \frac{\partial}{\partial z_{i}}+\sum_{i=1}^{n-q} b_{i}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}} \tag{35}
\end{equation*}
$$

where the $a_{i}$ 's are constants.
Finally, from lemma 1, it follows that $d z_{1}\left(Y^{u_{1} \ldots u_{v-1}}\right)=-d L_{f_{u_{v-1}}}\left(z_{1}\right)\left(Y^{u_{1} \ldots u_{v-2}}\right)=\ldots=$ $(-1)^{v-1} d\left(L_{f_{u_{v-1}}} \ldots L_{f_{u_{1}}}\left(z_{1}\right)\right)(Y)=(-1)^{v-1} d z_{q}(Y)=$ $(-1)^{v-1}$, hence:
$X=(-1)^{v-1} Y^{u_{1} \ldots u_{v-1}}=\frac{\partial}{\partial z_{1}}+\sum_{i=2}^{q} a_{i} \frac{\partial}{\partial z_{i}}+\sum_{i=1}^{n-q} b_{i}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}}$
Proof of expression (23):
Recalling that $\Omega^{X}$ is the real vector space spanned by the 2-differential forms $\omega_{u_{1} \ldots u_{k}}=L_{f_{u_{k}}}\left(i_{X}\left(\omega_{u_{1} \ldots u_{k-1}}\right)\right) \wedge d z_{1}$, where $\omega_{u}=d L_{f_{u}}\left(z_{1}\right) \wedge d z_{1}=d(C A(u)) z \wedge d z_{1}$.
Using the expression of $X$ given in (36) and the fact that $i_{X}\left(d \varphi \wedge d z_{1}\right)=d \varphi-L_{X}(\varphi) d z_{1}$ (see claim 3), then a simple algebraic computation yields to:

$$
\begin{align*}
& i_{X}\left(\Omega^{X}\right)+\mathbb{R} d z_{1}=\operatorname{Span}\left\{d C A\left(u_{1}\right) \ldots C A\left(u_{k}\right) z ; k \geq 1,\right. \\
& \left.u_{i} \in \mathbb{R}^{m}\right\}+\mathbb{R} d z_{1} \tag{37}
\end{align*}
$$

In particular, expression (37) holds for $X=\frac{\partial}{\partial z_{1}}$, hence $i_{X}\left(\Omega^{X}\right)=i_{\frac{\partial}{\partial z_{1}}}\left(\Omega^{\frac{\partial}{z_{1}}}\right)$ modulo $\left(\mathbb{R} d z_{1}\right)$.

- The proof of property 2) of proposition 1 can be obtained by following the same procedure as for the property 1).


## Proof of theorem 2.

The sufficient condition is stated in theorem 1.
Necessary condition:
Since conditions a) and b) of theorem 2 are intrinsic (they do not depend on the system of coordinates), it suffices to check them for the cascade-observable system (1).

1) Condition a) of theorem 2 is a straightforward consequence of claim 2.
2) Condition b)-1) of theorem 2 :

Let $X=(-1)^{v-1} Y^{u_{1}^{0} \ldots u_{v-1}^{0}}$ be the vector field stated in b)-1) of theorem 2, from (22)-(23) of proposition 1, we
know that:

$$
\begin{align*}
& X=\frac{\partial}{\partial z_{1}}+\sum_{i=2}^{q} a_{i} \frac{\partial}{\partial z_{i}}+\sum_{i=1}^{n-q} b_{i}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}} \\
& i_{X}\left(\Omega^{X}\right)=i_{\frac{\partial}{\partial z_{1}}}\left(\Omega^{\frac{\partial}{\partial z_{1}}}\right) \operatorname{modulo}\left(\mathbb{R} d z_{1}\right) \tag{38}
\end{align*}
$$

Combining (38) with the fact that $\frac{\partial}{\partial z_{1}}$ satisfies condition 1) of theorem 1, it can be easily checked that $X$ meets conditions $1-\mathrm{i}$ ) to 1 )-iv) of theorem 1 . Hence condition b)-1) of theorem 2 is satisfied.
3) Condition b)-2) of theorem 2 :

Let $\widetilde{X}_{q+1}= \pm \widetilde{Y}^{u_{1}^{0}} \ldots \tilde{u}_{\tilde{v}-1}^{0}$ and considering linear functions $\varphi_{1}, \ldots, \varphi_{q+1}$ satisfying $\varphi_{1}=h=z_{1}, \varphi_{q+1}=\widetilde{h}=\widetilde{z}_{1}$ and such that $\left(d \varphi_{1}, \ldots, d \varphi_{q}\right)$ forms a basis of $i_{X}\left(\Omega^{X}\right)+$ $\mathbb{R} d z_{1}$. Up to a linear change of coordinates, it can be assumed that:

$$
\begin{equation*}
\left(d \varphi_{1}, \ldots, d \varphi_{q}\right)=\left(d z_{1}, \ldots, d z_{q}\right) \tag{39}
\end{equation*}
$$

Now considering vector fields $\widetilde{X}_{1}, \ldots, \widetilde{X}_{q}$ such that $L_{\widetilde{X}_{j}}\left(\varphi_{i}\right)=\delta_{i j}, 1 \leq j \leq q, 1 \leq i \leq q+1$, and satisfying condition (18) of theorem 2. Namely, for every $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{k}\right) \in \mathscr{U}_{k}, 1 \leq k \leq \widetilde{v}-1$,

$$
\begin{equation*}
\sum_{j=1}^{q} d\left(L_{\widetilde{X}_{j}} L_{\int_{\widetilde{u}_{k}}} \ldots L_{f_{\tilde{u}_{1}}}(\widetilde{h})\right) \wedge d \varphi_{j}=d \Theta_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}} \tag{40}
\end{equation*}
$$

where $\Theta_{\widetilde{u}_{1} \ldots \widetilde{u}_{k}}$ is the one-differential form stated in (12). In order to check condition b)-2) of theorem 2, we will show that $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)$ meet condition 2 ) of theorem 1.

From 2) of proposition 1, we know that:

$$
\begin{equation*}
\widetilde{X}_{q+1}=\frac{\partial}{\partial \widetilde{z}_{1}}+\sum_{i=2}^{n-q} \widetilde{a}_{i} \frac{\partial}{\partial \widetilde{z}_{i}} \tag{41}
\end{equation*}
$$

where the $\widetilde{a}_{i}$ 's are constants and for $j=1, \ldots, q$,

$$
\begin{equation*}
\widetilde{X}_{j}=\frac{\partial}{\partial z_{j}}+\sum_{i=2}^{n-q} \beta_{i j}(z, \widetilde{z}) \frac{\partial}{\partial \widetilde{z}_{i}} \tag{42}
\end{equation*}
$$

Moreover, if we set $\pi=d z_{1} \wedge \ldots \wedge d z_{q}, \widetilde{X}_{j}^{0}=\frac{\partial}{\partial z_{j}}$, for $1 \leq j \leq q, \widetilde{X}_{q+1}^{0}=\frac{\partial}{\partial \widetilde{z}_{1}}$, and $\widetilde{X}^{0}=\left(\widetilde{X}_{1}^{0}, \ldots, \ldots, \widetilde{X}_{q+1}^{0}\right)$, then:

$$
\begin{equation*}
i_{\widetilde{X}}\left(\Omega_{\pi}^{\tilde{X}}\right)=i_{\widetilde{X}^{0}}\left(\Omega_{\pi}^{\tilde{X}^{0}}\right) \operatorname{modulo}\left(d \mathscr{A}_{q}+\mathbb{R} d \widetilde{z}_{1}\right) \tag{43}
\end{equation*}
$$

where $\mathscr{A}_{q}=\mathscr{C}^{\infty}\left\{z_{1}, \ldots, z_{q}\right\}$.
Thus, we have:

- By construction, $L_{\widetilde{X}_{i}}\left(\varphi_{j}\right)=\delta_{i j}$, hence condition 2-i) of theorem 1 is satisfied.
- From the check of the proof of the necessary condition of theorem 1 given in the subsection IIB, we know that the $(q+1)$-tuple of vector fields $\left(\widetilde{X}_{1}^{0}, \ldots, \ldots, \widetilde{X}_{q+1}^{0}\right)$ meet conditions 2-ii) of theorem 1, namely, $\operatorname{dim}\left(\Omega_{\pi}^{\widetilde{X}^{0}}\right)=n-q-1$. Consequently, to show
that $\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{q+1}\right)$ meet condition 2 -ii) of theorem 1 ( $\left.\operatorname{dim}\left(\Omega_{\pi}^{\widetilde{X}}\right)=n-q-1\right)$, it suffices to show that:

$$
\begin{equation*}
\Omega_{\pi}^{\widetilde{X}}=\Omega_{\pi}^{\tilde{X}^{0}} \tag{44}
\end{equation*}
$$

By definition, $\Omega_{\pi}^{\widetilde{X}}=\sum_{u \in \mathbb{R}^{m}} L_{f_{u}}\left(i_{\tilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)\right) \wedge d z_{1} \ldots \wedge$ $d z_{q} \wedge d \widetilde{z}_{1}$, where $f_{u}=\sum_{i=1}^{q}\left(A_{i}(u) z+\psi_{i}(u, y)\right) \frac{\partial}{\partial z_{i}}+$ $\sum_{i=1}^{n-q}\left(\widetilde{A}_{i}(u) \widetilde{z}+\widetilde{\psi}_{i}(u, z, \widetilde{y})\right) \frac{\partial}{\partial \widetilde{z}_{i}}$. Moreover, it is easy to see that $L_{f_{u}}\left(d \mathscr{A}_{q}\right) \wedge d z_{1} \ldots \wedge d z_{q} \wedge d \widetilde{z}_{1}=0$, thus $L_{f_{u}}\left(d \mathscr{A}_{q}+\mathbb{R} d \widetilde{z}_{1}\right) \wedge d z_{1} \ldots \wedge d z_{q} \wedge d \widetilde{z}_{1} \subset \mathbb{R} d(\widetilde{C} \widetilde{A}(u) \widetilde{z}) \wedge$ $d z_{1} \ldots \wedge d z_{q} \wedge d \widetilde{z}_{1} \subset \Omega_{\pi}^{\widetilde{X}^{0}}$. Combining this last fact with (43), we deduce (44).

- Condition 2 -iii) of theorem 1 consists to verify that $d \widetilde{\omega}=0$, for every $\widetilde{\omega} \in i_{\widetilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)$. This property follows from the facts that $d\left(i_{\widetilde{X}^{0}}\left(\Omega_{\pi}^{\widetilde{X}^{0}}\right)\right)=0, d\left(d \mathscr{A}_{q}+\right.$ $\left.\mathbb{R}\left(\widetilde{z}_{1}\right)\right)=0$ and (43).
- Condition 2-iv) of theorem 1:

It consists to show that the real vector space $\bigwedge^{n-q-1}\left(i_{\tilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)\right) \wedge d \varphi_{1} \wedge \ldots \wedge d \varphi_{q+1}$ is of dimension 1.

According to (39) and (43), we have: $\wedge^{n-q-1}\left(i_{\tilde{X}}\left(\Omega_{\pi}^{\widetilde{X}}\right)\right) \wedge d \varphi_{1} \wedge \ldots \wedge d \varphi_{q+1}=$ $\wedge^{n-q-1}\left(i_{\widetilde{X}^{0}}\left(\Omega_{\pi}^{\widetilde{X}^{0}}\right)\right) \wedge d z_{1} \wedge \ldots \wedge d z_{q} \wedge d \widetilde{z_{1}}$. From the check of the proof of the necessary condition of theorem 1 given in the subsection II-B, we know that $\widetilde{X}^{0}$ meets condition 2-iv) of theorem 1 . Hence $\wedge^{n-q-1}\left(i_{\widetilde{X}^{0}}\left(\Omega_{\pi}^{\widetilde{X}^{0}}\right)\right) \wedge d z_{1} \wedge \ldots \wedge d z_{q} \wedge d \widetilde{z}_{1}$ is of dimension 1. This ends the proof of theorem 2.

## IV. CONCLUSION

Motivated by the existence of an observer design for a class of observable cascade systems. In this paper, we have characterized the class of nonlinear systems which can be transformed by a local change of coordinates to a cascade form. First, we have stated necessary and sufficient conditions. Next, we have derived an algorithm permitting to transform a nonlinear system into such cascade observable form. Its extension to general multi-output case is a difficult task and requires solving complex PDE.
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