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# ON A MODELLED ROUGH HEAT EQUATION 

AURÉLIEN DEYA


#### Abstract

We use the formalism of Hairer's regularity structures theory [11 to study a heat equation with non-linear perturbation driven by a space-time fractional noise. Different regimes are observed, depending on the global pathwise roughness of the noise.

To this end, and following the procedure exhibited in 11, the equation is first "lifted" into some abstract regularity structure and therein solved through a fixed-point argument. Then we construct a consistent model above the fractional noise, by relying on a smooth Fourier-type approximation of the process.


## 1. Introduction and main result

1.1. Introduction. Rough paths theory ( $[6,17$ ) is now robustly anchored in the probabilistic scenery and regarded as one of the most effective approaches to ordinary stochastic calculus, that is to systems of the form

$$
\begin{equation*}
d Y_{t}=b\left(Y_{t}\right) d t+\sigma\left(Y_{t}\right) \cdot d X_{t}, \tag{1.1}
\end{equation*}
$$

where $X$ stands for a finite-dimensional stochastic process. Among many other achievements, the theory offers a thorough and unprecedented treatment for a large class of Gaussian systems, beyond the classic semimartingale situation. The most insightful example of such an application is probably given by the fractional Brownian motion case $X=B^{H}$, which, for a Hurst index $H<1 / 2$, was essentially out of reach before rough paths came into the picture.

The extension of the rough paths method to SPDE settings is a much sparser field of investigation. If we focus on the standard heat equation model, the objective, in a very general form, would be to exhibit a natural pathwise interpretation of the equation: $u(0,)=.\psi$ and for all $t \geq 0, x \in \mathbb{R}^{d}$ (or $x$ in the $d$-dimensional torus),

$$
\left(\partial_{t} u\right)(t, x)=\left(\partial_{x}^{2} u\right)(t, x)+F_{1}\left(t, x, u(t, x),\left(\partial_{x} u\right)(t, x)\right)+F_{2}\left(t, x, u(t, x),\left(\partial_{x} u\right)(t, x)\right) \cdot \xi(t, x),
$$ equivalently

$$
\begin{equation*}
u(t, x)=(G(t, .) * \psi)(x)+\left(G *\left[F_{1}\left(., u(.),\left(\partial_{x} u\right)(.)\right)+F_{2}\left(., u(.),\left(\partial_{x} u\right)(.)\right) \cdot \xi\right]\right)(t, x), \tag{1.2}
\end{equation*}
$$

when $\xi$ represents a stochastic space-time noise, $\psi$ a given initial condition, and $G$ refers to the heat kernel. Then as a particular spin-off, and motivated by the (one-parameter) rough-path results, we may expect to get new interpretations of the equation when considering a space-time fractional noise.

Within the last few years, several rough-path-type methods have thus been developed in this direction for various types of $F_{1}, F_{2}$ and noise $\xi$. We can quote for instance 1, 3, 4, 54 for extensive results in the particular situation where $\xi$ only depends on time, and more specifically

[^0]when $\xi(t, x)=d \mathbf{w}_{t}$ for a given rough path $\mathbf{w}$. It is also in this context that a series of fundamental works by Hairer and a few co-authors has recently arisen [13, 14, 15, 16, culminating with the so-called theory of regularity structures [11] that will serve us as a guide throughout the paper. The aim of our study can indeed be summed up as follows: using the formalism of [11, we wish to give a reasonable interpretation of (and simultaneously solve) the equation
\[

$$
\begin{equation*}
\left(\partial_{t} u\right)(t, x)=\left(\partial_{x}^{2} u\right)(t, x)+F(x, u(t, x)) \cdot\left(\partial_{t} \partial_{x} X\right)(t, x) \quad, \quad u(0, .)=\psi \quad, \quad t \geq 0, x \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

\]

where $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a smooth vector field and $X$ stands for a space-time fractional Brownian motion. Let us be more specific about the latter designation: what we call here the space-time fractional Brownian motion, or the fractional sheet, with Hurst index $\left(H_{1}, H_{2}\right) \in(0,1)^{2}$ is the Gaussian process $\{X(t, x), t, x \in \mathbb{R}\}$ whose covariance function is given by the formula

$$
\begin{equation*}
\mathbb{E}[X(s, x) X(t, y)]=R_{H_{1}}(s, t) R_{H_{2}}(x, y), \text { where } R_{H}(s, t)=\frac{1}{2}\left\{|s|^{2 H}+|t|^{2 H}-|t-s|^{2 H}\right\} . \tag{1.4}
\end{equation*}
$$

When $H_{1}=H_{2}=\frac{1}{2}, X$ is of course nothing but the classic Brownian sheet, so that the above noise $\xi=\partial_{t} \partial_{x} X$, understood in the sense of distributions, appears as a very natural fractional extension of the standard space-time white noise.

Before we go further regarding Equation (1.3), let us try to sketch out, at a very heuristic level, the main steps of the regularity structures procedure to handle (1.2):
(1) First, one associates the equation with a natural set of elements $Z(\xi)$, the so-called model, constructed (when possible!) from the sole noise $\xi$, that is, independently of any potential "solution" $u$, and which extends to this multi-parametric setting the concept of a rough path. Indeed, just as its one-parameter counterpart, the model will prove to encode the whole stochastic dynamics of the equation, even though this phenomenon can only be revealed at the end of the procedure.
(2) With a model in hand, one can "lift" the equation in a larger space $\mathscr{T}$, the so-called regularity structure, for which the successive operations involved in (1.2), namely composition with $F$, multiplication with $\xi$ and convolution with $G$, all make perfectly sense. This is indeed the major difficulty when trying to give a pathwise interpretation of the equation: although the solution $u$ is expected to be a function, it is not clear at all how to give sense to the product

$$
F\left(., u(.),\left(\partial_{x} u\right)(.)\right) \cdot \xi,
$$

even as a distribution. Lifting the equation in $\mathscr{T}$ allows us to overcome this difficulty, at the expense of some mise en abyme of the equation. The procedure of turning an $\mathbb{R}$-valued process into a $\mathscr{T}$-valued process can actually be compared with the controlled-path transformation of Gubinelli's theory ( $[7,[8)$ ), where processes have to be artificially boosted with "derivatives" components of some abstract Taylor expansion. As in rough paths/controlled paths theory, a fundamental ingredient here lies in the extension of the standard Hölder topology to $\mathscr{T}$-valued functions, which gives birth to the spaces of modelled distributions.
(3) Once endowed with a sufficiently regular solution $\mathbf{u}$ for the problem in $\mathscr{T}$, one can (fortunately) go back to the real world with the help of another central tool of the theory: the reconstruction operator $\mathcal{R}_{Z(\xi)}$, which associates $\mathbf{u}$ with a real distribution $u=\mathcal{R}_{Z(\xi)} \mathbf{u}$ along a natural approximation procedure. The machinery turns out to be continuous with respect to the model $Z(\xi)$ picked at Step (1), which in some way allows us to loop the procedure.

An important point is that this whole 3-step strategy can be made consistent with the rules of standard differential calculus: if $\xi$ happens to be a smooth process, then there exists a canonical model $Z(\xi)$ for which the resulting solution $u=\mathcal{R}_{Z(\xi)} \mathbf{u}$ coincides with the classic solution of the equation (understood in the Lebesgue sense). Combining this consistency result with the continuity properties of the procedure gives rise to very readable statements: given a smooth
approximation $\xi^{n}$ of $\xi$, and provided the sequence of canonical models $Z\left(\xi^{n}\right)$ converges to an element $Z(\xi)$, then the sequence of classic solutions $u^{n}$ associated with $\xi^{n}$ converges to an element $u$. In turn, $u$ legitimately deserves to be called a solution of the equation driven by $\xi$.

Note that the above ordering (1)-(2)-(3) is only very schematic and in fact, all the operations involved in this strategy tend to intermingle through highly technical considerations. Let us also insist on a few specificities (among others) of the approach:

- Distributions, and especially Besov distributions of negative order, are really at the core of the machinery, contrary to what one observes in the original rough paths pattern. In order to make these abstract spaces more easy to handle, the theory leans on the construction of sophisticated wavelets bases which very subtly account for the local behaviour of the processes under consideration. We will report an example of such a construction in the proof of Lemma 3.2 .
- The method is based on a multi-parametric formulation of the problem, in contrast with previous infinite-dimensional pathwise approaches of the equation (3, 9, 10). Otherwise stated, time and space variables are essentially considered at the same level and merge into a single variable $x \in \mathbb{R}^{d+1}$.
- The flexibility of the regularity structures formalism allows for possible combination with renormalization procedures. Indeed, in certain situations where the above sequence $Z\left(\xi^{n}\right)$ of canonical models fails to converge, it may still be possible to renormalize it into some converging model $\hat{Z}\left(\xi^{n}\right)$, which in turn can be related to a specific renormalized equation. Such a scheme was for instance implemented in [13] for the KPZ equation, solving the long-standing issue of its well-posedness (see also [11 for two other examples). We will only see a small glimpse of these possibilities through the exhibition of an Itô/Stratanovich-type correction of the equation.

With these (dense) considerations in mind, let us go back to our fractional equation (1.3). The smooth approximation $\xi^{n}$ of the noise that will serve us as a starting reference is derived from the following Fourier-type representation of the fractional sheet (see e.g. [18]): for all $t, x \in \mathbb{R}$,

$$
X(t, x)=\int_{\mathbb{R}^{2}} \widehat{W}(d \xi, d \eta) \frac{e^{\imath t \xi}-1}{|\xi|^{H_{1}+\frac{1}{2}}} \frac{e^{\imath x \eta}-1}{|\eta|^{H_{2}+\frac{1}{2}}},
$$

where $\widehat{W}$ is the Fourier transform of a space-time white noise in $\mathbb{R}^{2}$, defined on some filtered probability space $(\Omega, \mathcal{F}, \mathbf{P})$. Then we introduce $\xi^{n}$ along the formula: $\xi^{n}=\partial_{t} \partial_{x} X^{n}$ with

$$
\begin{equation*}
X^{n}(t, x)=\int_{D_{n}} \widehat{W}(d \xi, d \eta) \frac{e^{2 t \xi}-1}{|\xi|^{H_{1}+\frac{1}{2}} \frac{e^{e x \eta}-1}{|\eta|^{H_{2}+\frac{1}{2}}}, ~} \tag{1.5}
\end{equation*}
$$

where we have set $D_{n}=\left[-2^{2 n}, 2^{2 n}\right] \times\left[-2^{n}, 2^{n}\right]$. The reason of this choice mostly lies in the facilities to compute the moments of such a process, as we will see it through the considerations of Section 3, It is also worth mentioning that the very same approximation of $X$ has been used by Chouk and Tindel in [2] to study subtle integration properties of the fractional sheet.

At this point, we are almost ready to state our main result. It only remains us to specify the class of vector fields $F$ covered by our analysis. In this context, the following "space-localization" condition can be compared with the assumptions that prevail in [3]. It is essentially meant to counterbalance the non-compacity of the space domain under consideration, namely the whole space $\mathbb{R}$.

Definition 1.1. Given a compact set $\mathfrak{K} \subset \mathbb{R}$, we say that a function $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$ belongs to the class $\mathcal{C}_{⿷}^{\infty}\left(\mathbb{R}^{2}\right)$ if it admits bounded partial derivatives of any order and if $F(x, y)=0$ for every $(x, y) \in(\mathbb{R} \backslash \mathfrak{K}) \times \mathbb{R}$.

In the following statement, we denote by $\mathcal{L}$ the (one-dimensional) heat operator, that is $\mathcal{L}=\partial_{t}-\partial_{x}^{2}$.
Theorem 1.2. For every $H_{1}, H_{2} \in(0,1)$, consider the smooth approximation $X^{n}$ of the fractional sheet with Hurst index $\left(H_{1}, H_{2}\right)$ given by (1.5). Consider also a sequence of deterministic initial conditions $\Psi^{n} \in \mathcal{C}_{b}^{2}(\mathbb{R})$ that converges to some element $\Psi \in \mathcal{C}_{b}^{2}(\mathbb{R})$, and fix the nonlinearity $F$ in the class $\mathcal{C}_{\mathfrak{\kappa}}^{\infty}$ defined above, for some compact set $\mathfrak{K} \subset \mathbb{R}$. Then we have the following (uncomplete) picture.
(i) If $2 \mathrm{H}_{1}+\mathrm{H}_{2}>2$, then, almost surely, there exists a time $T>0$ such that, as $n$ tends to infinity, the sequence $\left(Y^{n}\right)$ of solutions to the equation

$$
\left\{\begin{align*}
\left(\mathcal{L} Y^{n}\right)(t, x) & =F\left(x, Y^{n}(t, x)\right) \cdot \partial_{t} \partial_{x} X^{n}(t, x)  \tag{1.6}\\
Y^{n}(0, x) & =\Psi^{n}(x)
\end{align*}\right.
$$

converges to a limit $Y \in L^{\infty}([0, T] \times \mathbb{R})$, uniformly on compact sets.
(ii) If $2 \geq 2 H_{1}+H_{2}>\frac{5}{3}$, then, almost surely, there exists a time $T>0$ and a sequence of positive reals ( $C_{H_{1}, H_{2}}^{n}$ ) such that, as $n$ tends to infinity,

$$
\begin{equation*}
C_{H_{1}, H_{2}}^{n} \sim C_{H_{1}, H_{2}} \cdot 2^{2 n\left(2-2 H_{1}-H_{2}\right)} \tag{1.7}
\end{equation*}
$$

for some constant $C_{H_{1}, H_{2}}>0$, and the sequence $Y^{n}$ of solutions to the (renormalized) equation

$$
\left\{\begin{align*}
\left(\mathcal{L} Y^{n}\right)(t, x) & =F\left(x, Y^{n}(t, x)\right) \cdot \partial_{t} \partial_{x} X^{n}(t, x)-C_{H_{1}, H_{2}}^{n} \cdot F\left(x, Y^{n}(t, x)\right) \cdot \partial_{2} F\left(x, Y^{n}(t, x)\right),  \tag{1.8}\\
Y^{n}(0, x) & =\Psi^{n}(x),
\end{align*}\right.
$$

converges to a limit $Y \in L^{\infty}([0, T] \times \mathbb{R})$, uniformly on compact sets.
Thus, as the global pathwise smoothness of the noise decreases (if we consider $\left(H_{1}, H_{2}\right) \approx(1,1)$ as the "starting" point), a change of regime is to occur at the frontier $2 H_{1}+H_{2}=2$, with the emergence of some explosion phenomenon to be corrected with a specific drift term. As far as we know, such a behaviour has not been observed in the fractional-SPDEs literature up to now.
Remark 1.3. We are aware that the two situations described in Theorem 1.2 are far from exhaustive and only cover the domain $2 H_{1}+H_{2}>\frac{5}{3}$. Our guess is that the subsequent strategy could be extended (through painfully technical constructions!) up to the frontier $2 \mathrm{H}_{1}+H_{2}=1$. Actually, we expect to observe two-dimensional "slices" of the form $\frac{k+2}{k} \geq 2 H_{1}+H_{2}>\frac{k+3}{k+1}$ ( $k \geq 1$ ), to be compared with the usual rough paths splitting $H \in\left(\frac{1}{k+1}, \frac{1}{k}\right]$ : successive slices appeal to more and more a priori constructions, that is to a richer and richer model. In parallel, the equation is of course likely to involve more and more renormalization terms.

Remark 1.4. The results of Theorem 1.2 could certainly be extended to a $(d+1)$-parameter fractional Brownian motion (defined along a natural extension of (1.4)), by replacing the condition $2 H_{1}+H_{2}>2$ (respectively $2 \geq 2 H_{1}+H_{2}>\frac{5}{3}$ ) with $2 H_{1}+\sum_{i=2}^{d+1} H_{i}>2$ (respectively $2 \geq 2 H_{1}+\sum_{i=2}^{d+1} H_{i}>\frac{5}{3}$ ). We have not checked the numerous technical details behind this assertion though.
Remark 1.5. A well-identified drawback of these techniques is that, at least for the moment, we cannot guarantee that these results and observations are relatively independent of the choice of the approximation $\xi^{n}$ of $\xi=\partial_{t} \partial_{x} X$. It would for instance be interesting to study the case of a mollifying approximation, that is to consider the convolution of $\xi$ with a sequence of smooth mollifiers instead of $\xi^{n}$, and then compare the situation with the above results. For the sake of conciseness, and given the technicality of the forthcoming constructions, we have preferred to postpone such a comparative analysis to a future work.

It is worth noting it right now: the difficulty of Theorem 1.2 is concentrated in point $(i i)$, the proof of which will occupy most of the paper. On the opposite, the arguments toward point $(i)$ will be condensed in a few lines. Let us briefly elaborate on this organization.

In Section 2, we review in detail, under the assumptions of point (ii), the successive results toward the "lift" of the equation, following the lines of [11]. Thus, the procedure morally corresponds to the steps (2) and (3) of the above-described machinery: we recall how the equation can be transposed into an appropriate regularity structure (endowed with a suitable model) and therein solved with a basic fixed-point argument. The reasoning will in particular enable us to exhibit the central components of the model in this situation, that we have gathered within the concept of an $(\alpha, K)$-rough path. Note that the theoretical considerations of Section 2 are independent of the choice of the approximation $\xi^{n}$ of the noise.

In a somewhat retrospective manner, Section 3 will then focus on the construction of the model, or equivalently of the $(\alpha, K)$-rough path, above the fractional noise. We obtain it as the limit of the (renormalized) canonical model associated with the smooth approximation $\xi^{n}=$ $\partial_{t} \partial_{x} X^{n}$. The argument relies on a distributional variant of the classic Garsia-Rodemich-Rumsey Lemma (Lemma 3.2), combined with suitable moments estimates. Together with the results of Section 2, it will lead us to the proof of Theorem 1.2, point (ii) (as summed up in Section 3.2).

Section 4 will consist in a survey of the proof of the (much easier) point ( $i$ ), that we call the Young case in analogy with its one-parameter counterpart (if $H_{2} \approx 1$, the condition indeed reduces to $H_{1}>\frac{1}{2}$ ). Finally, the appendix contains details regarding the proof of a technical result in Section 2.
1.2. Hairer-Besov spaces. Let us conclude this first section by introducing the spaces of functions at the core of our study, along the ideas of [11]. From now on, and for the rest of the paper, we fix the parabolic scaling $\mathfrak{s}=(2,1)$ of $\mathbb{R}^{2}$, and set, for every multi-index $k=\left(k_{1}, k_{2}\right) \in \mathbb{N}^{2},|k|_{\mathfrak{s}}:=2 k_{1}+k_{2}$, while for $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$, we will use the scaled norm

$$
\|x\|_{\mathfrak{s}}:=\left(\left|x_{1}\right|+\left|x_{2}\right|^{2}\right)^{1 / 2}
$$

with balls $\mathcal{B}_{\mathfrak{s}}(x, r)$ centered at $x$ with radius $r$.
For every integer $\ell \geq 0$ and every set $\mathfrak{K} \subset \mathbb{R}^{2}$, we denote by $\mathcal{C}^{\ell}(\mathfrak{K})$ the space of functions $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with compact support in $\mathfrak{K}$, which are $k$-times differentiable for every multiindex $k=\left(k_{1}, k_{2}\right)$ such that $k_{1}+k_{2} \leq \ell$, with continuous bounded derivatives. Set

$$
\|\varphi\|_{\mathcal{C}^{\ell}(\mathfrak{K})}:=\sum_{k_{1}+k_{2} \leq \ell}\left\|D^{k} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \quad \text { and } \quad \mathcal{C}_{c}^{\ell}\left(\mathbb{R}^{2}\right):=\cup_{\mathfrak{K} \text { compact }} \mathcal{C}^{\ell}(\mathfrak{K})
$$

Then, as usual, we define $\mathcal{D}_{\ell}^{\prime}\left(\mathbb{R}^{2}\right)$ as the set of linear forms on $\mathcal{C}_{c}^{\ell}\left(\mathbb{R}^{2}\right)$ whose restriction to every $\mathcal{C}^{\ell}(\mathfrak{K})(\mathfrak{K}$ compact) is continuous.

We first transpose the classic Hölder spaces in this setting:
Definition 1.6. For every $\alpha \in(0,1)$, we say that a function $\theta: \mathbb{R}^{2} \rightarrow \mathbb{R}$ belongs to $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ if for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$, the following quantity is finite:

$$
\begin{equation*}
\|\theta\|_{\alpha ; \mathfrak{K}}:=\sup _{x \in \mathfrak{K}}|\theta(x)|+\sup _{\substack{x, y \in \mathfrak{K} \\\|x-y\|_{\mathfrak{s}} \leq 1}} \frac{|\theta(x)-\theta(y)|}{\|x-y\|_{\mathfrak{s}}^{\alpha}} \tag{1.9}
\end{equation*}
$$

Let us now turn to the definition of the Besov-type spaces of distributions involved in the theory of regularity structures. To this end, we need to recall the following notation for the "scaling" operator: for all $\delta>0, x, y \in \mathbb{R}^{2}$ and $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}$, denote

$$
\begin{equation*}
\left(\mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right)(y):=\delta^{-3} \varphi\left(\delta^{-2}\left(y_{1}-x_{1}\right), \delta^{-1}\left(y_{2}-x_{2}\right)\right) \tag{1.10}
\end{equation*}
$$

Definition 1.7. For every $\alpha<0$, every $r_{0} \geq 1$ and every set $\mathfrak{K} \subset \mathbb{R}^{2}$, we say that a distribution $\xi \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ belongs to $\mathcal{C}^{\alpha, r_{0}}(\mathfrak{K})$ if it belongs to $\mathcal{D}_{\ell}^{\prime}\left(\mathbb{R}^{2}\right)$ with $\ell=-\lfloor\alpha\rfloor$ and if the quantity

$$
\|\xi\|_{\alpha, r_{0} ; \mathfrak{K}}:=\sup _{x \in \mathfrak{K}} \sup _{\varphi \in \mathcal{C}^{\ell}\left(\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)\right)} \sup _{\delta \in(0,1]} \frac{\left|\left\langle\xi, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right|}{\delta^{\alpha}\|\varphi\|_{\mathcal{C}^{\ell}}}
$$

is finite. In the sequel, we will essentially deal with $\mathcal{C}^{\alpha, 1}(\mathfrak{K})$, that we denote by $\mathcal{C}^{\alpha}(\mathfrak{K})$, and we write $\|\xi\|_{\alpha ; \mathfrak{K}}$ for $\|\xi\|_{\alpha, 1 ; \mathfrak{K}}$. Also, we denote by $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ the set of distributions $\xi \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ such that $\xi \in \mathcal{C}^{\alpha}(\mathfrak{K})$ for every compact set $\mathfrak{K}$.

The radius parameter $r_{0}$ actually has a limited impact in this definition, due to the following elementary property that we label for further use:

Lemma 1.8. Fix $\alpha<0$. For every $r_{0} \geq 1$, there exists a constant $C_{r_{0}}$ such that, for any distribution $\xi \in \mathcal{D}_{\ell}^{\prime}\left(\mathbb{R}^{2}\right)$ (with $\left.\ell=-\lfloor\alpha\rfloor\right)$ and any set $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\|\xi\|_{\alpha ; \mathfrak{K}} \leq\|\xi\|_{\alpha, r_{0} ; \mathfrak{K}} \leq C_{r_{0}} \cdot\|\xi\|_{\alpha ; \mathfrak{K}+\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)}
$$

Proof. Consider a finite cover $\left(\mathcal{B}_{\mathfrak{s}}\left(x_{i}, 1\right)\right)_{i \in I}$ (with $\left.x_{i} \in \mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)\right)$ of $\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)$, together with a smooth partition of unity $\left(\rho_{i}\right)_{i \in I}$ associated with it (meaning that $\operatorname{supp} \rho_{i} \subset \mathcal{B}_{\mathfrak{s}}\left(x_{i}, 1\right)$ and $\sum_{i} \rho_{i}=1$ on $\left.\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)\right)$. For any $\varphi \in \mathcal{C}^{\ell}\left(\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)\right)$, set $\varphi_{i}=\rho_{i} \cdot \varphi$ and $\bar{\varphi}_{i}(y)=\varphi_{i}\left(y+x_{i}\right)$. Then $\bar{\varphi}_{i} \in \mathcal{C}^{\ell}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right)$ and

$$
\left\langle\xi, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle=\sum_{i \in I}\left\langle\xi, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi_{i}\right\rangle=\sum_{i \in I}\left\langle\xi, \mathcal{S}_{\mathfrak{s}, x+\left(\delta^{2} x_{i}^{1}, \delta x_{i}^{2}\right)}^{\delta} \bar{\varphi}_{i}\right\rangle
$$

The result immediately follows.
The subsequent analysis will also appeal to some "lifted" version of these spaces, with "fibers" locally given by $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ :

Definition 1.9. For every $\alpha<0$ and every set $\mathfrak{K} \subset \mathbb{R}^{2}$, we say that a map $\zeta: \mathbb{R}^{2} \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ belongs to $\mathcal{C}^{\alpha}(\mathfrak{K})$ if for every $x \in \mathbb{R}^{2}$, $\zeta_{x}$ belongs to $\mathcal{D}_{\ell}^{\prime}\left(\mathbb{R}^{2}\right)$ with $\ell=-\lfloor\alpha\rfloor$ and if the quantity

$$
\|\zeta\|_{\alpha ; \mathfrak{K}}:=\sup _{x \in \mathfrak{K}} \sup _{\varphi \in \mathcal{C}^{\ell}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right)} \sup _{\delta \in(0,1]} \frac{\left|\left\langle\zeta_{x}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right|}{\delta^{\alpha}\|\varphi\|_{\mathcal{C}^{\ell}}}
$$

is finite. We denote by $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ the set of maps $\zeta: \mathbb{R}^{2} \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ such that $\zeta \in \mathcal{C}^{\alpha}(\mathfrak{K})$ for every compact set $\mathfrak{K}$.
Remark 1.10. One can obviously identify $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ with the subspace of constant map in $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$.

## 2. Modelled equation

In this section, we propose to review in detail the successive steps of the "lift" procedure at the core of the regularity structures machinery, under the assumptions of Theorem 1.2, point (ii), that is when $2 \geq 2 H_{1}+H_{2}>\frac{5}{3}$. Thus, the subsequent reasoning is essentially a particular case of the general procedure exhibited in [11]. To be more specific, the assumptions that prevail in our study are not exactly the same as in [11], since we have chosen to work on the whole space $\mathbb{R}$ (rather than a bounded domain) and rely on a localization-in-space argument based on the vector field $F$. We will also slightly revisit the localization-in-time argument by using smooth cut-off functions. Therefore, it is our duty to check that these technical changes do not affect the method and the results of [11].

Beyond the consideration of these minor differences, we have seen the problem as an opportunity to provide a detailled application (with explicit parameters and expansions) of the regularity structures procedure, whose general formulation may look very dense and abstract to
a non-initiated reader. In some way, the forthcoming process can actually be considered as a PDE counterpart of the usual rough paths " 2 -step" situation, that is when the Hölder coefficient of the driving process in (1.1) belongs to $\left(\frac{1}{3}, \frac{1}{2}\right]$ and one thus needs to involve a Lévy area in the procedure (see e.g. [7]). In this regard, observe that if we "smoothen" the noise in space by letting $H_{2}$ tend to 1 , the condition for the time-regularity parameter $H_{1}$ turns to $H_{1} \in\left(\frac{1}{3}, \frac{1}{2}\right]$. With these preliminary comments in mind, we can now turn to the introduction of our framework.

A first observation regarding the lift procedure is that it only depends on the global pathwise smoothness of the noise $\xi=\partial_{t} \partial_{x} X$, measured in terms of some Besov-Hairer space $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$. Therefore, we need to slightly anticipate the next section, and especially Corollary 3.5: in the situation we are interested in, we know that (almost surely) $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ for any $\alpha \in$ $\left(-\frac{4}{3},-3+2 H_{1}+H_{2}\right)$. Accordingly, from now on and for the rest of the section, we fix

$$
\begin{equation*}
\alpha \in\left(-\frac{4}{3},-1\right) . \tag{2.1}
\end{equation*}
$$

2.1. Setting. Let us first introduce the space (or regularity structure) in which the equation will be transposed for better reading. Namely, we define successively

$$
\begin{gathered}
A=\{\alpha, 2 \alpha+2, \alpha+1,0, \alpha+2,1\}, \\
\mathscr{T}_{\alpha}=\operatorname{span}\{\Xi\} \quad, \quad \mathscr{T}_{2 \alpha+2}=\operatorname{span}\{\Xi \mathcal{I}(\Xi)\}, \\
\mathscr{T}_{\alpha+1}=\operatorname{span}\left\{\Xi X_{2}\right\} \quad, \quad \mathscr{T}_{\alpha+2}=\operatorname{span}\{\mathcal{I}(\Xi)\} \quad, \quad \mathscr{T}_{1}=\operatorname{span}\left\{X_{2}\right\},
\end{gathered}
$$

and set $\mathscr{T}=\oplus_{\lambda \in A} \mathscr{T}_{\lambda}$. For the time being, all these symbols $\Xi, \Xi \mathcal{I}(\Xi), \ldots$ must be considered as abstract words that we turn into independent basis vectors of the space $\mathscr{T}$. We also endow $\mathscr{T}$ with a natural commutative product $\star$ by setting

$$
\Xi \star \mathcal{I}(\Xi)=\Xi \mathcal{I}(\Xi) \quad, \quad \Xi \star X_{2}=\Xi X_{2} \quad, \quad 1 \star \tau=\tau
$$

for all basis vector $\tau$, and $\tau \star \tau^{\prime}=0$ in every other situation. For any $\mathbf{u} \in \mathscr{T}$ and $\beta \in A$, we will denote by $\mathscr{T}_{\beta}(\mathbf{u})$ the projection of $\mathbf{u}$ onto $\mathscr{T}_{\beta}$.

Then, in order to introduce the set of elements (the model) that will make a link between $\mathscr{T}$ and more common spaces of distributions, a few technical preliminaries are in order. To start with, note that the machinery is to behave very differently for the heat kernel around the singularity 0 and away from it. Along this idea, the strategy will heavily rely on the following splitting.

Lemma 2.1. ([11, Lemma 5.5]) There exists a smooth function $\rho_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with compact support such that we can decompose the heat kernel $G$ as a sum

$$
\begin{equation*}
G=\rho_{0} \cdot G+\left(1-\rho_{0}\right) \cdot G=: K+G^{\sharp} \tag{2.2}
\end{equation*}
$$

with $K, G^{\sharp}$ satisfying the following properties:

- $G^{\sharp}$ is smooth in $\mathbb{R}^{2}$ and supported in $\mathbb{R}^{2} \backslash \mathcal{B}_{\mathfrak{s}}\left(0, \frac{1}{2}\right)$,
- $K$ is supported in $\mathcal{B}_{\mathfrak{s}}(0,1)$ and it can be decomposed as a sum $K=\sum_{n \geq 0} K_{n}$ with $K_{n}(x)=$ $2^{n} K_{0}\left(\mathcal{S}_{\mathfrak{s}, 0}^{2-n} x\right)$ for some smooth function $K_{0}$ with support in $\mathcal{B}_{\mathfrak{s}}(0,1)$. In particular, for every distribution $\eta$ and every multiindex $\ell=\left(\ell_{1}, \ell_{2}\right) \in \mathbb{N}^{2}$, one has the identity

$$
\begin{equation*}
\left[D^{\ell} K_{n} * \eta\right](x)=2^{\left(|\ell|_{\mathfrak{s}}-2\right) n}\left\langle\eta, \mathcal{S}_{\mathfrak{s}, x}^{2^{-n}}\left(D^{\ell} K_{0}\right)\right\rangle \tag{2.3}
\end{equation*}
$$

where we recall that $|\ell|_{\mathfrak{s}}=2 \ell_{1}+\ell_{2}$.
Let us see to what extent convolution with the singular part $K$ allows to smoothness our starting noise $\xi$.

Lemma 2.2. For every $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$, it holds that $K * \xi \in \mathcal{C}_{c}^{\alpha+2}\left(\mathbb{R}^{2}\right)$ and for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\|K * \xi\|_{\alpha+2 ; \mathfrak{\xi}} \lesssim\|\xi\|_{\alpha ; r e c t(\mathfrak{\xi})},
$$

where rect $(\mathfrak{K})$ stands for the smallest rectangle $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ that contains $\mathfrak{K}$.
Proof. First, for $x \in \mathfrak{K}$, one has by (2.3)

$$
|(K * \xi)(x)| \leq \sum_{n \geq 0} 2^{-2 n}\left|\left\langle\xi, \mathcal{S}_{\mathfrak{s}, x}^{2-n} K_{0}\right\rangle\right| \lesssim\|\xi\|_{\alpha ; \mathfrak{R}} \cdot \sum_{n \geq 0} 2^{-n(\alpha+2)},
$$

and hence $\sup _{x \in \mathfrak{R}}|(K * \xi)(x)| \lesssim\|\xi\|_{\alpha ; \mathfrak{K}}$. Then fix $x \neq y \in \mathfrak{K}$ such that $\|x-y\|_{\mathfrak{s}} \leq 1$ and let $i \geq 0$ be such that $2^{-(i+1)} \leq\|x-y\|_{s} \leq 2^{-i}$. Decompose the difference $(K * \xi)(x)-(K * \xi)(y)$ as

$$
\sum_{0 \leq n<i}\left[\left(K_{n} * \xi\right)(x)-\left(K_{n} * \xi\right)(y)\right]+\sum_{n \geq i}\left[\left(K_{n} * \xi\right)(x)-\left(K_{n} * \xi\right)(y)\right]=: I_{x y}+I I_{x y} .
$$

As above, we can rely on the bound $\left|\left(K_{n} * \xi\right)(x)\right| \lesssim\|\xi\|_{\alpha ; \mathfrak{R}} \cdot 2^{-n(\alpha+2)}$ to derive that

$$
\left|I I_{x y}\right| \lesssim\|\xi\|_{\alpha ; \mathfrak{\Re}} \cdot 2^{-i(\alpha+2)} \lesssim\|\xi\|_{\alpha ; \mathfrak{\Re}} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} .
$$

In order to deal with $I_{x y}$, we decompose each summand as

$$
\begin{aligned}
& \left(K_{n} * \xi\right)(x)-\left(K_{n} * \xi\right)(y) \\
& =\left[\left(K_{n} * \xi\right)\left(x_{1}, x_{2}\right)-\left(K_{n} * \xi\right)\left(y_{1}, x_{2}\right)\right]+\left[\left(K_{n} * \xi\right)\left(y_{1}, x_{2}\right)-\left(K_{n} * \xi\right)\left(y_{1}, y_{2}\right)\right] \\
& =\int_{0}^{1} d r\left\{\left(x_{1}-y_{1}\right) \cdot\left(D^{(1,0)} K_{n} * \xi\right)\left(y_{1}+r\left(x_{1}-y_{1}\right), x_{2}\right)\right. \\
& \left.\quad+\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,1)} K_{n} * \xi\right)\left(y_{1}, y_{2}+r\left(x_{2}-y_{2}\right)\right)\right\} .
\end{aligned}
$$

Therefore, by (2.3),

$$
\left|\left(K_{n} * \xi\right)(x)-\left(K_{n} * \xi\right)(y)\right| \lesssim\|\xi\|_{\alpha ; \operatorname{rect}(\mathfrak{\xi})} \cdot\left\{\left|x_{1}-y_{1}\right| \cdot 2^{-n \alpha}+\left|x_{2}-y_{2}\right| \cdot 2^{-n(\alpha+1)}\right\},
$$

and since both $\alpha$ and $\alpha+1$ are negative, we can conclude that

$$
\left|I_{x y}\right| \lesssim\|\xi\|_{\alpha ; \operatorname{rect}(\mathfrak{\beta})} \cdot\left\{\left|x_{1}-y_{1}\right| \cdot 2^{-i \alpha}+\left|x_{2}-y_{2}\right| \cdot 2^{-i(\alpha+1)}\right\} \lesssim\|\xi\|_{\alpha ; \operatorname{rect}(\mathfrak{\xi})} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} .
$$

With this property in hand, we can define the central element (on top of $\xi$ itself) at the core of the forthcoming model.

Definition 2.3. Let $K$ be defined as in Lemma 2.1] and fix $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$. We call a $K$-Lévy area above $\xi$ any map $\mathcal{A}: \mathbb{R}^{2} \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ satisfying the two following conditions.
(i) $K$-Chen relation: For all $x, y \in \mathbb{R}^{2}, \mathcal{A}_{x}-\mathcal{A}_{y}=[(K * \xi)(y)-(K * \xi)(x)] \cdot \xi$;
(ii) Besov regularity: $\mathcal{A}$ belongs to $\mathcal{C}_{c}^{2 \alpha+2}\left(\mathbb{R}^{2}\right)$ (see Definition 1.9) .

Remark 2.4. In the benchmark situation where $\xi$ is a differentiable process, there exists a "canonical" $K$-Lévy area above it given by the formula

$$
\begin{equation*}
\mathcal{A}_{x}(z):=[(K * \xi)(z)-(K * \xi)(x)] \cdot \xi(z) . \tag{2.4}
\end{equation*}
$$

However, just as with the classic Lévy area of rough-path theory, there is of course no systematic way to extend (2.4) to any rough noise $\xi$. Section 3 will actually be devoted to the construction of such a process above the fractional noise involved in Theorem 1.2. Note also that, like its one-parameter counterpart, a $K$-Lévy area is not unique: for instance, any constant $C$ gives rise to another $K$-Lévy area by setting $\hat{\mathcal{A}}_{x}(z):=\mathcal{A}_{x}(z)+C$.

We call an $(\alpha, K)$-rough path any pair $\boldsymbol{\xi}=\left(\xi, \xi^{\mathbf{2}}\right)$ where $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ and $\xi^{\mathbf{2}}$ is a $K$-Lévy area above $\xi$, and we denote, for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\begin{equation*}
\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{K}}=\|\xi\|_{\alpha ; \mathfrak{K}}+\left\|\xi^{\mathbf{2}}\right\|_{2 \alpha+2 ; \mathfrak{K}} . \tag{2.5}
\end{equation*}
$$

Also, if $\boldsymbol{\xi}=\left(\xi, \xi^{\mathbf{2}}\right)$ and $\boldsymbol{\zeta}=\left(\zeta, \zeta^{\mathbf{2}}\right)$ are two $(\alpha, K)$-rough paths, we denote, for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\begin{equation*}
\|\boldsymbol{\xi} ; \boldsymbol{\zeta}\|_{\alpha ; \mathfrak{H}}=\|\xi-\zeta\|_{\alpha ; \mathfrak{K}}+\left\|\xi^{\mathbf{2}}-\zeta^{\mathbf{2}}\right\|_{2 \alpha+2 ; \mathfrak{K}} \tag{2.6}
\end{equation*}
$$

Now, given an $(\alpha, K)$-rough path $\boldsymbol{\xi}$, define

$$
\Gamma^{\boldsymbol{\xi}}: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \operatorname{Hom}((T,+, \star)) \quad, \quad \Pi^{\xi}: \mathbb{R}^{2} \rightarrow \mathcal{L}\left(T, \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)\right)
$$

along the following formulas: for all $x, y \in \mathbb{R}^{2}$,

$$
\begin{gather*}
\Gamma_{x y}^{\xi}(\Xi)=\Xi \quad, \quad \Gamma_{x y}^{\xi}(\mathbf{1})=\mathbf{1} \quad, \quad \Gamma_{x y}^{\boldsymbol{\xi}}(\mathcal{I}(\Xi))=\mathcal{I}(\Xi)+\{(K * \xi)(x)-(K * \xi)(y)\} \mathbf{1},  \tag{2.7}\\
\Gamma_{x y}^{\xi}\left(X_{2}\right)=X_{2}+\left(x_{2}-y_{2}\right) \mathbf{1}, \tag{2.8}
\end{gather*}
$$

and

$$
\begin{gather*}
\Pi_{x}^{\xi}(\Xi)=\xi, \Pi_{x}^{\xi}(\Xi \mathcal{I}(\Xi))=\xi_{x}^{2}, \Pi_{x}^{\xi}(\mathbf{1})=1, \Pi_{x}^{\xi}(\mathcal{I}(\Xi))(y)=[K * \xi](y)-[K * \xi](x),  \tag{2.9}\\
\Pi_{x}^{\xi}\left(X_{2}\right)(y)=y_{2}-x_{2}, \Pi_{x}^{\boldsymbol{\xi}}\left(\Xi X_{2}\right)=\Pi_{x}^{\xi}\left(X_{2}\right) \cdot \Pi_{x}^{\xi}(\Xi) \tag{2.10}
\end{gather*}
$$

By combining Lemma 2.2 with the definition of an $(\alpha, K)$-rough path, the following property is readily checked

Proposition 2.5. For every $(\alpha, K)$-rough path $\boldsymbol{\xi}$, the pair $Z(\boldsymbol{\xi})=\left(\Pi^{\xi}, \Gamma^{\xi}\right)$ defined along Formulas (2.7)-(2.10) is a model for the regularity structure $\mathscr{T}$, in the sense of [11, Definition 2.17]. In particular, it satisfies the relation: for all $x, y \in \mathbb{R}^{2}$

$$
\begin{equation*}
\Pi_{y}^{\xi}=\Pi_{x}^{\xi} \circ \Gamma_{x y}^{\xi} \tag{2.11}
\end{equation*}
$$

Also, for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$, and with the notation of [11, Section 2.3], it holds that

$$
\left\|\left(\Pi^{\xi}, \Gamma^{\xi}\right)\right\|_{\alpha ; \mathfrak{K}} \lesssim\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{R}_{0}} \quad, \quad\left\|\left(\Pi^{\xi}, \Gamma^{\boldsymbol{\xi}}\right) ;\left(\Pi^{\xi^{\prime}}, \Gamma^{\xi^{\prime}}\right)\right\|_{\alpha ; \mathfrak{K}} \lesssim\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathfrak{K}_{0}}
$$

for some larger compact set $\mathfrak{K}_{0}$.
We thus have the following picture: in the situation we are interested in, providing an $(\alpha, K)$ rough path is enough to construct (and control) a natural model above $\xi$. To this extent, the present introduction of the setting offers some compromise between a rough-path formulation ("process + Lévy area") and a regularity-structure formulation ("regularity structure + model") of the assumptions required by the procedure.

At this point, and as we mentionned it in the introduction, another important ingredient consists in "lifting" the classic Hölder topology to $\mathscr{T}$-valued functions. Along this idea, and given an $(\alpha, K)$-rough path $\boldsymbol{\xi}$, we define the spaces $\mathcal{D}^{\gamma, \eta}(\boldsymbol{\xi})(\gamma, \eta \in \mathbb{R})$ of singular modelled distributions as follows. Introduce

$$
P:=\left\{(s, x) \in \mathbb{R}^{2}: s=0\right\}
$$

and then for every set $\mathfrak{K} \subset \mathbb{R}^{2}$, define (following [11, Definition 6.2])

$$
\begin{equation*}
\|\mathbf{u}\|_{\gamma, \eta ; \mathfrak{\Re}}:=\sup _{\beta<\gamma} \sup _{x \in \mathfrak{K} \backslash P} \frac{\left|\mathscr{T}_{\beta}(\mathbf{u}(x))\right|}{\|x\|_{P}^{(\eta-\beta) \wedge 0}}+\sup _{\beta<\gamma} \sup _{(x, y) \in \mathfrak{K}_{P}} \frac{\left|\mathscr{T}_{\beta}\left(\mathbf{u}(x)-\Gamma_{x y}^{\xi}(\mathbf{u}(y))\right)\right|}{\|x-y\|_{\mathfrak{s}}^{\gamma-\beta}\|x ; y\|_{P}^{\eta-\gamma}}, \tag{2.12}
\end{equation*}
$$

where $\|x\|_{P}=\inf \left(1,\left|x_{1}\right|\right),\|x ; y\|_{P}=\inf \left(1,\left|x_{1}\right|,\left|y_{1}\right|\right)$ and

$$
\mathfrak{K}_{P}:=\left\{(x, y) \in(\mathfrak{K} \backslash P)^{2}:\|x-y\|_{\mathfrak{s}} \leq\|x ; y\|_{P}\right\} .
$$

In the sequel, we will denote by $\mathcal{D}^{\gamma, \eta}(\boldsymbol{\xi})$ the space of functions $\mathbf{u}: \mathbb{R}^{2} \rightarrow T$ for which the global norm $\|\mathbf{u}\|_{\gamma, \eta ; \mathbb{R}^{2}}$ (written $\|\mathbf{u}\|_{\gamma, \eta}$ ) is finite. Also, we denote by $\mathcal{D}_{\beta}^{\gamma, \eta}(\boldsymbol{\xi})$ the set of elements in $\mathcal{D}^{\gamma, \eta}(\boldsymbol{\xi})$ which take values in $\mathscr{T}_{\beta+}=\oplus_{\lambda \geq \beta} \mathscr{T}_{\lambda}$.

When comparing two elements $\mathbf{u} \in \mathcal{D}^{\gamma, \eta}(\boldsymbol{\xi})$ and $\mathbf{u}^{\prime} \in \mathcal{D}^{\gamma, \eta}\left(\boldsymbol{\xi}^{\prime}\right)$, we use the natural quantity

$$
\begin{align*}
& \left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta ; \mathfrak{r}}:= \\
& \sup _{\beta<\gamma} \sup _{x \in \mathfrak{K}\rangle P} \frac{\left|\mathscr{T}_{\beta}\left(\mathbf{u}(x)-\mathbf{u}^{\prime}(x)\right)\right|}{\|x\|_{P}^{(\eta-\beta) \wedge 0}}+\sup _{\beta<\gamma(x, y) \in \mathfrak{K}_{P}} \sup \frac{\left|\mathscr{T}_{\beta}\left(\mathbf{u}(x)-\Gamma_{x y}^{\xi}(\mathbf{u}(y))-\mathbf{u}^{\prime}(x)+\Gamma_{x y}^{\xi^{\prime}}\left(\mathbf{u}^{\prime}(y)\right)\right)\right|}{\|x-y\|_{\mathfrak{S}}^{\gamma-\beta}\|x ; y\|_{P}^{\eta-\gamma}} . \tag{2.13}
\end{align*}
$$

Remark 2.6. As reported in [12, Remark 5.1], the essential component in the two quantities (2.12) and (2.13) lies in the Hölder smoothness property of the process, that is in the consideration of the increment $\|x-y\|_{\mathfrak{s}}^{\gamma-\beta}$. Controlling the sigularity at time 0 (through the term $\|x\|_{P}^{(\eta-\beta) \wedge 0}$ or $\|x ; y\|_{P}^{\eta-\gamma}$ ) is of minor importance as far as the global dynamics of the structures is concerned, although this lever will prove necessary in order to settle a fixed-point argument.

It turns out that under suitable regularity assumptions, we can reconstruct, from a given modelled distribution, a real distribution (understood in the classic sense) along a procedure which continuously extends the "smooth" case, that is the situation where $\xi$ is a differentiable noise. This result, which defines the so-called reconstruction operator, is one of the cornerstone of the regularity structures theory. The thorough statement that we provide here is obtained by combining Theorem 3.10, Remark 3.15, Lemma 6.7 and Proposition 6.9 of [11.

Theorem 2.7. (Reconstruction operator) Let $\boldsymbol{\xi}$ be an ( $\alpha, K$ )-rough path and $\mathbf{u} \in \mathcal{D}_{\beta}^{\gamma, \eta}(\boldsymbol{\xi})$, for some parameters $\gamma>0, \eta \leq \gamma$ and $\beta \in[\alpha, 0]$. Then there exists a unique element $\mathcal{R}_{\xi} \mathbf{u} \in \mathcal{C}_{c}^{\beta \wedge \eta}$ which satisfies the two following properties:
(i) ("Globally") For every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\begin{equation*}
\left\|\mathcal{R}_{\boldsymbol{\xi}}(\mathbf{u})\right\|_{\beta \wedge \eta ; \mathfrak{R}} \lesssim\|\boldsymbol{\xi}\|_{\alpha ; \overline{\mathfrak{R}}}\|\mathbf{u}\|_{\gamma, \eta}, \tag{2.14}
\end{equation*}
$$

where $\overline{\mathfrak{K}}$ stands for the 1 -fattening of $\mathfrak{K}$.
(ii) ("Locally") For every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$, every $x \in \mathfrak{K} \backslash P$, every $\delta \in\left(0, \frac{1}{4}\|x\|_{P}^{1 / 2}\right)$ and every $\varphi \in \mathcal{C}^{2}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right)$,

$$
\begin{equation*}
\left|\left(\mathcal{R}_{\xi} \mathbf{u}-\Pi_{x}^{\xi}(\mathbf{u}(x))\right)\left(\mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right)\right| \lesssim \delta^{\gamma}\|\varphi\|_{\mathcal{C}^{2}}\|x\|_{P}^{\eta-\gamma} \cdot\|\boldsymbol{\xi}\|_{\alpha ; \overline{\mathfrak{\beta}}}\|\mathbf{u}\|_{\gamma, \eta} \tag{2.15}
\end{equation*}
$$

Besides, if $\xi^{\prime}$ is another $(\alpha, K)$-rough path and $\mathbf{u}^{\prime} \in \mathcal{D}_{\beta}^{\gamma, \eta}\left(\xi^{\prime}\right)$, one has, with similar notations,

$$
\begin{equation*}
\left\|\mathcal{R}_{\xi} \mathbf{u}-\mathcal{R}_{\xi^{\prime}} \mathbf{u}^{\prime}\right\|_{\alpha ; \mathfrak{\xi}} \leq Q_{\xi, \xi^{\prime}, \mathbf{u}, \mathbf{u}^{\prime}} \cdot\left\{\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha, \overline{\mathfrak{R}}}+\left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta ; \overline{\mathfrak{\beta}}}\right\}, \tag{2.16}
\end{equation*}
$$

as well as

$$
\begin{align*}
\mid\left(\mathcal{R}_{\xi} \mathbf{u}-\Pi_{x}^{\boldsymbol{\xi}}(\mathbf{u}(x))-\mathcal{R}_{\boldsymbol{\xi}^{\prime}} \mathbf{u}^{\prime}+\right. & \left.\Pi_{x}^{\prime}\left(\mathbf{u}^{\prime}(x)\right)\right)\left(\mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right) \mid \\
& \leq Q_{\xi, \xi^{\prime}, \mathbf{u}, \mathbf{u}^{\prime}} \cdot \delta^{\gamma}\|\varphi\|_{\mathcal{C}^{2}}\|x\|_{P}^{\eta-\gamma}\left\{\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha, \overline{\mathfrak{\xi}}}+\left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta ; \overline{\mathfrak{\beta}}}\right\} \tag{2.17}
\end{align*}
$$

where in both inequalities, $Q_{\xi, \xi^{\prime}, \mathbf{u}, \mathbf{u}^{\prime}}$ stands for a polynomial expression in $\|\boldsymbol{\xi}\|_{\alpha ; \overline{\mathfrak{R}}},\left\|\boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \overline{\boldsymbol{\beta}}},\|\mathbf{u}\|_{\gamma, \eta ; \overline{\boldsymbol{\varepsilon}}}$ and $\left\|\mathbf{u}^{\prime}\right\|_{\gamma, \eta ; \overline{\mathfrak{R}}}$.

Finally, if $\boldsymbol{\xi}$ is smooth, in the sense that $\xi$ (resp. $\xi^{\mathbf{2}}$ ) defines a smooth function $\xi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ (resp. $\xi^{2}: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ ), then, except on $P, \mathcal{R}_{\xi} \mathbf{u}$ is a continuous function given by the formula: for all $x \in \mathbb{R}^{2} \backslash P$,

$$
\begin{equation*}
\left(\mathcal{R}_{\xi} \mathbf{u}\right)(x)=\Pi_{x}^{\xi}(\mathbf{u}(x))(x) . \tag{2.18}
\end{equation*}
$$

We now have all the tools in hand to be more specific about the objective of the next subsections. Namely, we intend to show how the equation can be naturally transposed and solved in the space $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, where the parameters $\gamma, \eta$ are henceforth fixed as follows:

$$
\begin{equation*}
\gamma=2 \alpha+4 \in(1,2) \quad, \quad \eta=\alpha+2-\varepsilon \in(0,1) \tag{2.19}
\end{equation*}
$$

for some small $\varepsilon>0$. To get a clear insight into the topology induced by such parameters, observe that, by definition, the space $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ corresponds to the set of functions

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}^{0} \mathbf{1}+\mathbf{u}^{1} \mathcal{I}(\Xi)+\mathbf{u}^{2} X_{2} \tag{2.20}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{2}}\left(\left|\mathbf{u}^{0}(x)\right|,\left|\mathbf{u}^{1}(x)\right| \cdot\|x\|_{P}^{\varepsilon},\left|\mathbf{u}^{2}(x)\right| \cdot\|x\|_{P}^{1-\eta}\right)<\infty \tag{2.21}
\end{equation*}
$$

and for all $(x, y) \in \mathbb{R}^{2}$ satisfying $x_{1} \neq 0, y_{1} \neq 0$ and $\|x-y\|_{\mathfrak{s}} \leq\|x ; y\|_{P}$,

$$
\begin{align*}
\mid \mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)-\mathbf{u}^{1}(y) \cdot[ & (K * \xi)(x)-(K * \xi)(y)]-\mathbf{u}^{2}(y) \cdot\left(x_{2}-y_{2}\right) \mid \leq C \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma},  \tag{2.22}\\
& \left|\mathbf{u}^{1}(x)-\mathbf{u}^{1}(y)\right| \leq C \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} \cdot\|x ; y\|_{P}^{\eta-\gamma},  \tag{2.23}\\
& \left|\mathbf{u}^{2}(x)-\mathbf{u}^{2}(y)\right| \leq C \cdot\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}, \tag{2.24}
\end{align*}
$$

for some finite constant $C$.
Remark 2.8. Let us try to give a better idea about what we mean by "lifting" the equation in $\mathscr{T}$. In fact, if we focus on the expansion (2.20), it is natural to consider $\mathbf{u}$ as a "lift" of $\mathbf{u}^{0}$ in $\mathscr{T}$, with $\mathbf{u}^{1}$ and $\mathbf{u}^{2}$ playing the role of artificial "derivatives" components. Indeed, in the benchmark situation where $\xi$ is a differentiable process, we know by (2.18) that $\mathbf{u}^{0}$ is nothing but the reconstruction of $\mathbf{u}$, due to $\Pi_{x}^{\xi}(\mathbf{1})(x)=1$ and $\Pi_{x}^{\xi}(\mathcal{I}(\Xi))(x)=\Pi_{x}^{\xi}\left(X_{2}\right)(x)=0$. In other words, $\mathbf{u}^{0}(x)=\mathcal{R}_{\xi}(\mathbf{u})(x)$. The objective can now be stated as follows: we wish to turn (1.3) into an equation in $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ and therein exhibit a solution $\mathbf{u}$, in such a way that, if $\xi$ happens to be smooth and $\boldsymbol{\xi}$ is the canonical $(\alpha, K)$-rough path defined by (2.4), then the reconstructed process $u:=\mathcal{R}_{\xi} \mathbf{u}$ is the solution of the original equation (understood in the classic sense). Such a consistency will therefore offer a strong evidence in favor of the viability of the modelling, which will be confirmed a posteriori thanks to the continuity properties of the procedure (see Section (3.2).

To conclude with these preliminaries, note that, since we are only interested in solutions on a small interval $[0, T]$ (with say $0<T \leq 1$ ), we will rely on a localization-in-time of the equation based on cut-off functions. To be more specific, we recast the target equation as follows:

$$
\begin{equation*}
u(x)=\left(G_{x_{1}} \Psi\right)\left(x_{2}\right)+\rho_{T}\left(x_{1}\right) \cdot\left(G *\left[\rho_{+} \cdot F(u) \cdot \xi\right]\right)(x) \tag{2.25}
\end{equation*}
$$

where:

- $\rho_{+}(x):=\rho\left(x_{1}\right) \cdot \mathbf{1}_{\mathbb{R}_{+}}\left(x_{1}\right)$ for some smooth function $\rho: \mathbb{R} \rightarrow[0,1]$ with support in $[-2 ; 2]$ and such that $\rho \equiv 1$ on $[-1,1]$;
- $\rho_{T}: \mathbb{R} \rightarrow[0,1]$ is a smooth function with support in $[-3 T ; 3 T]$ such that $\rho_{T} \equiv 1$ on $[-T, T]$ and $\left\|\rho_{T}^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \lesssim T^{-1}$ (see Lemma [2.9);
- $F(u)(x):=F\left(x_{2}, u(x)\right)$ for some function $F \in \mathcal{C}_{\mathfrak{K}_{F}}^{\infty}\left(\mathbb{R}^{2}\right)$ (see Definition 1.1) ;
- we have set $\left(G_{x_{1}} \psi\right)\left(x_{2}\right)=\int_{\mathbb{R}} d y G\left(x_{1}, x_{2}-y\right) \Psi(y)$.

Lemma 2.9. For any $T>0$, there exists a smooth function $\rho_{T}: \mathbb{R} \rightarrow[0,1]$ with support in $[-3 T ; 3 T]$ such that $\rho_{T} \equiv 1$ on $[-T, T]$ and $\left\|\rho_{T}^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \lesssim T^{-1}$.

Proof. Consider a mollifier $\varphi$ on $[-1,1]$, that is a smooth function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ with support in $[-1,1]$ and such that $\int_{\mathbb{R}} \varphi(u) d u=1$. Set $\varphi_{T}(u)=\frac{1}{T} \varphi\left(\frac{u}{T}\right)$. Then it is easy to check that the function $\rho_{T}=\mathbf{1}_{[-2 T, 2 T]} * \varphi_{T}$ meets the required conditions.

Given a smooth $\rho: \mathbb{R} \rightarrow \mathbb{R}$ and a function $\mathbf{u}: \mathbb{R}^{2} \rightarrow \mathscr{T}$, we will denote by $\rho \cdot \mathbf{u}: \mathbb{R}^{2} \rightarrow \mathscr{T}$ the function whose coordinates in $\mathscr{T}$ are simply given by $\mathscr{T}_{\beta}(\rho \cdot \mathbf{u})(x)=\rho\left(x_{1}\right) \cdot \mathscr{T}_{\beta}(\mathbf{u})(x), \beta \in A$.

For compactness reasons that will prove fundamental in Section 3, we will also need to control the support of the process at each step of the procedure, both in time and in space.

Definition 2.10. We call the support of a modelled distribution $\mathbf{g}$, and we denote by supp $\mathbf{g}$, the union of the supports of its components $\mathscr{T}_{\beta}(\mathbf{g}), \beta \in A$.

Lemma 2.11. For every $\mathbf{g} \in \mathcal{D}_{\beta}^{\gamma, \eta}(\boldsymbol{\xi})$ with $\gamma>0, \eta \leq \gamma$ and $\beta \in[\alpha, 0]$, it holds that supp $\mathcal{R}_{\boldsymbol{\xi}}(\mathbf{g}) \subset$ supp $\mathbf{g}$.

Proof. Recall that by its very construction (see the beginning of the proof of [11, Theorem 3.10]), $\mathcal{R}_{\xi} \mathrm{g}$ is the limit of a sequence of continuous functions $\mathcal{R}_{\xi}^{n} \mathbf{g}$ of the form:

$$
\left(\mathcal{R}_{\xi}^{n} \mathbf{g}\right)(y)=\sum_{x \in \Lambda_{\xi}^{n}}\left\langle\Pi_{x}(\mathbf{g}(x)), \varphi_{x}^{n}\right\rangle \cdot \varphi_{x}^{n}(y)=\sum_{x \in \Lambda_{s}^{n} \cap \text { supp } \mathbf{g}}\left\langle\Pi_{x}(\mathbf{g}(x)), \varphi_{x}^{n}\right\rangle \cdot \varphi_{x}^{n}(y),
$$

where $\varphi_{x}^{n}(y)=2^{\frac{3 n}{2}} \cdot \varphi\left(2^{2 n}\left(y_{1}-x_{1}\right)\right) \cdot \varphi\left(2^{n}\left(y_{2}-x_{2}\right)\right)$, for some compactly supported function $\varphi$. If for instance $\operatorname{supp} \varphi \subset[-C, C]$, then it is readily checked that

$$
\operatorname{supp} \mathcal{R}_{\xi}^{n}(\mathbf{g}) \subset \operatorname{supp} \mathbf{g}+\mathcal{B}_{\max }\left(0, C \cdot 2^{-n}\right),
$$

where $\mathcal{B}_{\text {max }}$ refers to the ball with respect to the supremum norm in $\mathbb{R}^{2}$. The result is now immediate as we let $n$ tend to infinity.
2.2. Composition and multiplication with the noise. The first operation involved in (2.25) consists in composing $u$ with the vector field $F$. Let us see how the procedure can be lifted in $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, by following the ideas of [11, Theorem 4.16].
Proposition 2.12. (Composition) Consider an $(\alpha, K)$-rough path $\boldsymbol{\xi}$ (resp. $\boldsymbol{\xi}^{\prime}$ ), and for every compact set $\mathfrak{K} \subset \mathbb{R}$, every $F \in \mathcal{C}_{\mathfrak{K}}^{\infty}\left(\mathbb{R}^{2}\right)$ and every $\mathbf{u}=\mathbf{u}^{0} \mathbf{1}+\mathbf{u}^{1} \mathcal{I}(\Xi)+\mathbf{u}^{2} X_{2} \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, define

$$
\mathbf{F}(\mathbf{u})=\mathbf{v}^{0} \mathbf{1}+\mathbf{v}^{1} \mathcal{I}(\Xi)+\mathbf{v}^{2} X_{2}
$$

with $\mathbf{v}^{0}(x)=F\left(x_{2}, \mathbf{u}^{0}(x)\right), \mathbf{v}^{1}(x)=\left(\partial_{2} F\right)\left(x_{2}, \mathbf{u}^{0}(x)\right) \cdot \mathbf{u}^{1}(x)$ and

$$
\mathbf{v}^{2}(x)=\left(\partial_{2} F\right)\left(x_{2}, \mathbf{u}^{0}(x)\right) \cdot \mathbf{u}^{2}(x)+\left(\partial_{1} F\right)\left(x_{2}, \mathbf{u}^{0}(x)\right) .
$$

Then $\rho_{+} \cdot \mathbf{F}(\mathbf{u}) \in \mathcal{D}_{0}^{\gamma, \eta}(Z)$ and

$$
\begin{equation*}
\left\|\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right\|_{\gamma, \eta} \leq Q_{\xi} \cdot\left\{1+\|\mathbf{u}\|_{\gamma, \eta}^{2}\right\} . \tag{2.26}
\end{equation*}
$$

Besides, for every $\mathbf{u}^{\prime} \in \mathcal{D}_{0}^{\gamma, \eta}\left(\xi^{\prime}\right)$, it holds that

$$
\begin{equation*}
\left\|\rho_{+} \cdot \mathbf{F}(\mathbf{u}) ; \rho_{+} \cdot \mathbf{F}\left(\mathbf{u}^{\prime}\right)\right\|_{\gamma, \eta} \leq Q_{\xi, \xi^{\prime}, \mathbf{u}, \mathbf{u}^{\prime}} \cdot\left\{\left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta}+\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \boldsymbol{R}_{1}}\right\} . \tag{2.27}
\end{equation*}
$$

In (2.26), $Q_{\xi}$ is a polynomial expression in $\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{K}_{1}}$, for an appropriate compact set $\mathfrak{K}_{1} \subset \mathbb{R}^{2}$ depending only on ( $F, \rho$ ). In (2.27), $Q_{\xi, \xi^{\prime}, \mathbf{u}, \mathbf{u}^{\prime}}$ is a polynomial expression in $\|\mathbf{u}\|_{\gamma, \eta},\left\|\mathbf{u}^{\prime}\right\|_{\gamma, \eta}$, $\|\boldsymbol{\xi}\|_{\alpha ; \boldsymbol{\xi}_{1}}$ and $\left\|\boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \boldsymbol{\xi}_{1}}$.
Proof. First, let us introduce a compact $\mathfrak{K}_{0} \subset \mathbb{R}^{2}$ such that $[-2,2] \times \mathfrak{K}_{\mathbf{F}} \subset \mathfrak{K}_{0}$, which implies in particular that $\operatorname{supp}\left(\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right) \subset \mathfrak{K}_{0}$. By the very definition of $\|\cdot\|_{\gamma, \eta}$, one has

$$
\left\|\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right\|_{\gamma, \eta}=\left\|\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right\|_{\gamma, \eta ; \overline{\mathfrak{K}}_{0}}=\|\rho \cdot \mathbf{F}(\mathbf{u})\|_{\gamma, \eta ; \overline{\mathfrak{K}}_{0} \cap\left(\mathbb{R}_{+} \times \mathbb{R}\right)},
$$

where we have denoted by $\overline{\mathfrak{K}}_{0}$ the 1-fattening of $\mathfrak{K}_{0}$. Set $\mathfrak{K}_{1}:=\overline{\mathfrak{K}}_{0} \cap\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Then it is easy to check that due to the smoothness of $\rho$,

$$
\|\rho \cdot \mathbf{F}(\mathbf{u})\|_{\gamma, \eta ; \mathfrak{R}_{1}} \lesssim\|\mathbf{F}(\mathbf{u})\|_{\gamma, \eta ; \mathfrak{R}_{1}}
$$

and so $\left\|\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right\|_{\gamma, \eta} \lesssim\|\mathbf{F}(\mathbf{u})\|_{\gamma, \eta ; \mathfrak{R}_{1}}$. The rest of the proof of (2.26) now consists in a natural Taylor-expansion procedure. We only focus on the increment term in $\mathscr{T}_{0}$, that is the one corresponding to (2.22). Pick $x, y \in\left(\mathfrak{K}_{1}\right)_{P}$ and set $\mathbf{v}:=\mathbf{F}(\mathbf{u}), \theta:=K * \xi$. Then decompose the increment

$$
\begin{equation*}
\mathbf{v}^{0}(x)-\mathbf{v}^{0}(y)-\mathbf{v}^{1}(y) \cdot[\theta(x)-\theta(y)]-\mathbf{v}^{2}(y) \cdot\left(x_{2}-y_{2}\right) \tag{2.28}
\end{equation*}
$$

as a sum of three terms $I, I I, I I I$, with

$$
\begin{gathered}
I=F\left(x_{2}, \mathbf{u}^{0}(x)\right)-F\left(y_{2}, \mathbf{u}^{0}(x)\right)-\left(x_{2}-y_{2}\right) \cdot\left(\partial_{1} F\right)\left(y_{2}, \mathbf{u}^{0}(x)\right), \\
I I=\left(x_{2}-y_{2}\right) \cdot\left[\left(\partial_{1} F\right)\left(y_{2}, \mathbf{u}^{0}(x)\right)-\left(\partial_{1} F\right)\left(y_{2}, \mathbf{u}^{0}(y)\right)\right] \\
I I I=F\left(y_{2}, \mathbf{u}^{0}(x)\right)-F\left(y_{2}, \mathbf{u}^{0}(y)\right) \\
-\left(\partial_{2} F\right)\left(y_{2}, \mathbf{u}^{0}(y)\right) \cdot \mathbf{u}^{1}(y) \cdot[\theta(x)-\theta(y)]-\left(\partial_{2} F\right)\left(y_{2}, \mathbf{u}^{0}(y)\right) \cdot \mathbf{u}^{2}(y) \cdot\left(x_{2}-y_{2}\right) .
\end{gathered}
$$

The estimation of $I$ is immediate:

$$
|I| \lesssim\left|x_{2}-y_{2}\right|^{2} \lesssim\|x-y\|_{\mathfrak{s}}^{2} \lesssim\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}
$$

For $I I$, one has trivially

$$
\begin{equation*}
|I I| \lesssim\left|x_{2}-y_{2}\right| \cdot\left|\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right| \lesssim\|x-y\|_{\mathfrak{s}} \cdot\left|\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right| \tag{2.29}
\end{equation*}
$$

The key observation at this point is that we can combine (2.21)-(2.22) with the result of Lemma 2.2 to derive the bound:

$$
\begin{equation*}
\left|\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right| \lesssim\|\mathbf{u}\|_{\gamma, \eta} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} \cdot\|x ; y\|_{P}^{-\varepsilon} \cdot\left\{1+\|\xi\|_{\alpha ; \operatorname{rect}\left(\mathfrak{\kappa}_{1}\right)}\right\} \tag{2.30}
\end{equation*}
$$

and hence, going back to (2.29),

$$
|I I| \lesssim Q_{\xi} \cdot\|\mathbf{u}\|_{\gamma, \eta} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}
$$

where we have used the fact that $2 \alpha+4<\alpha+3$. Finally, as far as $I I I$ is concerned, we decompose it in a natural way as a sum of two terms $I I I^{(1)}$ and $I I I^{(2)}$, with

$$
\begin{gathered}
I I I^{(1)}=\int_{0}^{1} d r\left\{\left(\partial_{2} F\right)\left(y_{2}, \mathbf{u}^{0}(y)+r\left(\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right)\right)-\left(\partial_{2} F\right)\left(y_{2}, \mathbf{u}^{0}(y)\right)\right\} \cdot\left\{\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right\} \\
I I I^{(2)}=\left(\partial_{2} F\right)\left(y_{2}, \mathbf{u}^{0}(y)\right) \cdot\left\{\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)-\mathbf{u}^{1}(y) \cdot[\theta(x)-\theta(y)]-\mathbf{u}^{2}(y) \cdot\left(x_{2}-y_{2}\right)\right\}
\end{gathered}
$$

The bound for $I I I^{(2)}$ is immediate. For $I I I^{(1)}$, we can use (2.30) again to assert that

$$
\left|I I I^{(1)}\right| \lesssim\left|\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right|^{2} \lesssim Q_{\xi} \cdot\|\mathbf{u}\|_{\gamma, \eta}^{2} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}
$$

which completes the estimation of (2.28).
The argument leading to (2.27) follows the same general scheme (localization plus Taylor expansion), and we therefore omit it for the sake of conciseness.

We can now turn to the second operation in (2.25), namely the pointwise multiplication with the noise $\xi$. Observe that the well-posedness of such a product is not clear at all in the real world. In the "modelled" space, the operation becomes an elementary multiplication with the "modelled" noise $\Xi$.

Proposition 2.13. (Multiplication with the noise) Consider an ( $\alpha, K$ )-rough path $\boldsymbol{\xi}$ (resp. $\boldsymbol{\xi}^{\prime}$ ). Then, for every $\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, the (pointwise) product $\mathbf{u} \star \Xi$ belongs to $\mathcal{D}^{\gamma+\alpha, \eta+\alpha}(\boldsymbol{\xi})$ and

$$
\begin{equation*}
\|\mathbf{u} \star \Xi\|_{\gamma+\alpha, \eta+\alpha}=\|\mathbf{u}\|_{\gamma, \eta} . \tag{2.31}
\end{equation*}
$$

Besides, for any $\mathbf{u}^{\prime} \in \mathcal{D}_{0}^{\gamma, \eta}\left(\boldsymbol{\xi}^{\prime}\right)$, it holds that

$$
\begin{equation*}
\left\|\mathbf{u} \star \Xi ; \mathbf{u}^{\prime} \star \Xi\right\|_{\gamma+\alpha, \eta+\alpha}=\left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta} . \tag{2.32}
\end{equation*}
$$

Proof. The statement follows immediately from the fact that for every $x, y \in \mathbb{R}^{2}, \Gamma_{x y}^{\xi}$ is an algebra homomorphism (by definition), that is $\Gamma_{x y}^{\xi}\left(\tau \star \tau^{\prime}\right)=\Gamma_{x y}^{\xi}(\tau) \Gamma_{x y}^{\xi}\left(\tau^{\prime}\right)$.
2.3. Integration. Lifting convolution with the heat kernel $G$ is clearly the most tricky step of the procedure. In fact, as we mentionned it earlier, and with the decomposition (2.2) of $G$ in mind, convolution with $K$ and convolution with $G^{\sharp}$ will receive distinct treatments.

First, since $G^{\sharp}$ is smooth on $\mathbb{R}^{2}$, convolving with this kernel is relatively easy to handle in our situation due to the following elementary property.

Lemma 2.14. Consider a distribution $\zeta \in \mathcal{C}^{\alpha}\left(\mathbb{R}^{2}\right)$ with support included in a ball $\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)$, for some $r_{0} \geq 1$. Then $G^{\sharp} * \zeta$ defines a smooth function and one has

$$
\begin{equation*}
\left\|D^{k}\left(G^{\sharp} * \zeta\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C_{k, r_{0}}\|\zeta\|_{\alpha ; \mathbb{R}^{2}} \tag{2.33}
\end{equation*}
$$

for every multiindex $k$.
Proof. Consider a smooth function $\varphi$ with support in $\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}+\frac{1}{2}\right)$ such that $\varphi \equiv 1$ on $\mathcal{B}_{\mathfrak{s}}\left(0, r_{0}\right)$, and for every $x \in \mathbb{R}^{2}$, set $G_{x}^{\sharp}(y)=G^{\sharp}(y-x)$. Then, with Definition 1.7 in mind, and as $G^{\sharp}$ is a smooth function on $\mathbb{R}^{2}$,

$$
\begin{aligned}
\left|\left[\left(D^{k} G^{\sharp}\right) * \zeta\right](x)\right|=\left|\left\langle\zeta,\left(D^{k} G_{x}^{\sharp}\right) \cdot \varphi\right\rangle\right| & =\left|\left\langle\zeta, \mathcal{S}_{\mathfrak{s}, 0}^{1}\left(\left(D^{k} G_{x}^{\sharp}\right) \cdot \varphi\right)\right\rangle\right| \\
& \lesssim\|\zeta\|_{\alpha, r_{0}+\frac{1}{2}, \mathbb{R}^{2}} \cdot\left\|\left(D^{k} G_{x}^{\sharp}\right) \cdot \varphi\right\|_{\mathcal{C}^{2}\left(\mathbb{R}^{2}\right)} .
\end{aligned}
$$

From here, we can conclude by using Lemma [1.8, together with the uniform estimate

$$
\left\|\left(D^{k} G_{x}^{\sharp}\right) \cdot \varphi\right\|_{\mathcal{C}^{2}\left(\mathbb{R}^{2}\right)} \lesssim\left\|D^{k} G^{\sharp}\right\|_{\mathcal{C}^{2}\left(\mathbb{R}^{2}\right)}<\infty
$$

for every multiindex $k$, which follows from the classic properties of the heat kernel (away from $0)$.

Proposition 2.15. Consider an $(\alpha, K)$-rough path $\boldsymbol{\xi}$ (resp. $\left.\boldsymbol{\xi}^{\prime}\right)$, and for every $\mathbf{v} \in \mathcal{D}_{\alpha}^{\gamma+\alpha, \eta+\alpha}(\boldsymbol{\xi})$ with compact support included in $\mathbb{R}^{+} \times \mathbb{R}$, define

$$
\begin{equation*}
\mathcal{G}_{\xi}^{\sharp} \mathbf{v}:=\left[G^{\sharp} * \mathcal{R}_{\xi}(\mathbf{v})\right] \mathbf{1}+\left[\left(D^{(0,1)} G^{\sharp}\right) * \mathcal{R}_{\xi}(\mathbf{v})\right] X_{2} . \tag{2.34}
\end{equation*}
$$

Then $\rho_{T} \cdot \mathcal{G}_{\boldsymbol{\xi}}^{\sharp}(\mathbf{v}) \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ and

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathcal{G}_{\xi}^{\sharp}(\mathbf{v})\right\|_{\gamma, \eta} \leq Q_{\xi} \cdot T^{\kappa} \cdot\|\mathbf{v}\|_{\gamma+\alpha, \eta+\alpha}, \tag{2.35}
\end{equation*}
$$

for some constant $\kappa>0$. Besides, for any $\mathbf{v}^{\prime} \in \mathcal{D}^{\gamma+\alpha, \eta+\alpha}\left(\boldsymbol{\xi}^{\prime}\right)$ with compact support included in $\mathbb{R}_{+} \times \mathbb{R}$,

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathcal{G}_{\boldsymbol{\xi}}^{\sharp}(\mathbf{v}) ; \rho_{T} \cdot \mathcal{G}_{\xi^{\prime}}^{\sharp}\left(\mathbf{v}^{\prime}\right)\right\|_{\gamma, \eta} \leq Q_{\xi, \xi^{\prime}, \mathbf{v}, \mathbf{v}^{\prime}} \cdot T^{\kappa} \cdot\left\{\left\|\mathbf{v} ; \mathbf{v}^{\prime}\right\|_{\gamma+\alpha, \eta+\alpha}+\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathcal{R}_{0}}\right\} . \tag{2.36}
\end{equation*}
$$

In (2.35), $Q_{\xi}$ is a polynomial expression in $\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{K}_{0}}$, for an appropriate compact set $\mathfrak{K}_{0} \subset \mathbb{R}^{2}$, and in (2.36), $Q_{\xi, \xi^{\prime}, \mathbf{v}, \mathbf{v}^{\prime}}$ is a polynomial expression in $\|\mathbf{v}\|_{\gamma, \eta},\left\|\mathbf{v}^{\prime}\right\|_{\gamma, \eta},\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{F}_{0}}$ and $\left\|\boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathfrak{R}_{0}}$.

Proof. Note first that from the very definition of $\|\cdot\|_{\gamma, \eta}$ (and especially due to the condition $\|x-y\|_{s} \leq\|x ; y\|_{P}$ in the second summand of (2.12)), it holds that for any function $\mathbf{u}: \mathbb{R}^{2} \rightarrow \mathscr{T}_{0+}$,

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathbf{u}\right\|_{\gamma, \eta}=\left\|\rho_{T} \cdot \mathbf{u}\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} . \tag{2.37}
\end{equation*}
$$

Also, a close examination of the conditions (2.21)-(2.23), combined with the bound $\left\|\rho_{T}^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \lesssim$ $T^{-1}$, shows that

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathbf{u}\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} \lesssim\|\mathbf{u}\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} . \tag{2.38}
\end{equation*}
$$

Indeed, observe for instance that for all $x, y$ with $0<\left|x_{1}\right| \leq 12 T, 0<\left|y_{1}\right| \leq 12 T$ and $\|x-y\|_{\mathfrak{s}} \leq$ $\|x ; y\|_{P}$,

$$
\begin{aligned}
\left|\left[\rho_{T}\left(x_{1}\right)-\rho_{T}\left(y_{1}\right)\right] \cdot \mathbf{u}^{0}(x)\right| & \lesssim T^{-1} \cdot\left|x_{1}-y_{1}\right| \cdot\|\mathbf{u}\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} \\
& \lesssim T^{-1} \cdot\|x-y\|_{\mathfrak{s}}^{2} \cdot\|\mathbf{u}\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} \cdot\left(\|x ; y\|_{P}^{\eta-\gamma} \cdot T^{\gamma-\eta}\right) \\
& \lesssim\|\mathbf{u}\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot T^{1-\eta} .
\end{aligned}
$$

As a conclusion of this localization procedure, we can assert that

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathcal{G}_{\boldsymbol{\xi}}^{\sharp}(\mathbf{v})\right\|_{\gamma, \eta} \lesssim\left\|\mathcal{G}_{\xi}^{\sharp}(\mathbf{v})\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}} . \tag{2.39}
\end{equation*}
$$

Then another ingredient toward (2.35) lies in the fact that as $\mathbf{v}$ is compactly supported in $\mathbb{R}_{+} \times \mathbb{R}$, the same property holds true for $\mathcal{R}_{\xi}(\mathbf{v})$ by Lemma 2.11. So, since $G^{\sharp}(x)=0$ as soon as $x_{1} \leq 0$, we can assert that, for any multiindex $k$,

$$
\begin{equation*}
\left[\left(D^{k} G^{\sharp}\right) * \mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right](x)=0 \quad \text { if } x_{1} \leq 0 . \tag{2.40}
\end{equation*}
$$

Together with Lemma 2.14 and using basic Taylor estimates, it easily entails that

$$
\begin{equation*}
\left\|\mathcal{G}_{\xi}^{\sharp}(\mathbf{v})\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}}=\left\|\mathcal{G}_{\boldsymbol{\xi}}^{\sharp}(\mathbf{v})\right\|_{\gamma, \eta ;[0,12 T] \times \mathbb{R}} \lesssim T^{\kappa} \cdot\left\|\mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\alpha ; \mathfrak{R}}, \tag{2.41}
\end{equation*}
$$

for some parameter $\kappa>0$ and some compact set $\mathfrak{K} \subset \mathbb{R}^{2}$. For instance, if $x \in[0,12 T] \times \mathbb{R}$,

$$
\begin{aligned}
\left|\left(G^{\sharp} * \mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right)(x)\right| & =\left|\left(G^{\sharp} * \mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right)\left(x_{1}, x_{2}\right)-\left(G^{\sharp} * \mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right)\left(0, x_{2}\right)\right| \\
& \lesssim T \cdot\left\|D^{(1,0)}\left(G^{\sharp} * \mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \lesssim T \cdot\left\|\mathcal{R}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\alpha},
\end{aligned}
$$

where the last inequality is derived from (2.33).
By combining (2.39) and (2.41) with the property (2.14) of the reconstruction operator, we get the bound (2.35).

The proof of (2.36) goes along the same lines (localization, non-anticipativity (2.40) and use of Lemma [2.14), and we leave it to the reader as an exercice.

Convolving a modelled distribution with $K$ is a much more intricate issue due to the singularity of $G$ at the origin: in [11, it gives rise to the so-called multi-level Schauder estimates, which are more specifically spread out in [11, Section $5,6.5$ and 7.1]. In our situation, the result can be summed up through the following statement.

Proposition 2.16. Consider an $(\alpha, K)$-rough path $\boldsymbol{\xi}$ (resp. $\left.\boldsymbol{\xi}^{\prime}\right)$, and define, for every

$$
\begin{equation*}
\mathbf{v}=\mathbf{v}^{0} \Xi+\mathbf{v}^{1} \Xi \mathcal{I}(\Xi)+\mathbf{v}^{2} \Xi X_{2} \in \mathcal{D}^{\gamma+\alpha, \eta+\alpha}(\xi) \tag{2.42}
\end{equation*}
$$

with compact support included in $\mathbb{R}_{+} \times \mathbb{R}$,

$$
\begin{equation*}
\left(\mathcal{K}_{\boldsymbol{\xi}} \mathbf{v}\right)(x):=\left[K *\left(\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}\right)\right](x) \mathbf{1}+\mathbf{v}^{0}(x) \mathcal{I}(\Xi)+\left[\left(D^{(0,1)} K\right) *\left\{\left(\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}\right)-\mathbf{v}^{0}(x) \cdot \xi\right\}\right](x) X_{2} . \tag{2.43}
\end{equation*}
$$

Then $\rho_{T} \cdot \mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})$ is a well-defined element of $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ and

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathcal{K}_{\xi}(\mathbf{v})\right\|_{\gamma, \eta} \leq Q_{\xi} \cdot T^{\kappa} \cdot\|\mathbf{v}\|_{\gamma+\alpha, \eta+\alpha}, \tag{2.44}
\end{equation*}
$$

for some constant $\kappa>0$. Moreover, for any $\mathbf{v}^{\prime} \in \mathcal{D}^{\gamma+\alpha, \eta+\alpha}\left(\xi^{\prime}\right)$ with decomposition of the form (2.42) and compact support included in $\mathbb{R}_{+} \times \mathbb{R}$, it holds that

$$
\begin{equation*}
\left\|\rho_{T} \cdot \mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v}) ; \rho_{T} \cdot \mathcal{K}_{\xi^{\prime}}\left(\mathbf{v}^{\prime}\right)\right\|_{\gamma, \eta} \leq Q_{\xi, \xi^{\prime}, \mathbf{v}, \mathbf{v}^{\prime}} \cdot T^{\kappa} \cdot\left\{\left\|\mathbf{v} ; \mathbf{v}^{\prime}\right\|_{\gamma+\alpha, \eta+\alpha}+\left\|\boldsymbol{\xi}, \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathcal{K}_{1}}\right\} . \tag{2.45}
\end{equation*}
$$

In (2.44), $Q_{\xi}$ is a polynomial expression in $\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{R}_{0}}$, for an approriate compact set $\mathfrak{K}_{0} \subset \mathbb{R}^{2}$, and in (2.45), $Q_{\xi, \xi^{\prime}, \mathbf{g}, \mathbf{g}^{\prime}}$ is a polynomial expression in $\|\mathbf{v}\|_{\gamma+\alpha, \eta+\alpha},\left\|\mathbf{v}^{\prime}\right\|_{\gamma+\alpha, \eta+\alpha},\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{R}_{0}}$ and $\left\|\boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathfrak{F}_{0}}$.

Remark 2.17. At first sight, Formula (2.43) is not very different from (2.34): the $\mathbf{v}^{0}$-component has just "slipped" from $X_{2}$ to $\mathcal{I}(\Xi)$ in order to counterbalance some lack of regularity. And yet, the estimation of $\mathcal{K}_{\xi} \mathbf{v}$ is very much more knotty than the one of $\mathcal{G}_{\xi}^{\sharp} \mathbf{v}$, not only because of this modification, but above all due to the singular behaviour of $K$ at the origin.

Proof. First, the localization procedure exhibited in the proof of Proposition [2.15 (that is the combination of (2.37)-(2.38)) allows us to assert that $\left\|\rho_{T} \cdot \mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\gamma, \eta} \lesssim\left\|\mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathbb{R}}$. Besides, since both $K$ and $\mathbf{v}$ are compactly supported, this holds true for $\mathcal{K}_{\xi}(\mathbf{v})$ as well, and we can thus conclude that

$$
\left\|\rho_{T} \cdot \mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\gamma, \eta} \lesssim\left\|\mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathfrak{K}}
$$

for some appropriate compact set $\mathfrak{K} \subset \mathbb{R}$.
At this point, we are essentially in the same setting as in [11, Theorem 7.1], which theoretically provides us with the bound (2.44). However, for the paper to stay relatively self-contained, we have decided to provide details on this estimation in the appendix, and we therefore refer the reader to Lemma 5.1 for further details regarding the arguments of the rest of the proof of (2.44).

For the sake of conciseness, we do not elaborate on the proof of (2.45), but the patient reader could check that (as usual) the estimate goes along the very same lines as for (2.44).
2.4. Initial condition. With formulation (2.25) in mind, it only remains us to deal with the lift of $G \Psi$ in $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, which can actually be done in the most natural way, as follows.
Proposition 2.18. For every $\Psi \in \mathcal{C}_{b}^{2}(\mathbb{R})$, define

$$
\begin{equation*}
(\mathbf{G} \Psi)(x):=\int_{\mathbb{R}} d z G\left(x_{1}, x_{2}-z\right) \Psi(z) \mathbf{1}+\int_{\mathbb{R}} d z G\left(x_{1}, x_{2}-z\right) \Psi^{\prime}(z) X_{2} . \tag{2.46}
\end{equation*}
$$

Then for any $(\alpha, K)$-rough path $\boldsymbol{\xi}, \mathbf{G} \Psi \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ and

$$
\begin{equation*}
\|\mathbf{G} \Psi\|_{\gamma, \eta} \leq c \cdot\|\Psi\|_{\mathcal{C}_{b}^{2}(\mathbb{R})}, \tag{2.47}
\end{equation*}
$$

for some proportionality constant cindependent of $\boldsymbol{\xi}$.
Proof. We need to check that for all $x, y \in \mathbb{R}^{2} \backslash P$ satisfying $\|x-y\|_{\mathfrak{s}} \leq\|x ; y\|_{P}$, one has both

$$
\begin{equation*}
\left|\int_{\mathbb{R}} d z\left[G\left(x_{1}, x_{2}-z\right)-G\left(y_{1}, y_{2}-z\right)\right] \cdot \psi^{\prime}(z)\right| \lesssim\|\psi\|_{\mathcal{C}_{b}^{2}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|^{\eta-\gamma} \tag{2.48}
\end{equation*}
$$

and

$$
\begin{align*}
\mid \int_{\mathbb{R}} d z\left[G\left(x_{1}, x_{2}-z\right)-G\left(y_{1}, y_{2}-z\right)-\left(x_{2}-y_{2}\right) \cdot\right. & \left.\left(D^{(0,1)} G\right)\left(y_{1}, y_{2}-z\right)\right] \cdot \psi(z) \mid \\
& \lesssim\|\psi\|_{\mathcal{C}_{b}^{2}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|^{\eta-\gamma} . \tag{2.49}
\end{align*}
$$

As far as (2.48) is concerned, we can first bound the left-hand side by
$\left|\int_{\mathbb{R}} d z\left[G\left(x_{1}, z\right)-G\left(y_{1}, z\right)\right] \cdot \psi^{\prime}\left(x_{2}-z\right)\right|+\left|\int_{\mathbb{R}} d z G\left(y_{1}, z\right) \cdot\left[\psi^{\prime}\left(x_{2}-z\right)-\psi^{\prime}\left(y_{2}-z\right)\right]\right|=:|A|+|B|$.

Due to the regularity of $\psi$, the estimation of $B$ is immediate:

$$
|B| \lesssim\left\|\psi^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\left|x_{2}-y_{2}\right| \lesssim\left\|\psi^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma} .
$$

On the other hand, it holds that

$$
\begin{aligned}
|A| & \lesssim\left\|\psi^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\left|x_{1}-y_{1}\right| \cdot \int_{\mathbb{R}} d z \int_{0}^{1} d r\left|\left(D^{(1,0)} G\right)\left(y_{1}+r\left(x_{1}-y_{1}\right), z\right)\right| \\
& \lesssim\left\|\psi^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}^{2} \cdot\|x ; y\|^{-1} \lesssim\left\|\psi^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\|x ; y\|_{P}^{2-\eta} .
\end{aligned}
$$

In a similar way, bound the left-hand side of (2.49) by

$$
\begin{aligned}
& \left|\int_{\mathbb{R}} d z\left[G\left(x_{1}, x_{2}-z\right)-G\left(y_{1}, x_{2}-z\right)\right] \cdot \psi(z)\right| \\
& +\left|\int_{\mathbb{R}} d z G\left(y_{1}, z\right) \cdot\left[\psi\left(x_{2}-z\right)-\psi\left(y_{2}-z\right)-\left(x_{2}-y_{2}\right) \cdot \psi^{\prime}\left(y_{2}-z\right)\right]\right|=:|C|+|D|
\end{aligned}
$$

Then

$$
|D| \lesssim\left\|\psi^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\left|x_{2}-y_{2}\right|^{2} \lesssim\left\|\psi^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\|x ; y\|_{P}^{2-\eta}
$$

and using the same argument as with $A$ (that is, replace $\psi^{\prime}$ with $\psi$ ), we derive that

$$
|C| \lesssim\|\psi\|_{L^{\infty}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}^{2} \cdot\|x ; y\|^{-1} \lesssim\|\psi\|_{L^{\infty}(\mathbb{R})} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\|x ; y\|_{P}^{1-\eta}
$$

which completes the proof of (2.49). The conclusion is now immediate, since obviously, one has also

$$
\sup _{x \in \mathbb{R}^{2} \backslash P}\left|\int_{\mathbb{R}} d z G\left(x_{1}, x_{2}-z\right) \cdot \psi(z)\right| \lesssim\|\psi\|_{L^{\infty}(\mathbb{R})}
$$

and

$$
\sup _{x \in \mathbb{R}^{2} \backslash P} \frac{\left|\int_{\mathbb{R}} d z G\left(x_{1}, x_{2}-z\right) \cdot \psi^{\prime}(z)\right|}{\|x\|_{P}^{\eta-1}} \lesssim\left\|\psi^{\prime}\right\|_{L^{\infty}(\mathbb{R})} .
$$

2.5. Solving the modelled equation. Given an $(\alpha, K)$-rough path $\boldsymbol{\xi}$ and an initial condition $\Psi \in \mathcal{C}_{b}^{2}(\mathbb{R})$, we can now combine successively Propositions [2.12, 2.13, 2.15, 2.16] in order to transpose Equation (2.25) in the space $\mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ as

$$
\begin{equation*}
\mathbf{u}=\mathbf{G} \Psi+\rho_{T} \cdot\left[\mathcal{K}_{\xi}+\mathcal{G}_{\xi}^{\sharp}\right]\left(\left(\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right) \star \Xi\right) . \tag{2.50}
\end{equation*}
$$

Remark 2.19. Let us go back here on the "consistency" condition raised in Remark [2.8, and which explains why we call the procedure a "lift" of the equation. Assume that $\xi$ is a smooth function and that $\xi^{2}$ is given by the canonical expression (2.4). Then if $\mathbf{u}$ satisfies (2.50) and if we set $u(x):=\left(\mathcal{R}_{\boldsymbol{\xi}}(\mathbf{u})\right)(x)=\left(\Pi_{x}^{\xi}(\mathbf{u}(x))\right)(x)$ (by (2.18)), we can first conclude from (2.34), (2.43) and (2.46) that

$$
\begin{align*}
u(x) & =\left(G_{x_{1}} \psi\right)\left(x_{2}\right)+\rho_{T}\left(x_{1}\right) \cdot\left(K * \mathcal{R}_{\xi} \mathbf{v}\right)(x)+\rho_{T}\left(x_{1}\right) \cdot\left(G^{\sharp} * \mathcal{R}_{\xi} \mathbf{v}\right)(x) \\
& =\left(G_{x_{1}} \psi\right)\left(x_{2}\right)+\rho_{T}\left(x_{1}\right) \cdot\left(G * \mathcal{R}_{\xi} \mathbf{v}\right)(x), \tag{2.51}
\end{align*}
$$

where $\mathbf{v}:=\rho_{+} \cdot\left(\mathbf{v}^{0} \Xi+\mathbf{v}^{1} \Xi \mathcal{I}(\Xi)+\mathbf{v}^{2} \Xi X_{2}\right)$ with $\mathbf{v}^{0}, \mathbf{v}^{1}, \mathbf{v}^{2}$ defined as in Proposition 2.12, Then

$$
\begin{aligned}
\left(\mathcal{R}_{\xi} \mathbf{v}\right)(x) & =\left(\Pi_{x}^{\boldsymbol{\xi}}(\mathbf{v}(x))\right)(x) \\
& =\rho_{+}(x) \cdot \mathbf{v}^{0}(x) \cdot \xi(x)+\rho_{+}(x) \cdot \mathbf{v}^{1}(x) \cdot \xi_{x}^{2}(x)+\rho_{+}(x) \cdot \mathbf{v}^{2}(x) \cdot \Pi_{x}^{\xi}\left(\Xi X_{2}\right)(x) \\
& =\rho_{+}(x) \cdot \mathbf{v}^{0}(x) \cdot \xi(x)=\rho_{+}(x) \cdot F\left(x_{2}, u(x)\right) \cdot \xi(x)
\end{aligned}
$$

By injecting this expression back into (2.51), we get that $u$ is a classic solution of (2.25), and hence the consistency condition is indeed satisfied by the above constructions.

Proposition 2.20. For every fixed $(\alpha, K)$-rough path $\boldsymbol{\xi}$ and initial condition $\Psi \in \mathcal{C}_{b}^{2}(\mathbb{R})$, there exists a time $T_{0}=T_{0}(\boldsymbol{\xi}, \Psi)>0$ and a radius $R=R(\boldsymbol{\xi}, \psi)>0$ such that for every $0<T \leq T_{0}$, Equation (2.50) admits a unique solution $\boldsymbol{\Phi}(\boldsymbol{\xi}, \Psi, T)$ within the ball $\mathcal{B}_{\boldsymbol{\xi}}(R):=\left\{\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})\right.$ : $\left.\|\mathbf{u}\|_{\gamma, \eta} \leq R\right\}$.
Proof. As the reader probably expects it, we resort to a fixed-point argument based on the previous estimates. For every $\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$, denote by $\mathcal{M}_{\xi, \psi, T}(\mathbf{u}) \in \mathcal{D}_{0}^{\gamma, \eta}(\boldsymbol{\xi})$ the right-hand side of (2.50). By using successively (2.47), (2.44), (2.35), (2.31) and (2.26), we get that

$$
\left\|\mathcal{M}_{\xi, \psi, T}(\mathbf{u})\right\|_{\gamma, \eta} \leq Q_{\xi, \psi}^{(1)} \cdot\left\{1+T^{\kappa_{1}} \cdot\|\mathbf{u}\|_{\gamma, \eta}^{2}\right\},
$$

for some parameter $\kappa>0$. Here, $Q_{\boldsymbol{\xi}, \psi}^{(1)}$ stands for a polynomial expression in $\|\psi\|_{\mathcal{C}^{2}}$ and $\|\boldsymbol{\xi}\|_{\alpha ; \mathcal{R}_{0}}$, where $\mathfrak{K}_{0}$ is a compact set in $\mathbb{R}^{2}$ depending only on $F$. With this notation, set

$$
T_{1}=T_{1}(\boldsymbol{\xi}, \psi)=\left(Q_{\boldsymbol{\xi}, \psi}^{(1)} \cdot\left(1+Q_{\boldsymbol{\xi}, \psi}^{(1)}\right)^{2}\right)^{-\frac{1}{\kappa_{1}}}>0 \quad \text { and } \quad R=R(\boldsymbol{\xi}, \psi):=1+Q_{\boldsymbol{\xi}, \psi}^{(1)} .
$$

Thus, for any $0<T \leq T_{1}$ and $\mathbf{u} \in \mathcal{B}_{\boldsymbol{\xi}}(R)$, it holds that $\left\|\mathcal{M}_{\boldsymbol{\xi}, \psi, T}(\mathbf{u})\right\|_{\gamma, \eta} \leq R$, that is, $\mathcal{B}_{\boldsymbol{\xi}}(R)$ is invariant through the action of $\mathcal{M}_{\boldsymbol{\xi}, \psi, T}$.
Then, given two elements $\mathbf{u}, \mathbf{u}^{\prime} \in \mathcal{B}_{\boldsymbol{\xi}}(R)$, we can combine, for the fixed model $\boldsymbol{\xi}$, the bounds (2.45), (2.36), (2.32), (2.27), and assert that for every $0<T \leq T_{1}$,

$$
\left\|\mathcal{M}_{\xi, \psi, T}(\mathbf{u}) ; \mathcal{M}_{\xi, \psi, T}\left(\mathbf{u}^{\prime}\right)\right\|_{\gamma, \eta} \leq Q_{\xi}^{(2)} \cdot T^{\kappa_{0}} \cdot\left\|\mathbf{u} ; \mathbf{u}^{\prime}\right\|_{\gamma, \eta}
$$

for some parameter $\kappa_{0}>0$ and some polynomial expression $Q_{\xi}^{(2)}$ in $\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{R}_{0}}$. Finally, set

$$
T_{0}=T_{0}(\xi, \psi)=\inf \left(T_{1},\left(2 Q_{\xi}^{(2)}\right)^{-\frac{1}{k_{2}}}\right)>0 .
$$

In this way, for every $0<T \leq T_{0}$, the restriction $\mathcal{M}_{\xi, \psi, T}: \mathcal{B}_{\xi}(R) \rightarrow \mathcal{B}_{\xi}(R)$ is a contraction map, which ensures the existence of a unique fixed point $\mathbf{u}$ in $\mathcal{B}_{\xi}(R)$.

We are finally in a position to state the main result of this section.
Proposition 2.21. Consider a sequence of $(\alpha, K)$-rough paths $\boldsymbol{\xi}^{n}$ and initial conditions $\Psi^{n} \in$ $\mathcal{C}_{b}^{2}(\mathbb{R})$ such that, for every compact $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\begin{equation*}
\left\|\boldsymbol{\xi}^{n} ; \boldsymbol{\xi}\right\|_{\alpha ; \mathfrak{R}} \rightarrow 0 \quad \text { and } \quad\left\|\Psi^{n}-\Psi\right\|_{\mathcal{C}_{b}^{2}(\mathbb{R})} \rightarrow 0 \tag{2.52}
\end{equation*}
$$

for some $(\alpha, K)$-rough path $\boldsymbol{\xi}$ and initial condition $\Psi$. Then there exists a time $T^{*}=T^{*}(\boldsymbol{\xi}, \Psi)>0$ such that $\boldsymbol{\Phi}\left(\xi^{n}, \Psi^{n}, T^{*}\right)$ is well defined for every $n$ large enough, as well as $\boldsymbol{\Phi}\left(\boldsymbol{\xi}, \Psi, T^{*}\right)$, and

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}\left(\xi^{n}, \Psi^{n}, T^{*}\right) ; \boldsymbol{\Phi}\left(\boldsymbol{\xi}, \Psi, T^{*}\right)\right\|_{\gamma, \eta} \rightarrow 0 . \tag{2.53}
\end{equation*}
$$

In particular, if we set $\Phi\left(\boldsymbol{\xi}^{n}, \Psi^{n}, T^{*}\right)=\mathcal{R}_{\boldsymbol{\xi}^{n}}\left(\boldsymbol{\Phi}\left(\boldsymbol{\xi}^{n}, \Psi^{n}, T^{*}\right)\right)$ and $\Phi\left(\boldsymbol{\xi}, \Psi, T^{*}\right)=\mathcal{R}_{\boldsymbol{\xi}}\left(\boldsymbol{\Phi}\left(\boldsymbol{\xi}, \Psi, T^{*}\right)\right)$, it holds that

$$
\begin{equation*}
\left\|\Phi\left(\boldsymbol{\xi}^{n}, \Psi^{n}, T^{*}\right)-\Phi\left(\boldsymbol{\xi}, \Psi, T^{*}\right)\right\|_{L^{\infty}(\mathfrak{\xi})} \rightarrow 0 \tag{2.54}
\end{equation*}
$$

for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$.
Proof. A quick examination of the proof of Proposition [2.20 shows that we can choose $T_{0}$ and $R$ in a such a way that, due to (2.52), one has

$$
T_{0}\left(\boldsymbol{\xi}^{n}, \psi^{n}\right) \rightarrow T_{0}(\boldsymbol{\xi}, \psi) \quad \text { and } \quad R\left(\boldsymbol{\xi}^{n}, \psi^{n}\right) \rightarrow R(\boldsymbol{\xi}, \psi) .
$$

Then, for $N$ (fixed) large enough, set $T_{1}^{*}(\xi, \psi):=T_{0}(\boldsymbol{\xi}, \psi) \wedge \inf _{n \geq N} T_{0}\left(\xi^{n}, \psi^{n}\right)>0$, so that for every $0<T \leq T_{1}^{*}$ and $n \geq N, \Phi\left(\xi^{n}, \psi^{n}, T\right)$ and $\Psi(\xi, \psi, T)$ are both well defined. Now combine (2.47), (2.45), (2.36), (2.32) and finally (2.27) to deduce that
$\left\|\Phi\left(\boldsymbol{\xi}^{n}, \psi^{n}, T\right) ; \Phi(\boldsymbol{\xi}, \psi, T)\right\|_{\gamma, \eta} \leq Q_{\boldsymbol{\xi}, \psi}^{(3)} \cdot\left\{T^{\kappa_{3}} \cdot\left\|\Phi\left(\boldsymbol{\xi}^{n}, \psi^{n}, T\right) ; \Phi(\boldsymbol{\xi}, \psi, T)\right\|_{\gamma, \eta}+\left\|\psi^{n}-\psi\right\|_{\mathcal{C}^{2}}+\left\|\boldsymbol{\xi}^{n} ; \boldsymbol{\xi}\right\|_{\alpha ; \mathfrak{R}_{0}}\right\}$
for some parameter $\kappa_{3}>0$. As in the proof of Proposition 2.20, $Q_{\xi, \psi}^{(3)}$ stands for a polynomial expression in $\|\psi\|_{\mathcal{C}^{2}}$ and $\|\boldsymbol{\xi}\|_{\alpha ; \mathcal{K}_{0}}$, where $\mathfrak{K}_{0}$ is a compact set in $\mathbb{R}^{2}$ depending only on $F$. The convergence result (2.53) follows immediately for the value

$$
T^{*}(\boldsymbol{\xi}, \psi):=\inf \left(T_{1}^{*}(\boldsymbol{\xi}, \psi),\left(2 Q_{\boldsymbol{\xi}, \psi}^{(3)}\right)^{-\frac{1}{\kappa_{3}}}\right)>0
$$

As for (2.54), it is a mere consequence of the continuity property (2.16) of the reconstruction operator.

## 3. Construction of an $(\alpha, K)$-Rough path

With the result of Proposition 2.21 in hand, the route toward Theorem 1.2, point (ii), is now quite clear: we need to construct a $K$-Lévy area above the fractional noise $\xi=\partial_{t} \partial_{x} X$ involved in the equation, which is the purpose of the present section.

Before we go into the details, let us say a few words about our strategy. Considering the approximation $\left(X^{n}\right)$ of the $\left(H_{1}, H_{2}\right)$-fractional sheet given by (1.5), we are going to show that there exists a sequence $\xi^{n}$ of $(\alpha, K)$-rough paths above $\xi^{n}:=\partial_{t} \partial_{x} X^{n}$ such that $\xi^{n}$ converges to an element $\boldsymbol{\xi}$ with respect to the (set of) norms involved in (2.52). Given the smoothness of $X^{n}$, and accordingly the smoothness of $\xi^{n}$, the canonical choice for such an approximating sequence is given (see Remark (2.4) by $\xi^{n}=\left(\xi^{n}, \xi^{2, n}\right)$, with

$$
\xi^{n}(x):=\left(\partial_{t} \partial_{x} X^{n}\right)(x) \quad, \quad \xi_{x}^{2, n}(y):=\left[\left(K * \xi^{n}\right)(y)-\left(K * \xi^{n}\right)(x)\right] \cdot \xi^{n}(y)
$$

It turns out that the sequence $\xi^{2, n}$ defined in this way fails to converge in the case we focus on, that is when $2 \geq 2 H_{1}+H_{2}>\frac{5}{3}$. To this extent, the situation can be compared with the issue raised by the two-dimensional Brownian parabolic Anderson model, as it is presented in [11, Section 1.5.1]. Just as in the latter example, we are going to show that there exists positive deterministic constants $C_{H_{1}, H_{2}}^{n}$ such that the sequence of renormalized ( $\alpha, K$ )-rough paths given for all $x, y \in \mathbb{R}^{2}$ by

$$
\begin{equation*}
\xi^{n}(x):=\left(\partial_{t} \partial_{x} X^{n}\right)(x) \quad, \quad \hat{\xi}_{x}^{2, n}(y):=\left[\left(K * \xi^{n}\right)(y)-\left(K * \xi^{n}\right)(x)\right] \cdot \xi^{n}(y)-C_{H_{1}, H_{2}}^{n} \tag{3.1}
\end{equation*}
$$

does converge to an $(\alpha, K)$-rough path $\hat{\boldsymbol{\xi}}$ above $\xi$. We will then see how this renormalization trick reverberates on the equation itself, through the emergence of the correction term in (1.8) (see Section (3.2).
3.1. Preliminaries and main statements. Denote by $\mathcal{E}_{\alpha}^{K}$ the set of ( $\alpha, K$ )-rough paths, that is

$$
\begin{aligned}
& \mathcal{E}_{\alpha}^{K}:= \\
& \left\{\boldsymbol{\xi}=\left(\xi, \xi^{2}\right) \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right) \times \mathcal{C}_{c}^{2 \alpha+2}\left(\mathbb{R}^{2}\right): \text { for all } x, y \in \mathbb{R}^{2}, \xi_{x}^{2}-\xi_{y}^{2}=[(K * \xi)(y)-(K * \xi)(x)] \cdot \xi\right\},
\end{aligned}
$$

and define $d_{\alpha}: \mathcal{E}_{\alpha}^{K} \times \mathcal{E}_{\alpha}^{K} \rightarrow \mathbb{R}_{+}$along the classic globalization procedure:

$$
d_{\alpha}\left(\boldsymbol{\xi}, \boldsymbol{\xi}^{\prime}\right)=\sum_{k \geq 0} 2^{-k} \frac{\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; R_{k}}}{1+\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; R_{k}}}
$$

where $\left\|\boldsymbol{\xi} ; \boldsymbol{\xi}^{\prime}\right\|_{\alpha ; \mathfrak{\xi}}$ is defined by (2.6) and we have set $R_{k}:=[-4 k, 4 k]^{2}$.
Proposition 3.1. $\left(\mathcal{E}_{\alpha}^{K}, d_{\alpha}\right)$ is a complete metric space.

Proof. Although the reasoning only appeals to elementary arguments, we have found it useful to provide a few details here, insofar as Besov-Hairer (semi-)norms are not exactly standard topologies. Let us first check that $d_{\alpha}$ does define a metric on $\left(\mathcal{E}_{\alpha}^{K}, d_{\alpha}\right)$. To this end, let $\boldsymbol{\xi}=\left(\xi, \xi^{\mathbf{2}}\right)$ and $\boldsymbol{\eta}=\left(\eta, \eta^{2}\right)$ represent two ( $\alpha, K$ )-rough paths such that $d_{\alpha}(\boldsymbol{\xi}, \boldsymbol{\eta})=0$. The identification of the first components is easy, because due to Lemma 1.8, if $\varphi \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{2}\right)$ is a test function with support in a ball $\mathcal{B}_{\mathfrak{s}}(0, k)$, one has

$$
\begin{align*}
|\langle\xi-\eta, \varphi\rangle| & =\left|\left\langle\xi-\eta, \mathcal{S}_{\mathfrak{s}, 0}^{1} \varphi\right\rangle\right| \\
& \leq\|\varphi\|_{\mathcal{C}^{2}} \cdot\|\xi-\eta\|_{\alpha, k ;\{0\}} \\
& \leq C_{k} \cdot\|\varphi\|_{\mathcal{C}^{2}} \cdot\|\xi-\eta\|_{\alpha ; \mathcal{B}_{\mathfrak{s}}(0, k)} \leq C_{k} \cdot\|\varphi\|_{\mathcal{C}^{2}} \cdot\|\xi-\eta\|_{\alpha ; R_{k^{2}}}, \tag{3.2}
\end{align*}
$$

and hence $\xi=\eta$. The identification of the second components now follows from the $K$-Chen relation. Indeed, we can proceed as in the proof of Lemma 1.8 and decompose $\varphi$ as a finite sum $\varphi=\sum_{i \in I_{k}} \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}$ with $\operatorname{supp} \varphi_{i} \subset \mathcal{B}_{\mathfrak{s}}(0,1),\left\|\varphi_{i}\right\|_{\mathcal{C}^{2}} \lesssim\|\varphi\|_{\mathcal{C}^{2}}$ and $x_{i} \in \mathcal{B}_{\mathfrak{s}}(0, k)$. Then, since $\xi=\eta$, one has, for any $x$,

$$
\begin{equation*}
\left|\left\langle\xi_{x}^{2}-\eta_{x}^{2}, \varphi\right\rangle\right|=\left|\sum_{i \in I_{k}}\left\langle\xi_{x}^{2}-\eta_{x}^{2}, \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}\right\rangle\right|=\left|\sum_{i \in I_{k}}\left\langle\xi_{x_{i}}^{2}-\eta_{x_{i}}^{2}, \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}\right\rangle\right| \leq C_{k} \cdot\|\varphi\|_{\mathcal{C}^{2}} \cdot\left\|\xi^{2}-\eta^{2}\right\|_{2 \alpha+2 ; \mathcal{B}_{\mathfrak{s}}(0, k)}, \tag{3.3}
\end{equation*}
$$

which allows us to conclude that $\boldsymbol{\xi}=\boldsymbol{\eta}$.
Consider now a Cauchy sequence $\xi^{n}=\left(\xi^{n}, \xi^{\mathbf{2 , n}}\right)$ in $\left(\mathcal{E}_{\alpha}^{K}, d_{\alpha}\right)$. For every test-function $\varphi$, it is clear by (3.2) that $\left\langle\xi^{n}, \varphi\right\rangle$ defines a Cauchy sequence in $\mathbb{R}$, which accordingly converges to some element $\langle\xi, \varphi\rangle$. Also, for every $k \geq 0$ and $\varepsilon>0$, there exists an integer $N(\varepsilon, k)$ such that for all $n, m \geq N(k, \varepsilon)$,

$$
\left|\left\langle\xi^{n}-\xi^{m}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \leq \varepsilon \cdot \delta^{\alpha} \cdot\|\varphi\|_{\mathcal{C}^{2}}
$$

where the bound holds uniformly over all $\varphi \in \mathcal{C}^{2}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right), \delta \in(0,1]$ and $x \in R_{k}$. By letting $m$ tend to infinity, we retrieve that $\left|\left\langle\xi^{n}-\xi, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \leq \varepsilon \cdot \delta^{\alpha} \cdot\|\varphi\|_{\mathcal{C}^{2}}$, which allows us to conclude that $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ and $\left\|\xi^{n}-\xi\right\|_{\alpha ; R_{k}} \rightarrow 0$ for every $k \geq 0$.

Then, with the same notation as above, we can rely on the decomposition

$$
\begin{aligned}
& \left\langle\xi_{x}^{2, n}-\xi_{x}^{2, m}, \varphi\right\rangle=\sum_{i \in I_{k}}\left\{\left\langle\xi_{x_{i}}^{2, n}-\xi_{x_{i}}^{2, m}, \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}\right\rangle\right. \\
& \left.\quad+\left[\theta^{n}(x)-\theta^{m}(x)-\theta^{n}\left(x_{i}\right)+\theta^{m}\left(x_{i}\right)\right] \cdot\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}\right\rangle+\left[\theta^{m}(x)-\theta^{m}\left(x_{i}\right)\right] \cdot\left\langle\xi^{n}-\xi^{m}, \mathcal{S}_{\mathfrak{s}, x_{i}}^{1} \varphi_{i}\right\rangle\right\}
\end{aligned}
$$

where we have set $\theta^{n}:=K * \xi^{n}$, to assert (via Lemma (2.2) that for every $x \in \mathbb{R}^{2},\left\langle\xi_{x}^{2, n}, \varphi\right\rangle$ is a Cauchy sequence converging to some element $\left\langle\xi_{x}^{2}, \varphi\right\rangle$. The $K$-Chen relation for $\boldsymbol{\xi}=\left(\xi, \xi^{2}\right)$ is immediately derived from the $K$-Chen relation satisfied by $\boldsymbol{\xi}^{n}$. Finally, we can use the same limit procedure as with $\xi$ to deduce that $\xi^{2} \in \mathcal{C}_{c}^{2 \alpha+2}\left(\mathbb{R}^{2}\right)$ and $\left\|\xi^{2, n}-\xi^{2}\right\|_{2 \alpha+2 ; R_{k}} \rightarrow 0$ for every $k \geq 0$, which completes the proof of the lemma.

The following important property, which somehow will play the role of the Garsia-RodemichRumsey Lemma in this setting, is essentially a reformulation of the results of [11, Section 3]:

Lemma 3.2. Fix $\alpha \in(-2,0)$. Then there exists a finite set $\Psi$ of compactly supported functions in $\mathcal{C}^{2}\left(\mathbb{R}^{2}\right)$ such that, if $\zeta: \mathbb{R}^{2} \rightarrow \mathcal{D}_{2}^{\prime}\left(\mathbb{R}^{2}\right)$ is a map with increments of the form

$$
\zeta_{x}-\zeta_{y}=\sum_{i=1, \ldots, r}\left[\theta^{i}(x)-\theta^{i}(y)\right] \cdot \zeta_{y}^{\sharp, i}
$$

for some $\theta^{i} \in \mathcal{C}_{c}^{\lambda}\left(\mathbb{R}^{2}\right), \lambda \in[0,-\alpha)$, and $\zeta^{\sharp, i} \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$, one has, for every $k \geq 1$,

$$
\begin{equation*}
\|\zeta\|_{\alpha+\lambda ; R_{k}} \lesssim \sup _{\psi \in \Psi} \sup _{n \geq 0} \sup _{x \in \Lambda_{s}^{n} \cap R_{k+1}} 2^{n(\alpha+\lambda)}\left|\left\langle\zeta_{x}, \mathcal{S}_{\mathfrak{s}, x}^{2-n} \psi\right\rangle\right|+\sum_{i=1, \ldots, r}\left\|\theta^{i}\right\|_{\lambda ; R_{k+1}}\left\|\zeta^{\sharp, i}\right\|_{\alpha ; R_{k+1}}, \tag{3.4}
\end{equation*}
$$

where we have set $\Lambda_{\mathfrak{s}}^{n}:=\left\{\left(2^{-2 n} k_{1}, 2^{-n} k_{2}\right), k_{1}, k_{2} \in \mathbb{Z}\right\}$
Proof. Since our formulation of the statement slightly differs from the abstract estimates given in [11, Section 3], let us briefly emphasize the main ideas leading to the bound (3.4). Actually, regarding these particular considerations, the essential contribution of [11] lies in the construction of a basis

$$
\left\{\psi_{y}^{n, 5}:=2^{\frac{3 n}{2}} \mathcal{S}_{\mathfrak{s}, x}^{2^{-n}} \psi: n \geq 0, \psi \in \Psi \text { and } y \in \Lambda_{\mathfrak{s}}^{n}\right\}
$$

of $L^{2}\left(\mathbb{R}^{2}\right)$ which satisfies the following properties:
(i) $\Psi$ is a finite set of functions in $\mathcal{C}^{2}\left(\mathbb{R}^{2}\right)$ with support included in $\mathcal{B}_{\mathfrak{s}}(0,1)$;
(ii) For every $\varphi \in \mathcal{C}^{2}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right)$, every $n \geq 0$ and $\delta \in(0,1]$, it holds that

$$
\begin{equation*}
\left|\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \lesssim\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \cdot 2^{\frac{3 n}{2}} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \lesssim\|\varphi\|_{\mathcal{C}^{2}} \cdot \delta^{-5} \cdot 2^{-\frac{7 n}{2}} \tag{3.6}
\end{equation*}
$$

uniformly over all $x, y \in \mathbb{R}^{2}$.
Once endowed with such a basis, pick $\varphi \in \mathcal{C}^{2}\left(\mathcal{B}_{\mathfrak{s}}(0,1)\right), x \in R_{k}, \delta \in(0,1]$ and decompose $\left\langle\zeta_{x}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle$ as

$$
\left\langle\zeta_{x}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle=\sum_{n \geq 0} \sum_{\psi \in \Psi} \sum_{y \in \Lambda_{\mathfrak{s}}^{n}}\left\{\left\langle\zeta_{y}, \psi_{y}^{n, \mathfrak{s}}\right\rangle+\left[\theta^{i}(x)-\theta^{i}(y)\right] \cdot\left\langle\zeta_{y}^{\sharp, i}, \psi_{y}^{n, \mathfrak{s}}\right\rangle\right\} \cdot\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle .
$$

In particular, if we denote by $M$ the right-hand side of (3.4), it holds that

$$
\begin{equation*}
\left|\left\langle\zeta_{x}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \lesssim M \cdot \sum_{n \geq 0} \sum_{\psi \in \Psi} \sum_{y \in \Lambda_{\mathfrak{s}}^{n}}\left\{2^{-n\left(\alpha+\lambda+\frac{3}{2}\right)}+\|x-y\|_{\mathfrak{s}}^{\lambda} \cdot 2^{-n\left(\alpha+\frac{3}{2}\right)}\right\} \cdot\left|\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \tag{3.7}
\end{equation*}
$$

At this point, the key observation is that, for support reasons,

$$
\begin{equation*}
\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle=0 \quad \text { if } \quad\|x-y\|_{\mathfrak{s}} \geq 2^{-n}+\delta . \tag{3.8}
\end{equation*}
$$

Now choose $n_{0} \geq 0$ such that $2^{-\left(n_{0}+1\right)}<\delta \leq 2^{-n_{0}}$. One the one hand, we can use (3.5) and (3.8) to assert that

$$
\begin{aligned}
& \sum_{0 \leq n \leq n_{0}} \sum_{\psi \in \Psi} \sum_{y \in \Lambda_{\mathfrak{s}}^{n}}\left\{2^{-n\left(\alpha+\lambda+\frac{3}{2}\right)}+\|x-y\|_{\mathfrak{s}}^{\lambda} \cdot 2^{-n\left(\alpha+\frac{3}{2}\right)}\right\} \cdot\left|\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \\
& \lesssim\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \sum_{0 \leq n \leq n_{0}} 2^{-n(\alpha+\lambda)} \cdot \sharp\left(\Lambda_{\mathfrak{s}}^{n} \cap \mathcal{B}_{\mathfrak{s}}\left(x, 2^{-(n-1)}\right)\right) \\
& \lesssim\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \sum_{0 \leq n \leq n_{0}} 2^{-n(\alpha+\lambda)} \lesssim\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \cdot 2^{-n_{0}(\alpha+\lambda)} \lesssim\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \cdot \delta^{\alpha+\lambda},
\end{aligned}
$$

where we have used the fact that $\alpha+\lambda<0$. On the other hand, by combining (3.6) and (3.8), we get

$$
\begin{aligned}
& \sum_{n>n_{0}} \sum_{\psi \in \Psi} \sum_{y \in \Lambda_{\mathfrak{s}}^{n}}\left\{2^{-n\left(\alpha+\lambda+\frac{3}{2}\right)}+\|x-y\|_{\mathfrak{s}}^{\lambda} \cdot 2^{-n\left(\alpha+\frac{3}{2}\right)}\right\} \cdot\left|\left\langle\psi_{y}^{n, \mathfrak{s}}, \mathcal{S}_{\mathfrak{s}, x}^{\delta} \varphi\right\rangle\right| \\
& \lesssim\|\varphi\|_{\mathcal{C}^{2}} \cdot \delta^{-5} \sum_{n>n_{0}}\left\{2^{-n(\alpha+\lambda+5)}+2^{-n(\alpha+5)} \delta^{\lambda}\right\} \cdot \sharp\left(\Lambda_{\mathfrak{s}}^{n} \cap \mathcal{B}_{\mathfrak{s}}(x, 2 \delta)\right) \\
& \lesssim\|\varphi\|_{\mathcal{C}^{2}} \cdot \delta^{-2} \sum_{n>n_{0}}\left\{2^{-n(\alpha+\lambda+2)}+2^{-n(\alpha+2)} \delta^{\lambda}\right\} \lesssim\|\varphi\|_{\mathcal{C}^{2}} \cdot \delta^{\alpha+\lambda},
\end{aligned}
$$

where this time we have used the fact that $\alpha+2>0$. Going back to (3.7), this achieves the proof of (3.4).

The main result of this section now reads as follows:
Proposition 3.3. Fix $\left(H_{1}, H_{2}\right) \in(0,1)^{2}$ such that $\frac{5}{3}<2 H_{1}+H_{2} \leq 2$. Then there exists a sequence of positive deterministic reals $C_{H_{1}, H_{2}}^{n}$ such that, if $\hat{\boldsymbol{\xi}}^{n}=\left(\xi^{n}, \hat{\xi}^{\mathbf{2}, n}\right)$ is defined along (3.1), one has, for all $\ell \geq 1$, all $m \geq n \geq 1$, all $x \in \mathbb{R}^{2}$ and all compactly supported $\psi \in \mathcal{C}^{2}\left(\mathbb{R}^{2}\right)$ with $\|\psi\|_{\mathcal{C}^{2}} \leq 1$,

$$
\begin{gather*}
\mathbb{E}\left[\left|\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi\right\rangle\right|^{2}\right] \lesssim 2^{2 \ell\left(3-2 H_{1}-H_{2}\right)}  \tag{3.9}\\
\mathbb{E}\left[\left|\left\langle\xi^{n}-\xi^{m}, \mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi\right\rangle\right|^{2}\right] \lesssim 2^{-n \varepsilon} 2^{2 \ell\left(3-2 H_{1}-H_{2}+\varepsilon\right)},  \tag{3.10}\\
\mathbb{E}\left[\left|\left\langle\hat{\xi}_{x}^{2, n}-\hat{\xi}_{x}^{2, m}, \mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi\right\rangle\right|^{2}\right] \lesssim 2^{-n \varepsilon} 2^{2 \ell\left(4-4 H_{1}-2 H_{2}+2 \varepsilon\right)}, \tag{3.11}
\end{gather*}
$$

for some small $\varepsilon>0$.

For the sake of clarity, we postpone the proof of this statement to Sections 3.3.3.4 and we first examine how these estimates entail the desired conclusions.

Corollary 3.4. Fix $\left(H_{1}, H_{2}\right) \in(0,1)^{2}$ such that $\frac{5}{3}<2 H_{1}+H_{2} \leq 2$ and let $\alpha \in\left(-\frac{4}{3},-3+2 H_{1}+\right.$ $H_{2}$ ). Then there exists a sequence of positive deterministic reals $C_{H_{1}, H_{2}}^{n}$ such that, for all $p \geq 1$, all $k \geq 1$ and all $m \geq n \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|\boldsymbol{\xi}^{n} ; \boldsymbol{\xi}^{m}\right\|_{\alpha ; R_{k}}^{2 p}\right] \leq C_{p} \cdot k^{2} \cdot 2^{-n \varepsilon p} \tag{3.12}
\end{equation*}
$$

for some small $\varepsilon>0$.
Proof. Note first that since the processes involved in (3.9)-(3.10) all belong to a finite sum of Wiener chaoses, we can immediately turn the latter bounds into $L^{2 p}(\Omega)$-estimates.
Let us now exhibit a useful intermediate bound on $\left\|\xi^{n}\right\|_{\alpha ; R_{k}}$. By using Lemma 3.2 with $\zeta_{x}=\xi^{n}$ (and so $\theta=\zeta^{\sharp}=0$ ), we derive that

$$
\begin{aligned}
\left\|\xi^{n}\right\|_{\alpha ; R_{k}}^{2 p} & \lesssim \sup _{\psi \in \Psi} \sup _{\ell \geq 0} \sup _{x \in \Lambda_{\mathfrak{s}}^{\ell} \cap R_{k+1}} 2^{2 p \ell \alpha}\left|\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi\right\rangle\right|^{2 p} \\
& \lesssim \sum_{\psi \in \Psi} \sum_{\ell \geq 0} \sum_{x \in \Lambda_{\mathfrak{s}}^{\ell} \cap R_{k+1}} 2^{2 p \ell \alpha}\left|\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi\right\rangle\right|^{2 p} .
\end{aligned}
$$

Consequently, we can invoke (3.9) and conclude that, for $p$ large enough,

$$
\begin{equation*}
\mathbb{E}\left[\left\|\xi^{n}\right\|_{\alpha ; R_{k}}^{2 p}\right] \lesssim k^{2} \cdot \sum_{\psi \in \Psi} \sum_{\ell \geq 0} 2^{3 \ell} 2^{2 p \ell\left(\alpha-\left(-3+2 H_{1}+H_{2}\right)\right)} \leq C_{p} \cdot k^{2} \tag{3.13}
\end{equation*}
$$

It is readily checked that we can use the same argument to deal with $\xi^{(n, m)}:=\xi^{n}-\xi^{m}$ (take $\zeta_{x}=\xi^{(n, m)}, \theta=\zeta^{\sharp}=0$ and replace (3.9) with (3.10)), which yields

$$
\begin{equation*}
\mathbb{E}\left[\left\|\xi^{(n, m)}\right\|_{\alpha ; R_{k}}^{2 p}\right] \leq C_{p} \cdot k^{2} \cdot 2^{-n \varepsilon p} \tag{3.14}
\end{equation*}
$$

for $\varepsilon>0$ small enough. As far as $\hat{\xi}^{\mathbf{2},(n, m)}:=\hat{\xi}^{\mathbf{2}, n}-\hat{\xi}^{\mathbf{2}, m}$ is concerned, observe that it also fits the pattern of Lemma 3.2, since
$\hat{\xi}_{x}^{\mathbf{2},(n, m)}-\hat{\xi}_{y}^{\mathbf{2},(n, m)}=\left[\left(K * \xi^{(n, m)}\right)(y)-\left(K * \xi^{(n, m)}\right)(x)\right] \xi^{n}+\left[\left(K * \xi^{n}\right)(y)-\left(K * \xi^{n}\right)(x)\right] \xi^{(n, m)}$.

Therefore, as above, we deduce that

$$
\begin{aligned}
\mathbb{E} & {\left[\left\|\hat{\xi}^{2,(n, m)}\right\|_{2 \alpha+2 ; R_{k}}^{2 p}\right] } \\
& \lesssim \\
& \sum_{\psi \in \Psi} \sum_{\ell \geq 0} \sum_{x \in \Lambda_{S}^{\ell} \cap R_{k+1}} 2^{2 p \ell(2 \alpha+2)} \mathbb{E}\left[\left|\left\langle\hat{\xi}_{x}^{2,(n, m)}, \mathcal{S}_{\mathfrak{s}, x}^{2-\ell} \psi\right\rangle\right|^{2 p}\right] \\
& +\mathbb{E}\left[\left\|K * \xi^{(n, m)}\right\|_{\alpha+2 ; R_{k+1}}^{2 p}\left\|\xi^{n}\right\|_{\alpha ; R_{k+1}}^{2 p}\right]+\mathbb{E}\left[\left\|K * \xi^{n}\right\|_{\alpha+2 ; R_{k+1}}^{2 p}\left\|\xi^{(n, m)}\right\|_{\alpha ; R_{k+1}}^{2 p}\right] \\
\lesssim & \sum_{\psi \in \Psi} \sum_{\ell \geq 0} \sum_{x \in \Lambda_{s}^{\ell} \cap R_{k+1}} 2^{2 p \ell(2 \alpha+2)} \mathbb{E}\left[\left|\left\langle\hat{\xi}_{x}^{2,(n, m)}, \mathcal{S}_{\mathfrak{s}, x}^{2-\ell} \psi\right\rangle\right|^{2 p}\right]+\mathbb{E}\left[\left\|\xi^{(n, m)}\right\|_{\alpha ; R_{k+1}}^{4 p}\right]^{\frac{1}{2}} \mathbb{E}\left[\left\|\xi^{n}\right\|_{\alpha ; R_{k+1}}^{4 p}\right]^{\frac{1}{2}}
\end{aligned}
$$

thanks to Lemma 2.2. The conclusion easily follows from (3.11), (3.13) and (3.14).

Corollary 3.5. Fix $\left(H_{1}, H_{2}\right) \in(0,1)^{2}$ such that $\frac{5}{3}<2 H_{1}+H_{2} \leq 2$ and let $\alpha \in\left(-\frac{4}{3},-3+\right.$ $\left.2 H_{1}+H_{2}\right)$. Then there exists a sequence of positive deterministic reals $C_{H_{1}, H_{2}}^{n}$ such that, almost surely, the sequence $\hat{\boldsymbol{\xi}}^{n}$ defined by (3.1) converges in $\left(\mathcal{E}_{\alpha}^{K}, d_{\alpha}\right)$ to an $(\alpha, K)$-rough $\hat{\boldsymbol{\xi}}=\left(\xi, \hat{\xi}^{2}\right)$. Besides, $\xi=\partial_{t} \partial_{x} X$ in the sense of distributions.
Proof. As a consequence of (3.12), we can assert that, for every $p \geq 1,\left(\hat{\xi}^{n}\right)$ is a Cauchy sequence in $L^{2 p}\left(\Omega,\left(\mathcal{E}_{\alpha}^{K}, d_{\alpha}\right)\right)$. Therefore, due to Proposition 3.1, it converges to an element $\hat{\xi}$ and one has, for every $p \geq 1$,

$$
\mathbb{E}\left[d_{\alpha}\left(\hat{\boldsymbol{\xi}}^{n}, \hat{\boldsymbol{\xi}}\right)^{2 p}\right] \leq C_{p} \cdot 2^{-n \varepsilon p}
$$

The conclusion easily follows from Borell-Cantelli Lemma.
3.2. Proof of Theorem 1.2, point (ii). We are now in a position to prove the main statement of the paper. First, by combining Proposition 2.21 with Corollary 3.5, we get that, almost surely, there exists a time $T=T^{*}>0$ such that, if $\hat{\boldsymbol{\xi}}^{n}$ is defined by (3.1), the flows $\mathbf{u}^{n}:=\boldsymbol{\Phi}\left(\hat{\boldsymbol{\xi}}^{n}, \Psi^{n}, T\right)$ are all well defined through Proposition $[2.20$, as well as $\mathbf{u}:=\boldsymbol{\Phi}(\hat{\boldsymbol{\xi}}, \Psi, T)$. Besides, if we set $u^{n}:=\mathcal{R}_{\hat{\xi}^{n}}\left(\mathbf{u}^{n}\right)$ and $u:=\mathcal{R}_{\hat{\boldsymbol{\xi}}}(\mathbf{u})$, it holds that

$$
\left\|u^{n}-u\right\|_{L^{\infty}([0, T] \times \mathfrak{K})} \xrightarrow{n \rightarrow \infty} 0,
$$

for every compact set $\mathfrak{K} \subset \mathbb{R}$.
At this point, recall that since $\hat{\boldsymbol{\xi}}^{n}$ is smooth, the reconstruction operator $\mathcal{R}_{\hat{\xi}^{n}}$ is explicitly given by (2.18), that is, for all $(s, x) \in \mathbb{R}^{2}$ with $s \neq 0$,

$$
\mathcal{R}_{\hat{\boldsymbol{\xi}}^{n}}(\mathbf{u})(s, x)=\Pi_{(s, x)}^{\hat{\boldsymbol{\xi}}^{n}}(\mathbf{u}(s, x))(s, x)
$$

Therefore, just as in Remark 2.19, by applying $\mathcal{R}_{\hat{\xi}^{n}}$ to the modelled equation (2.50), we derive that for all $(s, x) \in \mathbb{R}^{2}$ with $s \neq 0$,

$$
u^{n}(s, x)=\int_{\mathbb{R}} G(s, x-y) \Psi^{n}(y) d y+\rho_{T}(s) \cdot\left[G * \mathcal{R}_{\hat{\xi}^{n}}(\mathbf{v})\right](s, x),
$$

where $\mathbf{v}:=\rho_{+} \cdot\left(\mathbf{v}^{0} \Xi+\mathbf{v}^{1} \Xi \mathcal{I}(\Xi)+\mathbf{v}^{2} \Xi X_{2}\right)$ with $\mathbf{v}^{0}, \mathbf{v}^{1}, \mathbf{v}^{2}$ defined as in Proposition 2.12. Then

$$
\begin{align*}
& \mathcal{R}_{\hat{\xi}^{n}}(\mathbf{v})(t, y)=\Pi_{(t, y)}^{\hat{\xi}^{n}}(\mathbf{v}(t, y))(t, y) \\
& =\rho_{+}(t, y) \cdot \mathbf{v}^{0}(t, y) \cdot \Pi_{(t, y)}^{n}(\Xi)(t, y)+\rho_{+}(t, y) \cdot \mathbf{v}^{1}(t, y) \cdot \Pi_{(t, y)}^{\hat{\xi}^{n}}(\Xi \mathcal{I}(\Xi))(t, y) \\
& =\rho_{+}(t, y) \cdot F\left(y, u^{n}(t, y)\right) \cdot \xi^{n}(t, y) \\
& \quad-C_{H_{1}, H_{2}}^{n} \cdot \rho_{+}(t, y)^{2} \cdot \rho_{T}(t) \cdot F\left(y, u^{n}(t, y)\right) \cdot\left(\partial_{2} F\right)\left(y, u^{n}(t, y)\right) . \tag{3.15}
\end{align*}
$$

In particular, if $s \in[0, T]$,

$$
\begin{aligned}
u^{n}(s, x)= & \int_{\mathbb{R}} G(s, x-y) \Psi^{n}(y) d y+\int_{0}^{s} G(s-t, x-y) \\
& {\left[F\left(y, u^{n}(t, y)\right) \cdot \xi^{n}(t, y)-C_{H_{1}, H_{2}}^{n} \cdot F\left(y, u^{n}(t, y)\right) \cdot\left(\partial_{2} F\right)\left(y, u^{n}(t, y)\right)\right], }
\end{aligned}
$$

which is precisely the mild formulation of Equation (1.8).
3.3. Proof of (3.9)-(3.10). We will use the notation $\Delta$ to represent the rectangular incremental operator, that is,

$$
\left(\Delta_{(t, y)} X\right)(s, x)=X(s+t, x+y)-X(s, x+y)-X(s+t, x)+X(s, x) .
$$

Let us first focus on the estimates for the approximated sheet itself.
Lemma 3.6. Let $\left(X^{n}\right)$ be the approximation of the $\left(H_{1}, H_{2}\right)$-fractional sheet given by (1.5). For every $\left(H_{1}, H_{2}\right) \in(0,1)^{2}$, every $(s, x),(t, y) \in \mathbb{R}^{2}$ and every $m \geq n \geq 1$, one has

$$
\begin{gather*}
\mathbb{E}\left[\left|\left(\Delta_{(t, y)} X^{n}\right)(s, x)\right|^{2}\right] \lesssim|t|^{2 H_{1}}|y|^{2 H_{2}},  \tag{3.16}\\
\mathbb{E}\left[\left|\left(\Delta_{(t, y)}\left[X^{n}-X^{m}\right]\right)(s, x)\right|^{2}\right] \lesssim 2^{-n \varepsilon}\left\{|t|^{2 H_{1}-2 \varepsilon}|y|^{2 H_{2}}+|t|^{2 H_{1}}|y|^{2 H_{2}-2 \varepsilon}\right\}, \tag{3.17}
\end{gather*}
$$

for every $\varepsilon \in\left(0, H_{1} \wedge H_{2}\right)$.
Proof. It is readily checked that

$$
\left(\Delta_{(t, y)} X^{n}\right)(s, x)=\int_{D_{n}} \widehat{W}(d \xi, d \eta) e^{\imath \xi s} e^{\imath \eta x} \frac{e^{i \xi t}-1}{|\xi|^{H_{1}+\frac{1}{2}}} \frac{e^{i \eta y}-1}{|\eta|^{H_{2}+\frac{1}{2}}},
$$

and hence

$$
\begin{aligned}
\mathbb{E}\left[\left|\left(\Delta_{(t, y)} X^{n}\right)(s, x)\right|^{2}\right] & =\int_{D_{n}} d \xi d \eta \frac{\left|e^{i \xi t}-1\right|^{2}}{|\xi|^{2 H_{1}+1}} \frac{\left\lvert\, \frac{\left|e^{i \eta y}-1\right|^{2}}{|\eta|^{2 H_{2}+1}}\right.}{} \\
& \leq \int_{\mathbb{R}^{2}} d \xi d \eta \frac{\left|e^{i \xi t}-1\right|^{2}}{|\xi|^{2 H_{1}+1}} \frac{\left|e^{i \eta y}-1\right|^{2}}{|\eta|^{2 H_{2}+1}} \lesssim|t|^{2 H_{1}}|y|^{2 H_{2}} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \mathbb{E} {\left[\left|\left(\Delta_{(t, y)}\left[X^{n}-X^{m}\right]\right)(s, x)\right|^{2}\right] } \\
&=\int_{D_{m} \backslash D_{n}} d \xi d \eta \frac{\left|e^{i \xi t}-1\right|^{2}}{|\xi|^{2 H_{1}+1}} \frac{\left|e^{i \eta y}-1\right|^{2}}{|\eta|^{2 H_{2}+1}} \\
& \lesssim|y|^{2 H_{2}} \int_{|\xi| \geq 2^{2 n}} d \xi \frac{\left|e^{i \xi t}-1\right|^{2}}{|\xi|^{2 H_{1}+1}}+|t|^{2 H_{2}} \int_{|\eta| \geq 2^{n}} d \eta \frac{\left|e^{i \eta y}-1\right|^{2}}{|\eta|^{2 H_{2}+1}} \\
& \lesssim|t|^{2 H_{1}-2 \varepsilon}|y|^{2 H_{2}} \\
& \int_{|\xi| \geq 2^{2 n}} d \xi \frac{1}{|\xi|^{1+2 \varepsilon}}+|t|^{2 H_{2}}|y|^{2 H_{2}-2 \varepsilon} \int_{|\eta| \geq 2^{2 n}} d \eta \frac{1}{|\eta|^{1+2 \varepsilon}} .
\end{aligned}
$$

Proof of (3.9)-(3.10). By definition, one has

$$
\begin{aligned}
\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s},(s, x)}^{2-\ell} \psi\right\rangle & =2^{6 \ell} \iint_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi\right)\left(2^{2 \ell} t, 2^{\ell} y\right) X^{n}(t+s, y+x) \\
& =2^{6 \ell} \iint_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi\right)\left(2^{2 \ell} t, 2^{\ell} y\right)\left(\Delta_{(t, y)} X^{n}\right)(s, x),
\end{aligned}
$$

so

$$
\left|\left\langle\xi^{n}, \mathcal{S}_{\mathfrak{s},(s, x)}^{2^{-\ell}} \psi\right\rangle\right|^{2} \leq 2^{12 \ell}\left|\mathcal{B}_{\mathfrak{s}}\left(0, C \cdot 2^{-\ell}\right)\right| \iint_{\mathbb{R}^{2}} d t d y\left|\left(D^{(1,1)} \psi\right)\left(2^{2 \ell} t, 2^{\ell} y\right)\right|^{2}\left|\left(\Delta_{(t, y)} X^{n}\right)(s, x)\right|^{2}
$$

and the conclusion easily follows from (3.16). Thanks to (3.17), (3.10) can be derived from the same argument.

### 3.4. Proof of (3.11).

Lemma 3.7. For every $a, b \in[0,1]$ such that $a+b<1$, one has, for every $\xi, \eta \in \mathbb{R}$,

$$
|\widehat{K}(\xi, \eta)| \lesssim|\xi|^{-a}|\eta|^{-2 b}
$$

Proof. It follows immediately from the decomposition $K=\sum_{\ell \geq 0} K_{\ell}$ introduced in Lemma 2.1 and the three bounds

$$
\left\|K_{\ell}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \lesssim 2^{-2 \ell} \quad, \quad\left\|D^{(1,0)} K_{\ell}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \lesssim 1 \quad, \quad\left\|D^{(0,2)} K_{\ell}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \lesssim 1
$$

for every $\ell \geq 0$.
We set from now on $\psi_{x}^{\ell}:=\mathcal{S}_{\mathfrak{s}, x}^{2^{-\ell}} \psi$ for every $x \in \mathbb{R}^{2}$.
By definition, one has, for every $(s, x) \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\left\langle\hat{\xi}_{(s, x)}^{2,(n, m)}, \psi_{(s, x)}^{\ell}\right\rangle=\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)(t, y)\left\{\mathbf{X}_{(s, x)}^{2,(n, m)}(t, y)-C_{H_{1}, H_{2}}^{(n, m)} \cdot t \cdot y\right\} \tag{3.18}
\end{equation*}
$$

where we have set $C_{H_{1}, H_{2}}^{(n, m)}:=C_{H_{1}, H_{2}}^{n}-C_{H_{1}, H_{2}}^{m}, \mathbf{X}^{\mathbf{2},(n, m)}:=\mathbf{X}^{\mathbf{2}, n}-\mathbf{X}^{\mathbf{2}, m}$ and

$$
\begin{aligned}
& \mathbf{X}_{(s, x)}^{\mathbf{2}, n}(t, y):= \int_{s}^{t} d u \\
& \int_{x}^{y} d z\left(D^{(1,1)} X^{n}\right)(u, z) \\
& \int_{\mathbb{R}^{2}} d r d w K(r, w) \cdot\left[\left(D^{(1,1)} X^{n}\right)(u-r, z-w)-\left(D^{(1,1)} X^{n}\right)(s-r, x-w)\right]
\end{aligned}
$$

Using the representation (1.5) of $X^{n}$, we can also write $\mathbf{X}^{\mathbf{2},(n, m)}$ as

$$
\begin{equation*}
\mathbf{X}_{(s, x)}^{2,(n, m)}(t, y)=-\int_{D_{m}^{2} \backslash D_{n}^{2}} d \xi d \eta d \xi_{2} d \eta_{2} \widehat{W}(d \xi, d \eta) \widehat{W}\left(d \xi_{2}, d \eta_{2}\right) A_{(s, x),(t, y)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right) \tag{3.19}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{(s, x),(t, y)}\left((\xi, \eta),\left(\xi_{2}, \eta_{2}\right)\right) \\
& =c_{H_{1}, H_{2}}^{2} \frac{\xi_{1} \cdot \eta_{1}}{|\xi|^{H_{1}+\frac{1}{2}}|\eta|^{H_{2}+\frac{1}{2}}} \frac{\xi_{2} \cdot \eta_{2}}{\left|\xi_{2}\right|^{H_{1}+\frac{1}{2}}\left|\eta_{2}\right|^{H_{2}+\frac{1}{2}}} \widehat{K}\left(\xi_{1}, \eta_{1}\right) P_{(s, x),(t, y)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)
\end{aligned}
$$

and

$$
P_{(s, x),(t, y)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)=\int_{s}^{t} d u \int_{x}^{y} d z e^{\imath \xi_{2} u} e^{\imath \eta_{2} z}\left\{e^{\imath \xi_{1} u} e^{\imath \eta_{1} z}-e^{\imath \xi_{1} s} e^{\imath \eta_{1} x}\right\}
$$

Going back to (3.18), it holds that

$$
\begin{align*}
& \mathbb{E}\left[\left|\left\langle\hat{\xi}_{(s, x)}^{\mathbf{2 , ( n , m )}}, \psi_{(s, x)}^{\ell}\right\rangle\right|^{2}\right]=\int_{\mathbb{R}^{4}} d t_{1} d y_{1} d t_{2} d y_{2}\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)\left(t_{1}, y_{1}\right) \cdot\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)\left(t_{2}, y_{2}\right) \\
& \left\{\mathbb{E}\left[\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}}\left(t_{1}, y_{1}\right) \overline{\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}}\left(t_{2}, y_{2}\right)}\right]-C_{H_{1}, H_{2}}^{(n, m)} \cdot t_{2} \cdot y_{2} \cdot \mathbb{E}\left[\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}}\left(t_{1}, y_{1}\right)\right]\right. \\
& -C_{H_{1}, H_{2}}^{(n, m)} \cdot t_{1} \cdot y_{1} \cdot \mathbb{E}\left[\overline{\left.\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}\left(t_{2}, y_{2}\right)}\right]}+\left(C_{H_{1}, H_{2}}^{(n, m)}\right)^{2} \cdot t_{1} \cdot y_{1} \cdot t_{2} \cdot y_{2}\right\} . \tag{3.20}
\end{align*}
$$

At this point, let us apply Wick's formula to decompose $\mathbb{E}\left[\mathbf{X}_{(s, x)}^{2,(n, m)}\left(t_{1}, y_{1}\right) \overline{\mathbf{X}_{(s, x)}^{2,(n, m)}\left(t_{2}, y_{2}\right)}\right]$ as

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}}\left(t_{1}, y_{1}\right) \overline{\mathbf{X}_{(s, x)}^{2,(n, m)}\left(t_{2}, y_{2}\right)}\right] \\
& =\mathbb{E}\left[\mathbf{X}_{(s, x)}^{\mathbf{2 , ( n , m )}}\left(t_{1}, y_{1}\right)\right] \mathbb{E}\left[\overline{\mathbf{X}_{(s, x)}^{\mathbf{2}(n, m)}\left(t_{2}, y_{2}\right)}\right]+S_{(s, x)}^{(n, m)}\left(\left(t_{1}, y_{1}\right),\left(t_{2}, y_{2}\right)\right),
\end{aligned}
$$

with

$$
\begin{align*}
& S_{(s, x)}^{(n, m)}\left(\left(t_{1}, y_{1}\right),\left(t_{2}, y_{2}\right)\right):= \\
& -\int_{D_{m}^{2} \backslash D_{n}^{2}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} A_{(s, x),\left(t_{1}, y_{1}\right)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right) \overline{A_{(s, x),\left(t_{2}, y_{2}\right)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)} \\
& -\int_{D_{m}^{2} \backslash D_{n}^{2}} d \xi d \eta d \xi_{2} d \eta_{2} A_{(s, x),\left(t_{1}, y_{1}\right)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right) \overline{\left.A_{(s, x),\left(t_{2}, y_{2}\right)}\right)\left(\left(\xi_{2}, \eta_{2}\right),\left(\xi_{1}, \eta_{1}\right)\right) .} \tag{3.21}
\end{align*}
$$

Therefore, by choosing $C_{H_{1}, H_{2}}^{n}$ as in the subsequent Lemma 3.8, we can rewrite (3.20) as

$$
\mathbb{E}\left[\left|\left\langle\hat{\xi}_{(s, x)}^{2,(n, m)}, \psi_{(s, x)}^{\ell}\right\rangle\right|^{2}\right]=\left|R_{\ell}^{(n, m)}\right|^{2}+S_{\ell}^{(n, m)}(s, x)
$$

with
$S_{\ell}^{(n, m)}(s, x):=\int_{\mathbb{R}^{4}} d t_{1} d y_{1} d t_{2} d y_{2}\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)\left(t_{1}, y_{1}\right)\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)\left(t_{2}, y_{2}\right) S_{(s, x)}^{(n, m)}\left(\left(t_{1}, y_{1}\right),\left(t_{2}, y_{2}\right)\right)$.
Using Lemma 3.8 again, the proof of our assertion reduces to showing that

$$
\begin{equation*}
\left|S_{\ell}^{(n, m)}(s, x)\right| \lesssim 2^{2 \ell\left(4-4 H_{1}-2 H_{2}+\varepsilon\right)} 2^{-n \varepsilon} \tag{3.22}
\end{equation*}
$$

for some small $\varepsilon>0$. To this end, observe first that by using Cauchy-Schwarz inequality and a basic change of variables, we get that
$\left|S_{\ell}^{(n, m)}(s, x)\right| \lesssim \int_{D_{m}^{2} \backslash D_{n}^{2}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(\xi_{1}, \eta_{1}\right)\right|^{2}}{\left.\left|\xi_{1}\right|\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\psi}^{\ell}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2}$,
where we have set

$$
P_{\psi}^{\ell}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)=\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(0,0)}^{\ell}\right)(t, y) \int_{0}^{t} d u \int_{0}^{y} d z e^{\imath \xi_{2} u} e^{\imath \eta_{2} z}\left\{e^{\imath \xi_{1} u} e^{\imath \eta_{1} z}-1\right\} .
$$

Let us introduce the following natural domains:

$$
\begin{array}{ll}
F_{1}^{n}:=\left\{\left(\xi_{1}, \eta_{1}, \xi_{2}, \eta_{2}\right) \in \mathbb{R}^{4}:\left|\xi_{1}\right| \geq 2^{2 n}\right\} \quad, \quad F_{2}^{n}:=\left\{\left(\xi_{1}, \eta_{1}, \xi_{2}, \eta_{2}\right) \in \mathbb{R}^{4}:\left|\eta_{1}\right| \geq 2^{n}\right\}, \\
F_{3}^{n}:=\left\{\left(\xi_{1}, \eta_{1}, \xi_{2}, \eta_{2}\right) \in \mathbb{R}^{4}:\left|\xi_{3}\right| \geq 2^{2 n}\right\} \quad, \quad F_{4}^{n}:=\left\{\left(\xi_{1}, \eta_{1}, \xi_{2}, \eta_{2}\right) \in \mathbb{R}^{4}:\left|\eta_{2}\right| \geq 2^{n}\right\} .
\end{array}
$$

With this notation, it is readily checked that

$$
\begin{align*}
& \left|S_{\ell}^{(n, m)}(s, x)\right| \\
& \quad \lesssim \sum_{i=1, \ldots, 4} \int_{F_{i}^{n}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(\xi_{1}, \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\psi}^{\ell}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \\
& \quad \lesssim 2^{2 \ell\left(6-4 H_{1}-2 H_{2}\right)} \sum_{i=1, \ldots, 4} \mathcal{J}_{i}^{\ell, n}, \tag{3.23}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{J}_{i}^{\ell, n}=\int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(2^{2 \ell} \xi_{1}, 2^{\ell} \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\psi}^{0}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} . \tag{3.24}
\end{equation*}
$$

For the sake of clarity, we have postponed the estimation of the latter integrals to Section 3.5 (see Lemma 3.9) and we only report the result here: there exists a small $\varepsilon>0$ such that for all $i \in\{1, \ldots, 4\}$,

$$
\left|\mathcal{J}_{i}^{\ell, n}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} \quad \text { and if } n \geq \ell, \quad\left|\mathcal{J}_{i}^{\ell, n}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} 2^{-\varepsilon(n-\ell)}
$$

Going back to (3.23), we have thus shown (3.22), which achieves the proof of (3.11).

### 3.5. A few technical estimates.

Lemma 3.8. With the notations of the proof of (3.11), it holds that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)(t, y) \mathbb{E}\left[\mathbf{X}_{(s, x)}^{2,(n, m)}(t, y)\right]=C_{H_{1}, H_{2}}^{(n, m)} \cdot\left(\int_{\mathbb{R}^{2}} d t d y \psi(t, y)\right)+R_{\ell}^{(n, m)} \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{H_{1}, H_{2}}^{n}:=C_{H_{1}, H_{2}} \cdot \int_{D_{n}} d \xi d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \widehat{K}(\xi, \eta) \tag{3.26}
\end{equation*}
$$

for some constant $C_{H_{1}, H_{2}}>0$, and $R_{\ell}^{(n, m)}$ is such that

$$
\left|R_{\ell}^{(n, m)}\right| \lesssim 2^{\ell\left(4+4 H_{1}+2 H_{2}+2 \varepsilon\right)} 2^{-n \varepsilon}
$$

for some small $\varepsilon>0$.
Proof. First, observe that
$\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)(t, y) \mathbb{E}\left[\mathbf{X}_{(s, x)}^{2,(n, m)}(t, y)\right]=\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(0,0)}^{\ell}\right)(t, y) \mathbb{E}\left[\mathbf{X}_{(s, x)}^{2,(n, m)}(s+t, x+y)\right]$
and with the above notations,

$$
\begin{aligned}
\mathbb{E} & {\left[\mathbf{X}_{(s, x)}^{\mathbf{2},(n, m)}(s+t, x+y)\right] } \\
& =-c_{H_{1}, H_{2}}^{2} \cdot \int_{D_{m} \backslash D_{n}} d \xi d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \widehat{K}(\xi, \eta) P_{(s, x),(s+t, x+y)}((\xi, \eta),(-\xi,-\eta)) .
\end{aligned}
$$

Then
$P_{(s, x),(s+t, x+y)}((\xi, \eta),(-\xi,-\eta))=\int_{s}^{s+t} d u \int_{x}^{x+y} d z\left\{1-e^{-\imath \xi(u-s)} e^{-\imath \eta(z-x)}\right\}=t \cdot y+D_{(t, y)}(\xi, \eta)$,
where we have set $D_{(t, y)}(\xi, \eta):=-\left(\int_{0}^{t} d u e^{-\imath \xi u}\right) \cdot\left(\int_{0}^{y} d z e^{-\imath \eta z}\right)$, so that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(s, x)}^{\ell}\right)(t, y) \mathbb{E}\left[\mathbf{X}_{(s, x)}^{2,(n, m)}(t, y)\right]=C_{H_{1}, H_{2}}^{(n, m)} \cdot\left(\int_{\mathbb{R}^{2}} d t d y \psi(t, y)\right)+R_{\ell}^{(n, m)} \tag{3.27}
\end{equation*}
$$

with

$$
R_{\ell}^{(n, m)}:=-c_{H_{1}, H_{2}}^{2} \cdot \int_{D_{m} \backslash D_{n}} d \xi d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \widehat{K}(\xi, \eta) B_{\ell}(\xi, \eta)
$$

and

$$
B_{\ell}(\xi, \eta):=\int_{\mathbb{R}^{2}} d t d y\left(D^{(1,1)} \psi_{(0,0)}^{\ell}\right)(t, y) D_{(t, y)}(\xi, \eta)
$$

It is readily checked that $B_{\ell}(\xi, \eta)=B_{0}\left(2^{-2 \ell} \xi, 2^{-\ell} \eta\right)$ and hence

$$
\begin{aligned}
\left|R_{\ell}^{(n, m)}\right|= & \left|c_{H_{1}, H_{2}}^{2} \cdot \int_{D_{m} \backslash D_{n}} d \xi d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \widehat{K}(\xi, \eta) B_{0}\left(2^{-2 \ell} \xi, 2^{-\ell} \eta\right)\right| \\
\lesssim & 2^{\ell\left(6-4 H_{1}-2 H_{2}\right)}\left\{\left.\int_{|\xi| \geq 2^{2(n-\ell)}} d \xi \int_{\mathbb{R}} d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \widehat{K}\left(2^{2 \ell} \xi, 2^{\ell} \eta\right) B_{0}(\xi, \eta) \right\rvert\,\right. \\
& \left.\quad+\int_{\mathbb{R}} d \xi \int_{|\eta| \geq 2^{n-\ell}} d \eta \frac{1}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}}\left|\widehat{K}\left(2^{2 \ell} \xi, 2^{\ell} \eta\right) B_{0}(\xi, \eta)\right|\right\} .
\end{aligned}
$$

Due to the assumption $\frac{5}{3}<2 H_{1}+H_{2}<2$, we can pick, for any $\varepsilon>0$ small enough, two parameters $a, b \in[0,1]$ such that one has simultaneously $a+b=1-\frac{\varepsilon}{2}$ and

$$
\varepsilon<2 H_{1}-1+a<1 \quad, \quad \varepsilon<2 H_{2}-1+2 b<1 .
$$

Therefore, by applying Lemma 3.7 to such a pair ( $a, b$ ), we get that

$$
\begin{align*}
\left|R_{\ell}^{(n, m)}\right| \lesssim 2^{\ell\left(4-4 H_{1}-2 H_{2}+\varepsilon\right)}\left\{\int_{|\xi| \geq 2^{2(n-\ell)}} d \xi\right. & \int_{\mathbb{R}} d \eta \frac{\left|B_{0}(\xi, \eta)\right|}{|\xi|^{2 H_{1}+a-1}|\eta|^{2 H_{2}+2 b-1}} \\
& \left.+\int_{\mathbb{R}} d \xi \int_{|\eta| \geq 2^{n-\ell}} d \eta \frac{\left|B_{0}(\xi, \eta)\right|}{|\xi|^{2 H_{1}+a-1}|\eta|^{2 H_{2}+2 b-1}}\right\} . \tag{3.28}
\end{align*}
$$

At this point, observe that we can rely on the estimate

$$
\left|D_{(t, y)}(\xi, \eta)\right| \lesssim \inf \left(\frac{1}{|\xi||\eta|}, \frac{|t|}{|\eta|}, \frac{|y|}{|\xi|},|t||y|\right),
$$

which immediately yields

$$
\left|B_{0}(\xi, \eta)\right| \lesssim \inf \left(\frac{1}{|\xi||\eta|}, \frac{1}{|\eta|}, \frac{1}{|\xi|}, 1\right) .
$$

In particular, the integral $\int_{\mathbb{R}^{2}} d \xi d \eta \frac{\left|B_{0}(\xi, \eta)\right|}{|\xi|^{2 H_{1}+a-1}|\eta|^{2 H_{2}+2 b-1}}$ is finite, so, if $\ell \geq n$, (3.28) entails that

$$
\left|R_{\ell}^{(n, m)}\right| \lesssim 2^{\ell\left(4-4 H_{1}-2 H_{2}+\varepsilon\right)} \lesssim 2^{\ell\left(4-4 H_{1}-2 H_{2}+2 \varepsilon\right)} 2^{-n \varepsilon} .
$$

On the other hand, if $\ell \leq n$, one has

$$
\int_{|\xi| \geq 2^{2(n-\ell)}} d \xi \int_{\mathbb{R}} d \eta \frac{\left|B_{0}(\xi, \eta)\right|}{|\xi|^{2 H_{1}+a-1}|\eta|^{2 H_{2}+2 b-1}} \lesssim 2^{-2 \varepsilon(n-\ell)},
$$

and similarly

$$
\int_{\mathbb{R}} d \xi \int_{|\eta| \geq 2^{n-\ell}} d \eta \frac{\left|B_{0}(\xi, \eta)\right|}{|\xi|^{2 H_{1}+a-1}|\eta|^{2 H_{2}+2 b-1}} \lesssim 2^{-\varepsilon(n-\ell)},
$$

which still allows us to conclude by (3.28).

Lemma 3.9. For all $n \geq 0, \ell \geq 0$ and $i \in\{1, \ldots, 4\}$, consider the quantity $\mathcal{J}_{i}^{n, \ell}$ defined by (3.24). Then for every $\varepsilon>0$ small enough, it holds that

$$
\left|\mathcal{J}_{i}^{\ell, n}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} \quad \text { and if } n \geq \ell, \quad\left|\mathcal{J}_{i}^{\ell, n}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} 2^{-\varepsilon(n-\ell)} .
$$

Proof. Let us first introduce the two quantities at the core of our argument: for all $\xi_{1}, \xi_{2} \in \mathbb{R}$, define

$$
\begin{equation*}
T_{\psi}\left(\xi_{1}\right)=\left(\int_{\mathbb{R}^{2}} d t d y\left|\left(D^{(1,1)} \psi\right)(t, y)\right|^{2} \cdot\left|\int_{0}^{t} d u e^{\imath \xi_{1} u}\right|^{2}\right)^{1 / 2} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\psi}\left(\xi_{1}, \xi_{2}\right)=\left(\int_{\mathbb{R}^{2}} d t d y\left|\left(D^{(1,1)} \psi\right)(t, y)\right|^{2} \cdot\left|\int_{0}^{y} d z \int_{0}^{z} d w e^{\imath \eta_{1} w} e^{\imath \eta_{2} z}\right|^{2}\right)^{1 / 2} \tag{3.30}
\end{equation*}
$$

It turns out that we have to treat the cases $H_{1}>\frac{1}{2}$ and $\frac{1}{3}<H_{1}<\frac{1}{2}$ separately.
Case 1: $H_{1}>\frac{1}{2}$. In this situation, we start from the estimate

$$
\begin{equation*}
\left|P_{\psi}^{0}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \lesssim\left|P_{\psi}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2}+\left|P_{\psi}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \tag{3.31}
\end{equation*}
$$

where we have set

$$
\begin{aligned}
& P_{\psi}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right):=T_{\psi}\left(\xi_{1}+\xi_{2}\right) \cdot \eta_{1} \cdot Q_{\psi}\left(\eta_{1}, \eta_{2}\right) \\
& \quad P_{\psi}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right):=T_{\psi}\left(\eta_{2}\right) \cdot \xi_{1} \cdot Q_{\psi}\left(\xi_{1}, \xi_{2}\right)
\end{aligned}
$$

Then, by Lemma 3.7, we know that for all $a, b \in[0,1]$ such that $a+b=1-\varepsilon$, one has

$$
\begin{align*}
\mathcal{J}_{i}^{\ell, n,(1)} & :=\int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(2^{2 \ell} \xi_{1}, 2^{\ell} \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\psi}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \\
& \lesssim 2^{-4 \ell(1-\varepsilon)} \int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|T_{\psi}\left(\xi_{1}+\xi_{2}\right)\right|^{2} \cdot\left|Q_{\psi}\left(\eta_{1}, \eta_{2}\right)\right|^{2}}{\left|\xi_{1}\right|^{\left(2 H_{1}+2 a\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{\left(2 H_{2}+4 b-2\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}} \tag{3.32}
\end{align*}
$$

Due to the assumptions on the pair $\left(H_{1}, H_{2}\right)$, we can actually pick $a \in(0,1)$ such that

$$
\max \left(6-8 H_{1}, 2 H_{2}\right)<4 a<\min \left(2 H_{2}+2,4 H_{2}+1,4-4 H_{1}\right)
$$

and set $b=1-\varepsilon-a \in(0,1)$, for $\varepsilon$ small enough. For such a choice of $(a, b)$, it is readily checked that the conditions in Lemmas 3.10 and 3.11 are all satisfied by the bound (3.32), which leads us to both

$$
\left|\mathcal{J}_{i}^{\ell, n,(1)}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} \quad \text { and if } n \geq \ell, \quad\left|\mathcal{J}_{i}^{\ell, n,(1)}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} 2^{-\varepsilon(n-\ell)}
$$

The treatment of

$$
\mathcal{J}_{i}^{\ell, n,(2)}:=\int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(2^{2 \ell} \xi_{1}, 2^{\ell} \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\psi}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2}
$$

is slightly different. Note that $\mathcal{J}_{i}^{\ell, n,(2)} \lesssim \mathcal{J}_{i}^{\ell, n,(2,1)}+\mathcal{J}_{i}^{\ell, n,(2,2)}$, with

$$
\begin{align*}
& \mathcal{J}_{i}^{\ell, n,(2,1)}:= \\
& \quad 2^{-4 \ell\left(a_{1}+b_{1}\right)} \int_{F_{i}^{n-\ell} \cap\left\{\left|\eta_{1}\right| \leq 1\right\}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|Q_{\psi}\left(\xi_{1}, \xi_{2}\right)\right|^{2} \cdot\left|T_{\psi}\left(\eta_{2}\right)\right|^{2}}{\left|\xi_{1}\right|^{\left(2 H_{1}-2+2 a_{1}\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{\left(2 H_{2}+4 b_{1}\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}} \tag{3.33}
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{J}_{i}^{\ell, n,(2,2)}:= \\
& \quad 2^{-4 \ell\left(a_{2}+b_{2}\right)} \int_{F_{i}^{n-\ell} \cap\left\{\left|\eta_{1}\right| \geq 1\right\}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|Q_{\psi}\left(\xi_{1}, \xi_{2}\right)\right|^{2} \cdot\left|T_{\psi}\left(\eta_{2}\right)\right|^{2}}{\left|\xi_{1}\right|^{\left(2 H_{1}-2+2 a_{2}\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{\left(2 H_{2}+4 b_{2}\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}} . \tag{3.34}
\end{align*}
$$

Observe also that $\left|T_{\psi}\left(\eta_{2}\right)\right|^{2} \lesssim \inf \left(1, \frac{1}{\left|\eta_{2}\right|^{2}}\right)$. So, in order to apply Lemma 3.11 to (3.33), it suffices to choose $a_{1}, b_{1} \in[0,1]$ such that $a_{1}+b_{1}=1-\varepsilon$ and

$$
\max \left(2+2 H_{2}, 4-4 H_{1}, 6-8 H_{1}\right)<4 a_{1}<4
$$

Similarly, in order to apply Lemma 3.11 to (3.34), it suffices to pick $a_{2}, b_{2} \in[0,1]$ such that $a_{2}+b_{2}=1-\varepsilon$ and

$$
\max \left(4-4 H_{1}, 6-8 H_{1}\right)<4 a_{2}<\min \left(2+2 H_{2}, 4\right) .
$$

We can therefore conclude that

$$
\left|\mathcal{J}_{i}^{\ell, n,(2)}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} \quad \text { and if } n \geq \ell, \quad\left|\mathcal{J}_{i}^{\ell, n,(2)}\right| \lesssim 2^{-4 \ell(1-\varepsilon)} 2^{-\varepsilon(n-\ell)},
$$

which completes the proof of the lemma in the situation where $H_{1}>\frac{1}{2}$.
Case 2: $\frac{1}{3}<H_{1}<\frac{1}{2}$. In particular, it holds that $H_{2}>\frac{2}{3}$. Here, we reverse the roles of the variables by replacing (3.31) with

$$
\begin{equation*}
\left|P_{\psi}^{0}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \lesssim\left|P_{\bar{\psi}}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2}+\left|P_{\bar{\psi}}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \tag{3.35}
\end{equation*}
$$

where we have set this time $\bar{\psi}(t, y):=\psi(y, t)$,

$$
\begin{aligned}
& P_{\bar{\psi}}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right):=T_{\bar{\psi}}\left(\eta_{1}+\eta_{2}\right) \cdot \xi_{1} \cdot Q_{\bar{\psi}}\left(\xi_{1}, \xi_{2}\right) \\
& \quad P_{\bar{\psi}}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right):=T_{\bar{\psi}}\left(\xi_{2}\right) \cdot \eta_{1} \cdot Q_{\bar{\psi}}\left(\eta_{1}, \eta_{2}\right)
\end{aligned}
$$

As above, we first deal with

$$
\begin{align*}
\mathcal{J}_{i}^{\ell, n,(1)} & :=\int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(2^{2 \ell} \xi_{1}, 2^{\ell} \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\bar{\psi}}^{(1)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2} \\
& \lesssim 2^{-4 \ell(a+b)} \int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|T_{\bar{\psi}}\left(\eta_{1}+\eta_{2}\right)\right|^{2} \cdot\left|Q_{\bar{\psi}}\left(\xi_{1}, \xi_{2}\right)\right|^{2}}{\left|\xi_{1}\right|^{\left(2 H_{1}+2 a-2\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{\left(2 H_{2}+4 b\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}}, \tag{3.36}
\end{align*}
$$

and we pick $a, b \in[0,1]$ satisfying $a+b=1-\varepsilon$ and

$$
\max \left(4-4 H_{1}, 6-8 H_{1}, 2 H_{2}+2\right)<4 a<\min \left(4,4 H_{2}+1\right),
$$

so that the conditions in Lemmas 3.10 and 3.11 are all met by the bound (3.36), as it can be easily verified.

Also, if we set

$$
\mathcal{J}_{i}^{\ell, n,(2)}:=\int_{F_{i}^{n-\ell}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|\hat{K}\left(2^{2 \ell} \xi_{1}, 2^{\ell} \eta_{1}\right)\right|^{2}}{\left|\xi_{1}\right|^{2 H_{1}-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{2 H_{2}-1}\left|\eta_{2}\right|^{2 H_{2}-1}}\left|P_{\bar{\psi}}^{(2)}\left(\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right)\right)\right|^{2},
$$

we have $\mathcal{J}_{i}^{\ell, n,(2)} \lesssim \mathcal{J}_{i}^{\ell, n,(2,1)}+\mathcal{J}_{i}^{\ell, n,(2,2)}$, with

$$
\begin{align*}
& \mathcal{J}_{i}^{\ell, n,(2,1)}:= \\
& \quad 2^{-4 \ell\left(a_{1}+b_{1}\right)} \int_{F_{i}^{n-\ell} \cap\left\{\left|\xi_{1}\right| \leq 1\right\}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|Q_{\psi}\left(\eta_{1}, \eta_{2}\right)\right|^{2} \cdot\left|T_{\psi}\left(\xi_{2}\right)\right|^{2}}{\left.\left|\xi_{1}\right|^{\left(2 H_{1}+2 a_{1}\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|\right|^{\left.2 H_{2}+4 b_{1}-2\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}} \tag{3.37}
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{J}_{i}^{\ell, n,(2,2)}:= \\
& 2^{-4 \ell\left(a_{2}+b_{2}\right)} \int_{F_{i}^{n-\ell} \cap\left\{\left|\xi_{1}\right| \geq 1\right\}} d \xi_{1} d \eta_{1} d \xi_{2} d \eta_{2} \frac{\left|Q_{\psi}\left(\eta_{1}, \eta_{2}\right)\right|^{2} \cdot\left|T_{\psi}\left(\xi_{2}\right)\right|^{2}}{\left|\xi_{1}\right|^{\left(2 H_{1}+2 a_{2}\right)-1}\left|\xi_{2}\right|^{2 H_{1}-1}\left|\eta_{1}\right|^{\left.2 H_{2}+4 b_{2}-2\right)-1}\left|\eta_{2}\right|^{2 H_{2}-1}} . \tag{3.38}
\end{align*}
$$

In (3.37), we fix $a_{1}, b_{1} \in[0,1]$ such that $a_{1}+b_{1}=1-\varepsilon$ and

$$
2 H_{2}<4 a_{2}<\min \left(2 H_{2}+2,4-4 H_{1}, 4 H_{2}+1\right),
$$

while in (3.38), we fix $a_{2}, b_{2} \in[0,1]$ such that $a_{2}+b_{2}=1-\varepsilon$ and

$$
\max \left(2 H_{2}, 4-4 H_{2}\right)<4 a_{2}<\min \left(2 H_{2}+2,4 H_{2}+1\right)
$$

In this way, we are again in positions to appeal to Lemmas 3.10 3.11 and therefore conclude, which achieves the proof of our statement.

Lemma 3.10. Fix $\psi \in \mathcal{C}^{2}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ with compact support and let $T_{\psi}$ be the quantity defined by (3.29). Then, for all $\lambda_{1}, \lambda_{2} \in(0,2)$ such that $\lambda_{1}+\lambda_{2}>3$, the integral

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} d x_{1} d x_{2} \frac{\left|T_{\psi}\left(x_{1}+x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \tag{3.39}
\end{equation*}
$$

is finite. Besides, under the same conditions, for every $c \geq 1, i \in\{1,2\}$ and every $\varepsilon>0$ small enough, one has

$$
\begin{equation*}
\int_{\left|x_{i}\right| \geq c} d x_{1} d x_{2} \frac{\left|T_{\psi}\left(x_{1}+x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \lesssim c^{-\varepsilon} \tag{3.40}
\end{equation*}
$$

Proof. It is a matter of elementary estimates based on the fact that

$$
\left|T_{\psi}\left(x_{1}+x_{2}\right)\right| \lesssim \inf \left(1, \frac{1}{\left|x_{1}+x_{2}\right|}\right)
$$

We only give details for (3.40). One has, for any small $\varepsilon>0$,

$$
\begin{aligned}
& \int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\mathbb{R}} d x_{2} \frac{\left|T_{\psi}\left(x_{1}+x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \\
& \quad \lesssim \int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \leq \frac{c}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \frac{1}{\left|x_{1}+x_{2}\right|^{2}} \\
& \quad+\int_{\left|x_{1}\right| \geq \frac{c}{2}} d x_{1} \int_{\left|x_{2}\right| \geq \frac{c}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \frac{1}{\left|x_{1}+x_{2}\right|^{1-\varepsilon}} \\
& \lesssim \\
& \quad c^{2-\left(\lambda_{1}+\lambda_{2}\right)} \int_{\left|x_{1}\right| \geq 1} d x_{1} \int_{\left|x_{2}\right| \leq \frac{1}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \frac{1}{\left|x_{1}+x_{2}\right|^{2}} \\
& \quad+c^{3+\varepsilon-\left(\lambda_{1}+\lambda_{2}\right)} \int_{\left|x_{1}\right| \geq \frac{1}{2}} d x_{1} \int_{\left|x_{2}\right| \geq \frac{1}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \frac{1}{\left|x_{1}+x_{2}\right|^{1-\varepsilon}} .
\end{aligned}
$$

It remains to observe that

$$
\begin{aligned}
\int_{\left|x_{1}\right| \geq 1} d x_{1} \int_{\left|x_{2}\right| \leq \frac{1}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} & \frac{1}{\mid x_{1}}+\left.x_{2}\right|^{2} \\
& \lesssim\left(\int_{\left|x_{1}\right| \geq 1} \frac{d x_{1}}{\left|x_{1}\right|^{1+\lambda_{1}}}\right) \cdot\left(\int_{\left|x_{2}\right| \leq \frac{1}{2}} \frac{d x_{2}}{\left|x_{2}\right|^{\lambda_{2}-1}}\right)<\infty
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\left|x_{1}\right| \geq \frac{1}{2}} d x_{1} & \int_{\left|x_{2}\right| \geq \frac{1}{2}} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \frac{1}{\left|x_{1}+x_{2}\right|^{1-\varepsilon}} \\
& \lesssim\left(\int_{\frac{1}{2}}^{\infty} \frac{d r}{r^{\lambda_{1}+\lambda_{2}-2-\varepsilon}}\right) \cdot\left(\int_{0}^{2 \pi} d \theta \frac{1}{|\cos \theta|^{\lambda_{1}-1}|\sin \theta|^{\lambda_{2}-1}} \frac{1}{|\cos \theta+\sin \theta|^{1-\varepsilon}}\right)<\infty
\end{aligned}
$$

for any $\varepsilon>0$ small enough.

Lemma 3.11. Fix $\psi \in \mathcal{C}^{2}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ with compact support and let $Q_{\psi}$ be the quantity defined by (3.30). Then, for all $\lambda_{1}, \lambda_{2} \in(0,2)$ such that $\lambda_{1}+\lambda_{2}>1$, the integral

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} d x_{1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \tag{3.41}
\end{equation*}
$$

is finite. Besides, under the same conditions, for every $c \geq 1, i \in\{1,2\}$ and every $\varepsilon>0$ small enough, one has

$$
\begin{equation*}
\int_{\left|x_{i}\right| \geq c} d x_{1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \lesssim c^{-\varepsilon} . \tag{3.42}
\end{equation*}
$$

Proof. It leans on the following readily-checked estimate: for $i \in\{1,2\}$,

$$
\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right| \lesssim \inf \left(1, \frac{1}{\left|x_{1}\right|}, \frac{1}{\left|x_{2}\right|}, \frac{1}{\left|x_{1}\right|\left|x_{2}\right|}+\frac{1}{\left|x_{i}\right|\left|x_{1}+x_{2}\right|}\right) .
$$

Based on this bound, one has, for any small $\varepsilon>0$,

$$
\begin{align*}
& \int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\mathbb{R}} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|^{2}}{\left|x_{1}\right|^{\lambda_{1}-1}\left|x_{2}\right|^{\lambda_{2}-1}} \\
& \lesssim\left(\int_{\left|x_{1}\right| \geq c} \frac{d x_{1}}{\left|x_{1}\right|^{1+\lambda_{1}}}\right) \\
& \quad \cdot\left(\int_{\left|x_{2}\right| \leq 1} \frac{d x_{2}}{\left|x_{2}\right|^{\lambda_{2}-1}}\right)+\int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \geq 1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|}{\left|x_{1}\right|^{\lambda_{1}-\varepsilon}\left|x_{2}\right|^{\lambda_{2}-\varepsilon}}  \tag{3.43}\\
& \\
& \quad+\int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \geq 1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|}{\left|x_{1}\right|^{\lambda_{1}-\varepsilon}\left|x_{2}\right|^{\lambda_{2}-1}\left|x_{1}+x_{2}\right|^{1-\varepsilon}} .
\end{align*}
$$

To bound the second summand in (3.43), pick $a_{1} \in[0,1] \cap\left(1-\lambda_{1}, \lambda_{2}\right)$, so that, for any $\varepsilon>0$ small enough,

$$
\begin{aligned}
& \int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \geq 1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|}{\left|x_{1}\right|^{\lambda_{1}-\varepsilon}\left|x_{2}\right|^{\lambda_{2}-\varepsilon}} \\
& \lesssim\left(\int_{\left|x_{1}\right| \geq c} \frac{d x_{1}}{\left|x_{1}\right|^{\lambda_{1}+a_{1}-\varepsilon}}\right) \cdot\left(\int_{\left|x_{2}\right| \geq 1} \frac{d x_{2}}{\left|x_{2}\right|^{\lambda_{2}+1-a_{1}-\varepsilon}}\right) \lesssim c^{1-\left(\lambda_{1}+a_{1}-\varepsilon\right)}
\end{aligned} .
$$

Then, in order to estimate

$$
\mathcal{J}_{c}:=\int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \geq 1} d x_{2} \frac{\left|Q_{\psi}\left(x_{1}, x_{2}\right)\right|}{\left|x_{1}\right|^{\lambda_{1}-\varepsilon}\left|x_{2}\right|^{\lambda_{2}-1}\left|x_{1}+x_{2}\right|^{1-\varepsilon}},
$$

observe first that, without loss of generality, we can assume that $\lambda_{1}, \lambda_{2} \in(0,1)$. Under this assumption, there exists $a_{2} \in[0,1] \cap\left(\lambda_{2}-1,1-\lambda_{1}\right)$, and for such a value of $a_{2}$, one has, for any $\varepsilon>0$ small enough,

$$
\begin{aligned}
\mathcal{J}_{c} & \lesssim \int_{\left|x_{1}\right| \geq c} d x_{1} \int_{\left|x_{2}\right| \geq 1} d x_{2} \frac{1}{\left|x_{1}\right|^{\lambda_{1}-\varepsilon+a_{2}}\left|x_{2}\right|^{\lambda_{2}-a_{2}}\left|x_{1}+x_{2}\right|^{1-\varepsilon}} \\
& \lesssim c^{-\varepsilon} \cdot\left(\int_{1}^{\infty} \frac{d r}{r^{\lambda_{1}+\lambda_{2}-3 \varepsilon}}\right) \cdot\left(\int_{0}^{2 \pi} \frac{d \theta}{|\cos \theta|^{\lambda_{1}+a_{2}-2 \varepsilon}|\sin \theta|^{\lambda_{2}-a_{2}}|\cos \theta+\sin \theta|^{1-\varepsilon}}\right) \lesssim c^{-\varepsilon},
\end{aligned}
$$

which completes the proof of (3.42). The estimation of (3.41) can clearly be done along the same lines.
3.6. Estimation of the renormalization constant. At this point, we have shown the convergence result of Theorem (1.2, point (ii), for the constant $C_{H_{1}, H_{2}}^{n}$ explicitly given by (3.26). Let us now complete the proof of the statement with an asymptotic estimate of this constant.

Proposition 3.12. Let $C_{H_{1}, H_{2}}^{n}$ be the sequence defined by (3.26). Then, as $n$ tends to infinity, it holds that

$$
C_{H_{1}, H_{2}}^{n} \sim C_{H_{1}, H_{2}} \cdot 2^{2 n\left(2-2 H_{1}-H_{2}\right)}
$$

for some constant $C_{H_{1}, H_{2}}>0$.
Proof. Recall the decomposition $K(s, x)=\sum_{k \geq 0} 2^{k} K_{0}\left(2^{2 k} s, 2^{k} x\right)$ given by Lemma 2.1, which leads us to

$$
\widehat{K}(\xi, \eta)=\sum_{k \geq 0} 2^{-2 k} \widehat{K_{0}}\left(2^{-2 k} \xi, 2^{-k} \eta\right)
$$

uniformly over $(\xi, \eta) \in \mathbb{R}^{2}$. Therefore, it is readily checked that

$$
\begin{aligned}
C_{H_{1}, H_{2}}^{n} & =C_{H_{1}, H_{2}} \cdot \sum_{k \geq 0} 2^{-2 k} \int_{D_{n}} d \xi d \eta \frac{\widehat{K_{0}}\left(2^{-2 k} \xi, 2^{-k} \eta\right)}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \\
& =C_{H_{1}, H_{2}} \cdot 2^{2 n\left(2-2 H_{1}-H_{2}\right)} \sum_{k \geq 0} 2^{-2(k-n)} \int_{[-1,1]^{2}} d \xi d \eta \frac{\widehat{K_{0}}\left(2^{-2(k-n)} \xi, 2^{-(k-n)} \eta\right)}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}} \\
& =C_{H_{1}, H_{2}} \cdot 2^{2 n\left(2-2 H_{1}-H_{2}\right)} \sum_{k \geq-n} 2^{-2 k} \int_{[-1,1]^{2}} d \xi d \eta \frac{\widehat{K_{0}}\left(2^{-2 k} \xi, 2^{-k} \eta\right)}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}}
\end{aligned}
$$

The conclusion can now be derived from the dominated convergence theorem, by using the fact that the sum

$$
S_{H_{1}, H_{2}}:=\sum_{k \in \mathbb{Z}} 2^{-2 k} \int_{[-1,1]^{2}} d \xi d \eta \frac{\left|\widehat{K_{0}}\left(2^{-2 k} \xi, 2^{-k} \eta\right)\right|}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}}
$$

is finite. Indeed, since $2 H_{1}+H_{2}<2$, we can pick $a, b \geq 0$ such that

$$
2 H_{1}-1+a<1 \quad, \quad 2 H_{2}-1+b<1 \quad \text { and } \quad a+\frac{b}{2}>1
$$

Then

$$
\begin{aligned}
& S_{H_{1}, H_{2}} \\
& \lesssim\left(\sum_{k \geq 0} 2^{-2 k}\right) \int_{[-1,1]^{2}} \frac{d \xi d \eta}{|\xi|^{2 H_{1}-1}|\eta|^{2 H_{2}-1}}+\left(\sum_{k \geq 0} 2^{k(2-2 a-b)}\right) \int_{[-1,1]^{2}} \frac{d \xi d \eta}{|\xi|^{2 H_{1}-1+a}|\eta|^{2 H_{2}-1+b}}<\infty .
\end{aligned}
$$

## 4. The Young case

We conclude the paper with the proof of Theorem 1.2, point ( $i$ ), and see how the condition $2 H_{1}+H_{2}>2$ allows for a drastic simplification of the modelling procedure exhibited in Section 2. With the result of Corollary 3.5 in mind, we consider from now on that the noise $\xi$ involved in the equation belongs to $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ for some fixed

$$
\begin{equation*}
\alpha \in(-1,0) \text {. } \tag{4.1}
\end{equation*}
$$

Under this assumption, the argument will importantly rely on the following property.

Lemma 4.1. Let $K$ be defined as in Lemma [2.1. Then for every $\zeta \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$, every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$ and every $x, y \in \mathfrak{K}$ such that $\|x-y\|_{\mathfrak{s}} \leq 1$, it holds that

$$
|[K * \zeta](x)-[K * \zeta](y)| \lesssim\|x-y\|_{\mathfrak{s}} \cdot\|\zeta\|_{\alpha ; \operatorname{rect}(\mathfrak{\Omega})},
$$

where rect $(\mathfrak{K})$ stands for the smallest rectangle $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ that contains $\mathfrak{K}$.
Proof. Decompose the increment $[K * \zeta](x)-[K * \zeta](y)$ as the sum of two terms $A_{x y}$ and $B_{x y}$, with

$$
\begin{aligned}
A_{x y}=[K * \zeta](x) & -[K * \zeta](y)-\left(x_{2}-y_{2}\right) \cdot\left[\left(D^{(0,1)} K\right) * \zeta\right](y), \\
B_{x y} & =\left(x_{2}-y_{2}\right) \cdot\left[\left(D^{(0,1)} K\right) * \zeta\right](y) .
\end{aligned}
$$

As far as $B_{x y}$ is concerned, we immediately get that

$$
\left|B_{x y}\right| \lesssim\|\xi\|_{\alpha ; \mathfrak{\xi}} \cdot\|x-y\|_{\mathfrak{s}} \cdot \sum_{n \geq 0} 2^{-n(\alpha+1)} \lesssim\|\xi\|_{\alpha ; \mathfrak{R}} \cdot\|x-y\|_{\mathfrak{s}} .
$$

In order to estimate $A_{x y}$, pick $i \geq 0$ such that $2^{-(i+1)} \leq\|x-y\|_{s} \leq 2^{-i}$ and denote by $A_{x y}^{n}$ the expression derived from $A_{x y}$ by replacing each occurence of $K$ with $K_{n}$. On the one hand, we have

$$
\begin{aligned}
\sum_{n>i}\left|A_{x y}^{n}\right| & \leq \sum_{n>i}\left\{\left|\left[K_{n} * \zeta\right](x)\right|+\left|\left[K_{n} * \zeta\right](y)\right|+\left|x_{2}-y_{2}\right| \cdot\left|\left[\left(D^{(0,1)} K_{n}\right) * \zeta\right](y)\right|\right\} \\
& \lesssim\|\zeta\|_{\alpha ; \mathfrak{F}} \cdot \sum_{n>i}\left\{2^{-n(\alpha+2)}+\|x-y\|_{\mathfrak{s}} \cdot 2^{-n(\alpha+1)}\right\} \lesssim\|\zeta\|_{\alpha ; \mathfrak{F}} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} .
\end{aligned}
$$

For $n \leq i$, expand $A_{x y}^{n}$ as

$$
\begin{aligned}
A_{x y}^{n}=\left(x_{1}-y_{1}\right) \cdot \int_{0}^{1} d r & {\left[\left(D^{(1,0)} K_{n}\right) * \zeta\right]\left(y_{1}+r\left(x_{1}-y_{1}\right), x_{2}\right) } \\
& +\frac{1}{2}\left(x_{2}-y_{2}\right)^{2} \cdot \int_{0}^{1} d r_{1} \int_{0}^{r_{1}} d r_{2}\left[\left(D^{(0,2)} K_{n}\right) * \zeta\right]\left(y_{1}, y_{2}+r_{2}\left(x_{2}-y_{2}\right)\right) .
\end{aligned}
$$

With this decomposition in hand, we readily deduce that

$$
\sum_{0 \leq n \leq i}\left|A_{x y}^{n}\right| \lesssim\|\zeta\|_{\alpha ; \text { rect }(\mathfrak{K})} \cdot\|x-y\|_{\mathfrak{s}}^{2} \cdot \sum_{0 \leq n \leq i} 2^{-n \alpha} \lesssim\|\zeta\|_{\alpha ; \text { rect }(\mathfrak{K})} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2} .
$$

As we announced it, the framework of the lift procedure reduces to a minimum here. Namely,

$$
\mathscr{T}_{\alpha}:=\operatorname{Span}(\Xi) \quad, \quad \mathscr{T}_{0}:=\operatorname{Span}(\mathbf{1}) \quad, \quad \mathscr{T}:=\mathscr{T}_{\alpha} \oplus \mathscr{T}_{0},
$$

with commutative product $\star$ in $\mathscr{T}$ given by

$$
1 \star 1=1 \quad, \quad 1 \star \Xi=\Xi \quad, \quad \Xi \star \Xi=0 .
$$

Then define the model $\left(\Pi^{\xi}, \Gamma^{\xi}\right)$ for $\mathscr{T}$ by the formulas:

$$
\Pi^{\xi}(\mathbf{1})=1, \Pi_{x}^{\xi}(\Xi)=\xi, \Gamma_{x y}^{\xi}(\mathbf{1})=\mathbf{1}, \Gamma_{x y}^{\xi}(\Xi)=\Xi .
$$

In particular, the "Lévy area" term no longer comes into the picture here, and one has, along the same lines as in Proposition 2.5.

$$
\left\|\left(\Pi^{\xi}, \Gamma^{\xi}\right)\right\|_{\alpha ; \mathfrak{R}} \lesssim\|\xi\|_{\alpha ; \mathfrak{R}} \quad, \quad\left\|\left(\Pi^{\xi}, \Gamma^{\xi}\right) ;\left(\Pi^{\xi_{2}}, \Gamma^{\xi_{2}}\right)\right\|_{\alpha ; \mathfrak{R}} \lesssim\left\|\xi-\xi_{2}\right\|_{\alpha ; \mathfrak{R}} .
$$

Next, just as in Section 2, we denote by $\mathcal{R}_{\xi}$ the reconstruction operator associated with this model and characterized by the two relations (2.14)-(2.15) (where $\xi$ must be substituted for $\boldsymbol{\xi}$ ). Also, we denote by $\mathcal{D}_{\beta}^{\gamma, \eta}(\xi)$ the corresponding spaces of modelled distributions, defined along Formula (2.12).

In fact, in this situation, it turns out that we can fix the background space as $\mathcal{D}_{0}^{\gamma, \eta}(\xi)$ with

$$
\gamma=\eta=1-\varepsilon
$$

and where $\varepsilon>0$ is such that $\gamma+\alpha>0$. Otherwise stated, any element $\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\xi)$ is reduced to a single component $\mathbf{u}^{0} \mathbf{1}$ in $\mathscr{T}_{0}$ which satisfies

$$
\|\mathbf{u}\|_{\gamma, \eta}=\sup _{x \in \mathbb{R}^{2}}\left|\mathbf{u}^{0}(x)\right|+\sup _{x, y \in \mathbb{R}^{2}:\|x-y\|_{\mathfrak{s}} \leq 1} \frac{\left|\mathbf{u}^{0}(x)-\mathbf{u}^{0}(y)\right|}{\|x-y\|_{\mathfrak{s}}^{\gamma}}<\infty
$$

Thus, the "lift" operation clearly loses all its relevancy in this setting (dealing with $\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\xi)$ or $\mathbf{u}^{0} \in \mathcal{C}^{\gamma}\left(\mathbb{R}^{2}\right)$ is just equivalent), and we only keep to this formalism for a direct comparison with the situation described in Section 2 .

So recall that we want to transpose in $\mathcal{D}_{0}^{\gamma, \eta}(\xi)$, along the same steps as before, the localized equation

$$
\begin{equation*}
u(x)=\left(G_{x_{1}} \Psi\right)\left(x_{2}\right)+\rho_{T}\left(x_{1}\right) \cdot\left(G *\left[\rho_{+} \cdot F(u) \cdot \xi\right]\right)(x) \tag{4.2}
\end{equation*}
$$

where $\rho_{+}$and $\rho_{T}$ stand for the two cut-off functions introduced in Section 2.1.
First, it is readily checked that if $\mathbf{u}=\mathbf{u}^{0} \mathbf{1} \in \mathcal{D}_{0}^{\gamma, \eta}(\xi)$ and $F \in \mathcal{C}_{\mathfrak{K}}^{\infty}\left(\mathbb{R}^{2}\right)$, then the element $\rho_{+} \cdot \mathbf{F}(\mathbf{u})$ trivially defined by

$$
\left[\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right](x)=\left(\rho_{+}\left(x_{1}\right) \cdot F\left(x_{2}, \mathbf{u}^{0}(x)\right)\right) \mathbf{1}
$$

belongs to $\mathcal{D}_{0}^{\gamma, \eta}(\xi)$, and the two bounds (2.26)-(2.26) remain valid in this setting. Also, the product

$$
\mathbf{v}(x)=\left[\left(\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right) \star \Xi\right](x):=\left(\rho_{+}\left(x_{1}\right) \cdot F\left(x_{2}, \mathbf{u}^{0}(x)\right)\right) \Xi
$$

clearly defines an element of $\mathcal{D}_{\alpha}^{\gamma+\alpha, \eta+\alpha}(\xi)$ and (2.31)-(2.32) still prevail.
At this point, note that, since $\gamma+\alpha>0$, the reconstruction $\mathcal{R}_{\xi} \mathbf{v}$ of $\mathbf{v}$ does define an element of $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ that is compactly supported in $\mathbb{R}_{+} \times \mathbb{R}$. Thanks to Lemma [2.14, the convolution with $G^{\sharp}$ can therefore be (locally) lifted as $\left[\rho_{T} \cdot \mathcal{G}_{\xi}^{\sharp}(\mathbf{v})\right](x)=\rho_{T}\left(x_{1}\right)\left[G^{\sharp} * \mathcal{R}_{\xi}(\mathbf{v})\right](x) \mathbf{1}$, and the two bounds (2.35)-(2.36) remain valid. Using Lemma 4.1, the same conclusions actually hold true for the convolution with $K$, lifted as $\left[\rho_{T} \cdot \mathcal{K}_{\xi}(\mathbf{v})\right](x)=\rho_{T}\left(x_{1}\right)\left[K * \mathcal{R}_{\xi}(\mathbf{v})\right](x) 1$.

Finally, lifting the initial-condition term $G \psi$ is not a problem at all if $\psi \in \mathcal{C}_{b}^{1}(\mathbb{R})$, since, with the arguments and notation of the proof of Proposition 2.18,

$$
\begin{aligned}
&\left|\int_{\mathbb{R}} d z G\left(x_{1}, x_{2}-z\right) \cdot \psi(z)-\int_{\mathbb{R}} d z G\left(y_{1}, y_{2}-z\right) \cdot \psi(z)\right| \\
& \lesssim\|\psi\|_{\mathcal{C}_{b}^{1}(\mathbb{R})} \cdot\left\{\left|x_{1}-y_{1}\right| \cdot\|x ; y\|_{P}^{-1}+\left|x_{2}-y_{2}\right|\right\} \lesssim\|\psi\|_{\mathcal{C}_{b}^{1}(\mathbb{R})} \cdot\|x-y\|_{\mathfrak{s}}
\end{aligned}
$$

By putting these successive observations together, we find ourselves in the very same situation as in Section 2.5 for the equation

$$
\begin{equation*}
\mathbf{u}=\mathbf{G} \Psi+\rho_{T} \cdot\left[\mathcal{K}_{\xi}+\mathcal{G}_{\xi}^{\sharp}\right]\left(\left(\rho_{+} \cdot \mathbf{F}(\mathbf{u})\right) \star \Xi\right) \tag{4.3}
\end{equation*}
$$

interpreted in $\mathcal{D}_{0}^{\gamma, \eta}(\xi)$. It is therefore clear that the arguments of the proofs of Propositions 2.20 and 2.21 can be transposed at once in this setting, which leads us to the following statement:
Proposition 4.2. (i) For every path $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ and initial condition $\Psi \in \mathcal{C}_{b}^{1}(\mathbb{R})$, there exists a time $T_{0}=T_{0}(\xi, \Psi)>0$ and a radius $R=R(\xi, \psi)>0$ such that for every $0<T \leq T_{0}$, equation (4.3) admits a unique solution $\mathbf{\Phi}(\xi, \Psi, T)$ within the ball $\mathcal{B}_{\xi}(R):=\left\{\mathbf{u} \in \mathcal{D}_{0}^{\gamma, \eta}(\xi):\|\mathbf{u}\|_{\gamma, \eta} \leq R\right\}$.
(ii) Consider a sequence of paths $\xi^{n} \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ and initial conditions $\Psi^{n} \in \mathcal{C}_{b}^{1}(\mathbb{R})$ such that, for every compact $\mathfrak{K} \subset \mathbb{R}^{2}$,

$$
\begin{equation*}
\left\|\xi^{n}-\xi\right\|_{\alpha ; \mathfrak{K}} \rightarrow 0 \quad \text { and } \quad\left\|\Psi^{n}-\Psi\right\|_{\mathcal{C}_{b}^{1}(\mathbb{R})} \rightarrow 0 \tag{4.4}
\end{equation*}
$$

for some path $\xi \in \mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$ and initial condition $\Psi \in \mathcal{C}_{b}^{1}(\mathbb{R})$. Then there exists a time $T^{*}=$ $T^{*}(\xi, \Psi)>0$ such that $\boldsymbol{\Phi}\left(\xi^{n}, \Psi^{n}, T^{*}\right)$ is well defined for every $n$ large enough, as well as $\boldsymbol{\Phi}\left(\xi, \Psi, T^{*}\right)$, and

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}\left(\xi^{n}, \Psi^{n}, T^{*}\right) ; \boldsymbol{\Phi}\left(\xi, \Psi, T^{*}\right)\right\|_{\gamma, \eta} \rightarrow 0 . \tag{4.5}
\end{equation*}
$$

In particular, if we set $\Phi\left(\xi^{n}, \Psi^{n}, T^{*}\right)=\mathcal{R}_{\xi^{n}}\left(\boldsymbol{\Phi}\left(\xi^{n}, \Psi^{n}, T^{*}\right)\right)$ and $\Phi\left(\xi, \Psi, T^{*}\right)=\mathcal{R}_{\xi}\left(\boldsymbol{\Phi}\left(\boldsymbol{\xi}, \Psi, T^{*}\right)\right)$, it holds that

$$
\begin{equation*}
\left\|\Phi\left(\xi^{n}, \Psi^{n}, T^{*}\right)-\Phi\left(\xi, \Psi, T^{*}\right)\right\|_{L^{\infty}(\mathfrak{\kappa})} \rightarrow 0 \tag{4.6}
\end{equation*}
$$

for every compact set $\mathfrak{K} \subset \mathbb{R}^{2}$.
Let us finally turn to our approximated noise $\xi^{n}=\partial_{t} \partial_{x} X^{n}$, where $X^{n}$ is given by (1.5). A quick survey of the arguments in Sections 3.1 and 3.3 regarding the first-level path $\xi$ shows that condition (4.4) is indeed satisfied in this situation, that is, there exists a $\mathcal{C}_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$-valued process $\xi$ such that almost surely, for every compact set $\mathfrak{K} \subset \mathbb{R}^{2},\left\|\xi^{n}-\xi\right\|_{\alpha ; \mathfrak{K}} \rightarrow 0$. Endowed with this result, the end of the proof of Theorem [1.2, point (i), follows the lines of Section 3.2, The only difference lies in the fact that instead of (3.15), one has here

$$
\begin{aligned}
\mathcal{R}_{\xi^{n}}\left(\left(\rho_{+} \cdot \mathbf{F}\left(\mathbf{u}^{n}\right)\right) \star \Xi\right)(t, y) & =\rho_{+}(t, y) \cdot F\left(y, u^{n}(t, y)\right) \cdot \Pi_{(t, y)}^{\xi^{n}}(\Xi)(t, y) \\
& =\rho_{+}(t, y) \cdot F\left(y, u^{n}(t, y)\right) \cdot \xi^{n}(t, y),
\end{aligned}
$$

which accounts for the absence of a renormalization term in (1.6) (in comparison with (1.8)).

## 5. Appendix: multi-Level Schauder estimate

Lemma 5.1. With the notation of Proposition [2.16] it holds that

$$
\begin{equation*}
\left\|\mathcal{K}_{\xi}(\mathbf{v})\right\|_{\gamma, \eta ;[-12 T, 12 T] \times \mathfrak{K}} \leq Q_{\xi} \cdot T^{\kappa} \cdot\|\mathbf{v}\|_{\gamma+\alpha, \eta+\alpha}, \tag{5.1}
\end{equation*}
$$

for some parameter $\kappa>0$.
The proof of (5.1) relies on a very subtle juggling between the "global" and "local" properties of $\mathcal{R}_{\xi}$, that is between the respective bounds (2.14) and (2.15), together with suitable Taylor expansions of the components $K_{n}$ introduced in Lemma 2.1.

Throughout the proof, we use the notation $Q_{\mathbf{v}, \boldsymbol{\xi}}:=\|v\|_{\gamma+\alpha, \eta+\alpha} \cdot Q_{\xi}$, where $Q_{\xi}$ represents a generic polynomial expression in $\|\boldsymbol{\xi}\|_{\alpha ; \mathfrak{K}_{0}}$, for some suitable compact set $\mathfrak{K}_{0} \subset \mathbb{R}^{2}$.
5.1. Supremum norms. Let us start with the consideration of the three "supremum norms" associated with $\mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})$ along (2.21), which, by the way, will ensure that the components in (2.43) are indeed well-defined functions. It turns out that each of these three estimates relies on a distinct argument.

We first have to deal with $\left|\left[K * \mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}\right](x)\right|$ for $x=\left(x_{1}, x_{2}\right) \in[-12 T, 12 T] \times \mathfrak{K}$. To do so, we appeal to the very same "non-anticipativity" argument as in the proof of Proposition 2.15, which here allows us to write

$$
\left(K * \mathcal{R}_{\xi} \mathbf{v}\right)(x)=\left(K * \mathcal{R}_{\xi} \mathbf{v}\right)(x)-\left(K * \mathcal{R}_{\xi} \mathbf{v}\right)\left(0, x_{2}\right) .
$$

Now, with the decomposition $K=\sum_{n \geq 0} K_{n}$ of Lemma 2.1 in mind, pick $i \geq 0$ such that $2^{-(i+1)} \leq\|x\|_{P}^{1 / 2} \leq 2^{-i}$. On the one hand, using the representation (2.3) and the "global"
regularity (2.14), we get that

$$
\begin{align*}
\left|\sum_{n>i}\left[\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)(x)-\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)\left(0, x_{2}\right)\right]\right| & \leq \sum_{n>i}\left\{\left|\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)(x)\right|+\left|\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)\left(0, x_{2}\right)\right|\right\} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot \sum_{n>i} 2^{-n(\alpha+2)} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{\frac{1}{2}(\alpha+2)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot T^{\frac{1}{2}(\alpha+2)} \tag{5.2}
\end{align*}
$$

On the other hand, we can of course write

$$
\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)(x)-\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)\left(0, x_{2}\right)=x_{1} \cdot \int_{0}^{1} d r\left[\left(D^{(1,0)} K_{n}\right) * \mathcal{R}_{\xi} \mathbf{v}\right]\left(r x_{1}, x_{2}\right)
$$

and so, still with the help of (2.3) and (2.14),

$$
\begin{align*}
\left|\sum_{0 \leq n \leq i}\left[\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)(x)-\left(K_{n} * \mathcal{R}_{\xi} \mathbf{v}\right)\left(0, x_{2}\right)\right]\right| & \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left|x_{1}\right| \cdot \sum_{0 \leq n \leq i} 2^{-n \alpha} \\
& \leq Q_{\mathbf{v}, \xi} \cdot\left|x_{1}\right| \cdot\|x\|_{P}^{\frac{\alpha}{2}} \leq Q_{\mathbf{v}, \xi} \cdot T^{\frac{1}{2}(\alpha+2)} \tag{5.3}
\end{align*}
$$

Combining (5.2) and (5.3) gives the desired bound.
The bound for the second term of the supremum in (2.21) follows immediately from the definition of the space $\mathcal{D}^{\gamma+\alpha, \eta+\alpha}(\boldsymbol{\xi})$. Indeed, for any $x \in[-12 T, 12 T] \times \mathfrak{K}$,

$$
\left|\mathbf{v}^{0}(x)\right| \cdot\|x\|_{P}^{\varepsilon}=\frac{\left|\mathscr{T}_{\alpha}(\mathbf{v}(x))\right|}{\|x\|_{P}^{\eta \wedge 0}} \cdot\|x\|_{P}^{\varepsilon} \lesssim\|\mathbf{v}\|_{\gamma+\alpha, \eta+\alpha} \cdot T^{\varepsilon}
$$

Finally, regarding the third term of the supremum in (2.21), pick $i \geq 0$ such that $2^{-(i+1)} \leq$ $\frac{1}{4}\|x\|_{P}^{1 / 2} \leq 2^{-i}$ (for some fixed $\left.x \in[-12 T, 12 T] \times \mathfrak{K}\right)$ and decompose, along the same pattern as above,

$$
\begin{align*}
& {\left[\left(D^{(0,1)} K\right) *\left\{\mathcal{R}_{\xi} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}\right](x)} \\
& \quad=\sum_{0 \leq n \leq i}\left[\left(D^{(0,1)} K_{n}\right) *\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}\right](x)+\sum_{n>i}\left[\left(D^{(0,1)} K_{n}\right) *\left\{\mathcal{R}_{\xi} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}\right](x) \\
& \quad=: I_{x}+I I_{x} . \tag{5.4}
\end{align*}
$$

For $n \leq i$, we can invoke (2.14) and use the regularity of $\xi$ to derive that

$$
\begin{aligned}
\|x\|_{P}^{1-\eta} \cdot\left|I_{x}\right| & \leq\|x\|_{P}^{1-\eta} \cdot \sum_{0 \leq n \leq i}\left\{\left|\left[\left(D^{(0,1)} K_{n}\right) * \mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}\right](x)\right|+\left|\mathbf{v}^{0}(x)\right| \cdot\left|\left[\left(D^{(0,1)} K_{n}\right) * \xi\right](x)\right|\right\} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\eta} \cdot \sum_{0 \leq n \leq i} 2^{-n(1+\alpha)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\eta+\frac{1}{2}(1+\alpha)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot T^{-\frac{1}{2}(\alpha+1)}
\end{aligned}
$$

For $n>i$, the estimate appeals this time to the "local" property (2.15) of $\mathcal{R}_{\xi}$. Write first $I I_{x}$ as

$$
\begin{aligned}
& \quad I I_{x}= \\
& \sum_{n>i}\left[\left(D^{(0,1)} K_{n}\right) *\left\{\mathcal{R}_{\xi} \mathbf{v}-\Pi_{x}^{\xi}(\mathbf{v}(x))\right\}\right](x)+\sum_{n>i}\left[\left(D^{(0,1)} K_{n}\right) *\left\{\Pi_{x}^{\xi}(\mathbf{v}(x))-\mathbf{v}^{0}(x) \cdot \xi\right\}\right](x)=: I I_{x}^{1}+I I_{x}^{2} .
\end{aligned}
$$

Then, due to (2.15), it holds that

$$
\|x\|_{P}^{1-\eta} \cdot\left|I I_{x}^{1}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\eta} \cdot\|x\|_{P}^{\eta-\gamma} \cdot \sum_{n>i} 2^{-n(1+\alpha+\gamma)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\gamma+\frac{1}{2}(1+\alpha+\gamma)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot T^{-\frac{1}{2}(\alpha+1)} .
$$

As for $I I_{x}^{2}$, observe that the difference $\Pi_{x}^{\xi}(\mathbf{v}(x))-\mathbf{v}^{0}(x) \cdot \xi$ reduces to

$$
\begin{equation*}
\Pi_{x}^{\xi}(\mathbf{v}(x))-\mathbf{v}^{0}(x) \cdot \xi=\mathbf{v}^{1}(x) \cdot \xi_{x}^{2}+\mathbf{v}^{2}(x) \cdot \Pi_{x}^{\boldsymbol{\xi}}\left(\Xi X_{2}\right) \tag{5.5}
\end{equation*}
$$

Then for instance, since $\xi^{2} \in \mathcal{C}_{c}^{2 \alpha+2}\left(\mathbb{R}^{2}\right)$, we get that

$$
\begin{aligned}
& \|x\|_{P}^{1-\eta} \cdot\left|\mathbf{v}^{1}(x)\right| \cdot \sum_{n>i}\left|\left[\left(D^{(0,1)} K_{n}\right) * \xi_{x}^{2}\right](x)\right| \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\eta-\varepsilon} \cdot \sum_{n>i} 2^{-n(2 \alpha+3)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x\|_{P}^{1-\eta-\varepsilon+\frac{1}{2}(2 \alpha+3)} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot T^{1 / 2}
\end{aligned}
$$

The second term derived from (5.5) can be readily treated along the same lines, which finally completes the estimation of the supremum norms associated with $\mathcal{K}_{\boldsymbol{\xi}}(\mathbf{v})$.
5.2. Projection in $\mathscr{T}_{0}$. Let us now turn to the bound for the projection

$$
\begin{equation*}
\mathscr{T}_{0}\left(\left(\mathcal{K}_{\xi} \mathbf{v}\right)(x)-\Gamma_{x y}^{\xi}\left(\left(\mathcal{K}_{\xi} \mathbf{v}\right)(y)\right)\right), \tag{5.6}
\end{equation*}
$$

where, from now on, $x$ and $y$ are fixed elements in $[-12 T, 12 T] \times \mathfrak{K}$ such that $\|x-y\|_{\mathfrak{s}} \leq\|x ; y\|_{P}$. In fact, easy computations based on the sole definition of the model shows that the quantity (5.6) can be expanded as

$$
\int_{\mathbb{R}^{2}}\left[K(x-z)-K(y-z)-\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,1)} K\right)(y-z)\right] \cdot\left[\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(y) \cdot \xi\right](d z)
$$

In turn, it will appear convenient to decompose the latter integral as the sum of three terms $A, B, C$ of growing complexity:

$$
\begin{align*}
& A_{x y}=\int_{\mathbb{R}^{2}}\left[\left(x_{1}-y_{1}\right) \cdot\left(D^{(1,0)} K\right)(y-z)+\frac{1}{2}\left(x_{2}-y_{2}\right)^{2} \cdot\left(D^{(0,2)} K\right)(y-z)\right] \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z),  \tag{5.7}\\
& B_{x y}=\int_{\mathbb{R}^{2}}\left[K(x-z)-K(y-z)-\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,1)} K\right)(y-z)\right] \cdot\left[\Pi_{y}^{\xi}(\mathbf{v}(y))-\mathbf{v}^{0}(y) \cdot \xi\right](d z), \tag{5.8}
\end{align*}
$$

and

$$
\begin{array}{r}
C_{x y}=\int_{\mathbb{R}^{2}}\left[K(x-z)-K(y-z)-\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,1)} K\right)(y-z)-\left(x_{1}-y_{1}\right) \cdot\left(D^{(1,0)} K\right)(y-z)\right. \\
\left.-\frac{1}{2}\left(x_{2}-y_{2}\right)^{2} \cdot\left(D^{(0,2)} K\right)(y-z)\right] \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z) \cdot \tag{5.9}
\end{array}
$$

(i) Estimation of $A_{x y}$. It is relatively straightforward. Observe that

$$
\left|x_{1}-y_{1}\right|+\left|x_{2}-y_{2}\right|^{2} \lesssim\|x-y\|_{\mathfrak{s}}^{2} \lesssim\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{2-\gamma} \lesssim\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\|y\|_{P}^{2-\eta} .
$$

Then the estimation of

$$
\|y\|_{P}^{2-\eta} \cdot\left|\int_{\mathbb{R}^{2}}\left(D^{k} K\right)(y-z) \cdot\left[\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\boldsymbol{\xi}}(\mathbf{v}(y))\right](d z)\right|
$$

for $k \in\{(1,0),(0,2)\}$, can be done with the very same arguments as those we used in order to deal with (5.4). The procedure leads us to the conclusion that

$$
\left|A_{x y}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{-\frac{\alpha}{2}} .
$$

(ii) Estimation of $B_{x y}$. As above, we rely on the expansion

$$
\begin{equation*}
\Pi_{y}^{\xi}(\mathbf{v}(y))-\mathbf{v}^{0}(y) \cdot \xi=\mathbf{v}^{1}(y) \cdot \xi_{y}^{2}+\mathbf{v}^{2}(y) \cdot \Pi_{y}^{\xi}\left(\Xi X_{2}\right) \tag{5.10}
\end{equation*}
$$

Let us focus on the term

$$
\bar{B}_{x y}=\mathbf{v}^{1}(y) \cdot \int_{\mathbb{R}^{2}}\left[K(x-z)-K(y-z)-\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,1)} K\right)(y-z)\right] \cdot \xi_{y}^{2}(d z),
$$

keeping in mind that the subsequent arguments could similarly apply to the second summand in decomposition (5.10). Also, denote by $\bar{B}_{x y}^{n}$ the expression derived from $\bar{B}_{x y}$ by replacing each occurrence of $K$ with $K_{n}$. Pick now $j \geq 0$ such that $2^{-(j+1)} \leq \frac{1}{4}\|x-y\|_{\mathfrak{s}} \leq 2^{-j}$.
$\underline{(i i-a): n>j}$. We simply bound $\bar{B}_{x y}^{n}$ with a triangle inequality

$$
\begin{equation*}
\left|\bar{B}_{x y}^{n}\right| \leq\left|\mathbf{v}^{1}(y)\right| \cdot\left\{\left|\left[\xi_{y}^{2} * K_{n}\right](x)\right|+\left|\left[\xi_{y}^{2} * K_{n}\right](y)\right|+\left|x_{2}-y_{2}\right| \cdot\left|\left[\xi_{y}^{2} *\left(D^{(0,1)} K_{n}\right)\right](y)\right|\right\} \tag{5.11}
\end{equation*}
$$

The estimation of the last two terms follows immediately from the regularity of $\xi^{2}$ and the representation (2.3). As for $\left|\left[\xi_{y}^{2} * K_{n}\right](x)\right|$, we must let the $K$-Chen relation come into the picture. Write indeed

$$
\begin{aligned}
\left|\left[\xi_{y}^{2} * K_{n}\right](x)\right| & =\left|\left[\xi_{x}^{2} * K_{n}\right](x)+[(K * \xi)(x)-(K * \xi)(y)] \cdot\left[\xi * K_{n}\right](x)\right| \\
& \leq\left|\left[\xi_{x}^{2} * K_{n}\right](x)\right|+|[(K * \xi)(y)-(K * \xi)(x)]| \cdot\left|\left[\xi * K_{n}\right](x)\right|
\end{aligned}
$$

so that, going back to (5.11),

$$
\begin{aligned}
\sum_{n>j}\left|\bar{B}_{x y}^{n}\right| & \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|y\|_{P}^{-\varepsilon} \cdot \sum_{n>j}\left\{2^{-n(2 \alpha+4)}+\|x-y\|_{\mathfrak{s}}^{\alpha+2} \cdot 2^{-n(\alpha+2)}+\|x-y\|_{\mathfrak{s}} \cdot 2^{-n(2 \alpha+3)}\right\} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|y\|_{P}^{-\varepsilon} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2}
\end{aligned}
$$

$\underline{(i i-b): n \leq j}$. We expand $\bar{B}_{x y}^{n}$ as $\bar{B}_{x y}^{n}=\bar{B}_{x y}^{n, 1}+\bar{B}_{x y}^{n, 2}$, with

$$
\begin{gathered}
\bar{B}_{x y}^{n, 1}=\mathbf{v}^{1}(y) \cdot\left(x_{1}-y_{1}\right) \cdot \int_{0}^{1} d r\left[\xi_{y}^{\mathbf{2}} *\left(D^{(1,0)} K_{n}\right)\right]\left(y_{1}+\left(x_{1}-y_{1}\right), x_{2}\right) \\
\bar{B}_{x y}^{n, 2}=\frac{1}{2} \mathbf{v}^{1}(y) \cdot\left(x_{2}-y_{2}\right)^{2} \cdot \int_{0}^{1} d r\left[\xi_{y}^{\mathbf{2}} *\left(D^{(0,2)} K_{n}\right)\right]\left(y_{1}, y_{2}+r\left(x_{2}-y_{2}\right)\right) .
\end{gathered}
$$

Let us focus on $\bar{B}_{x y}^{n, 1}$. Fix $w=\left(y_{1}+r\left(x_{1}-y_{1}\right), x_{2}\right)(r \in[0,1])$ and note that $\|w-y\|_{\mathfrak{s}} \leq\|x-y\|_{\mathfrak{s}}$. Then, using the $K$-Chen relation, we get that

$$
\begin{aligned}
& \left|\left[\xi_{y}^{2} *\left(D^{(1,0)} K_{n}\right)\right](w)\right| \\
& \quad \leq\left|\left[\xi_{w}^{2} *\left(D^{(1,0)} K_{n}\right)\right](w)\right|+|[(K * \xi)(w)-(K * \xi)(y)]| \cdot\left|\left[\xi *\left(D^{(1,0)} K_{n}\right)\right](w)\right| \\
& \quad \leq Q_{\xi} \cdot\left\{2^{-n(2 \alpha+2)}+\|x-y\|_{\mathfrak{s}} \cdot 2^{-n \alpha}\right\}
\end{aligned}
$$

and hence

$$
\begin{aligned}
\sum_{0 \leq n \leq j}\left|\bar{B}_{x y}^{n, 1}\right| & \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|y\|_{P}^{-\varepsilon} \cdot\|x-y\|_{\mathfrak{s}}^{2} \cdot \sum_{n \geq j}\left\{2^{-n(2 \alpha+2)}+\|x-y\|_{\mathfrak{s}} \cdot 2^{-n \alpha}\right\} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2}
\end{aligned}
$$

The very same arguments clearly hold for $\bar{B}_{x y}^{n, 2}$, which completes the estimation of $\bar{B}_{x y}$.
(iii) Estimation of $C_{x y}$. It is even more tricky, and we are led to introduce two integers $i \leq j$ such that $2^{-(i+1)} \leq \frac{1}{4}\|x ; y\|_{P} \leq 2^{-i}$ and $2^{-(j+1)} \leq \frac{1}{4}\|x-y\|_{\mathfrak{s}} \leq 2^{-j}$. As before, denote by $C_{x y}^{n}$ the expression derived from $C_{x y}$ by replacing each occurrence of $K$ with $K_{n}$.
(iii-a): $n>j$. We first estimate $C_{x y}^{n}$ with a basic triangle inequality

$$
\begin{align*}
& \left|C_{x y}^{n}\right| \leq\left|\int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)\right| \\
+ & \left|\int_{\mathbb{R}^{2}} K_{n}(y-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)\right|+\left|x_{2}-y_{2}\right| \cdot \mid \int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}(y-z) \cdot\left[\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z) \mid+\ldots\right. \tag{5.12}
\end{align*}
$$

Using only the local property (2.14) and the representation (2.3), we immediately deduce a sharp bound on each of these terms except on the first one, for which a slight refinement is needed. Write indeed

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z) \\
& =\int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{x}^{\xi}(\mathbf{v}(x))\right](d z)+\int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\Pi_{x}^{\xi}(\mathbf{v}(x))-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)
\end{aligned}
$$

and then invoke the relation (2.11) to get that

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\Pi_{x}^{\xi}(\mathbf{v}(x))-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)\right| \\
& \quad=\left|\int_{\mathbb{R}^{2}} K_{n}(x-z) \cdot\left[\Pi_{x}^{\xi}\left(\mathbf{v}(x)-\Gamma_{x y}^{\xi}(\mathbf{v}(y))\right)\right](d z)\right| \\
& \quad \leq Q_{\xi} \cdot \sum_{\lambda \in\{\alpha, 2 \alpha+2, \alpha+1\}} 2^{-n(\lambda+2)} \cdot\left|\mathscr{T}_{\lambda}\left(\mathbf{v}(x)-\Gamma_{x y}^{\xi}(\mathbf{v}(y))\right)\right| \\
& \quad \leq Q_{\xi, \mathbf{v}} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot\left\{2^{-n(\alpha+2)}\|x-y\|_{\mathfrak{s}}^{\gamma}+2^{-n \gamma}\|x-y\|_{\mathfrak{S}}^{\gamma-\alpha-2}+2^{-n(\alpha+3)}\|x-y\|_{\mathfrak{s}}^{\gamma-1}\right\}(?
\end{align*}
$$

Going back to (5.12), we can now assert that

$$
\begin{aligned}
\sum_{n>j}\left|C_{x y}^{n}\right| \leq & Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot \sum_{n>j}\left\{2^{-n(\gamma+\alpha+2)}+2^{-n(\alpha+2)}\|x-y\|_{\mathfrak{s}}^{\gamma}+2^{-n \gamma}\|x-y\|_{\mathfrak{s}}^{\gamma-\alpha-2}\right. \\
& \left.+2^{-n(\alpha+3)}\|x-y\|_{\mathfrak{s}}^{\gamma-1}+2^{-n(\gamma+\alpha+1)}\|x-y\|_{\mathfrak{s}}+2^{-n(\gamma+\alpha)}\|x-y\|_{\mathfrak{s}}^{2}\right\} \\
\leq & Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma+\alpha+2} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2} .
\end{aligned}
$$

(iii-b): $n \leq j$. We need to turn to a sharper control on the expansion of $K_{n}$ involved in $C_{x y}^{n}$, that is on the first bracket in (5.9) (with $K_{n}$ instead of $K$ ). In fact, using basic differential calculus, this expansion can be easily written as the sum of the following three expressions:

$$
\begin{gather*}
\left(x_{1}-y_{1}\right) \cdot\left(x_{2}-y_{2}\right) \cdot \int_{0}^{1} d r_{1}\left(D^{(1,1)} K_{n}\right)\left(y_{1}-z_{1}, y_{2}+r_{1}\left(x_{2}-y_{2}\right)-z_{2}\right),  \tag{5.14}\\
\frac{1}{2} \cdot\left(x_{1}-y_{1}\right)^{2} \cdot \int_{0}^{1} d r_{1} \int_{0}^{r_{1}} d r_{2}\left(D^{(2,0)} K_{n}\right)\left(y_{1}+r_{2}\left(x_{1}-y_{1}\right)-z_{1}, x_{2}-z_{2}\right),  \tag{5.15}\\
\frac{1}{6} \cdot\left(x_{2}-y_{2}\right)^{3} \cdot \int_{0}^{1} d r_{1} \int_{0}^{r_{1}} d r_{2} \int_{0}^{r_{2}} d r_{3}\left(D^{(0,3)} K_{n}\right)\left(y_{1}-z_{1}, y_{2}+r_{3}\left(x_{2}-y_{2}\right)-z_{2}\right) . \tag{5.16}
\end{gather*}
$$

We will only focus on the term inherited from (5.14), that is on
$\bar{C}_{x y}^{n}:=\left(x_{1}-y_{1}\right) \cdot\left(x_{2}-y_{2}\right) \cdot \int_{0}^{1} d r \int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)\left(y_{1}-z_{1}, y_{2}+r\left(x_{2}-y_{2}\right)-z_{2}\right) \cdot\left[\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)$,
but it should be clear that the subsequent arguments also hold for the terms derived from (5.15)-(5.16).

So, with the above expression of $\bar{C}_{x y}^{n}$ in mind, set $w=\left(y_{1}, y_{2}+r\left(x_{2}-y_{2}\right)\right)$ (with $\left.r \in[0,1]\right)$ and note that $\|w-y\|_{\mathfrak{s}} \leq\|x-y\|_{\mathfrak{s}}$, while $\|w\|_{P}=\|w ; y\|_{P} \geq\|x ; y\|_{P}$. Then write

$$
\begin{align*}
& \int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z) \\
= & \int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{w}^{\xi}(\mathbf{v}(w))\right](d z)+\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\Pi_{w}^{\xi}(\mathbf{v}(w))-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z), \tag{5.18}
\end{align*}
$$

which, injected into (5.17), gives a decomposition of $\bar{C}_{x y}^{n}$ as a sum of two terms $\bar{C}_{x y}^{n, 1}$ and $\bar{C}_{x y}^{n, 2}$. With the same argument as in (5.13), we obtain that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\Pi_{w}^{\xi}(\mathbf{v}(w))-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z)\right| \\
& \quad \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot\left\{2^{-n(\alpha-1)}\|x-y\|_{\mathfrak{s}}^{\gamma}+2^{-n(2 \alpha+1)}\|x-y\|_{\mathfrak{s}}^{\gamma-\alpha-2}+2^{-n \alpha}\|x-y\|_{\mathfrak{s}}^{\gamma-1}\right\},
\end{aligned}
$$

which leads us to the conclusion that

$$
\sum_{0 \leq n \leq j}\left|\bar{C}_{x y}^{n, 2}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x-y\|_{\mathfrak{s}}^{3} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+\gamma-1} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma}\right) \cdot T^{\alpha+2} .
$$

As far as $\bar{C}_{x y}^{n, 1}$ is concerned, consider first the subcase where $i<n \leq j$. Then by (2.15),

$$
\left|\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{w}^{\boldsymbol{\xi}}(\mathbf{v}(w))\right](d z)\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot 2^{-n(\alpha+\gamma-1)}
$$

and so

$$
\sum_{i<n \leq j}\left|\bar{C}_{x y}^{n, 1}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x-y\|_{\mathfrak{s}}^{3} \cdot\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+\gamma-1} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma}\right) \cdot T^{\alpha+2} .
$$

For $n \leq i$, using the global property (2.14) and the regularity of $\boldsymbol{\xi}$, we get that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}-\Pi_{w}^{\xi}(\mathbf{v}(w))\right](d z)\right| \\
& \leq\left|\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\mathcal{R}_{\xi} \mathbf{v}\right](d z)\right|+\left|\int_{\mathbb{R}^{2}}\left(D^{(1,1)} K_{n}\right)(w-z) \cdot\left[\Pi_{w}^{\xi}(\mathbf{v}(w))\right](d z)\right| \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left\{2^{-n(\alpha-1)}+2^{-n(2 \alpha+1)}\|w\|_{P}^{-\varepsilon}+2^{-n \alpha}\|w\|_{P}^{\eta-1}\right\},
\end{aligned}
$$

and hence

$$
\sum_{0 \leq n \leq i}\left|\bar{C}_{x y}^{n, 1}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x-y\|_{\mathfrak{s}}^{3} \cdot\|x ; y\|_{P}^{\alpha-1} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x ; y\|_{P}^{\eta-\gamma} \cdot\|x-y\|_{\mathfrak{s}}^{\gamma}\right) \cdot T^{\varepsilon}
$$

5.3. Projection in $\mathscr{T}_{\alpha+2}$. The increment reduces to

$$
\mathscr{T}_{\alpha+2}\left(\left(\mathcal{K}_{\boldsymbol{\xi}} \mathbf{v}\right)(x)-\Gamma_{x y}^{\xi}\left(\left(\mathcal{K}_{\boldsymbol{\xi}} \mathbf{v}\right)(y)\right)\right)=\mathbf{v}^{0}(x)-\mathbf{v}^{0}(y),
$$

and we know that by definition of the space $\mathcal{D}^{\gamma+\alpha, \eta+\alpha}(\boldsymbol{\xi})$

$$
\begin{align*}
&\left|\mathbf{v}^{0}(x)-\mathbf{v}^{0}(y)\right| \\
& \leq\left|\mathbf{v}^{0}(x)-\mathbf{v}^{0}(y)-\mathbf{v}^{1}(y) \cdot[(K * \xi)(x)-(K * \xi)(y)]-\mathbf{v}^{2}(y) \cdot\left(x_{2}-y_{2}\right)\right| \\
&+\left|\mathbf{v}^{1}(y) \cdot[(K * \xi)(x)-(K * \xi)(y)]\right|+\left|\mathbf{v}^{2}(y) \cdot\left(x_{2}-y_{2}\right)\right| \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left\{\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}+\|y\|_{P}^{-\varepsilon} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2}+\|y\|_{P}^{\eta-1} \cdot\|x-y\|_{\mathfrak{s}}\right\}  \tag{5.19}\\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{2 \alpha+2} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2} .
\end{align*}
$$

5.4. Projection in $\mathscr{T}_{1}$. We decompose the increment as a sum of two terms:

$$
\mathscr{T}_{1}\left(\left(\mathcal{K}_{\xi} \mathbf{v}\right)(x)-\Gamma_{x y}^{\xi}\left(\left(\mathcal{K}_{\xi} \mathbf{v}\right)(y)\right)\right)=D_{x y}+E_{x y},
$$

with

$$
D_{x y}=\left(x_{2}-y_{2}\right) \cdot \int_{\mathbb{R}^{2}}\left(D^{(0,2)} K\right)(y-z) \cdot\left\{\mathcal{R}_{\xi} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right\}(d z),
$$

$$
\begin{aligned}
& E_{x y}= \\
& \begin{aligned}
& \int_{\mathbb{R}^{2}}\left(D^{(0,1)} K\right)(x-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}(d z)-\int_{\mathbb{R}^{2}}\left(D^{(0,1)} K\right)(y-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(y) \cdot \xi\right\}(d z) \\
&-\left(x_{2}-y_{2}\right) \cdot \int_{\mathbb{R}^{2}}\left(D^{(0,2)} K\right)(y-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\boldsymbol{\xi}}(\mathbf{v}(y))\right\}(d z) .
\end{aligned}
\end{aligned}
$$

(iv) Estimation of $D_{x y}$. Note that

$$
\left|x_{2}-y_{2}\right| \leq\|x-y\|_{\mathfrak{s}} \leq\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\|x ; y\|_{P}^{2-\eta}
$$

Thus, we are exactly in the same position as with the above term $A_{x y}$, which allows us to conclude that

$$
\left|D_{x y}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{-\frac{\alpha}{2}} .
$$

(v) Estimation of $E_{x y}$. Let us introduce $j \geq 0$ such that $2^{-(j+1)} \leq \frac{1}{4}\|x-y\|_{\mathfrak{s}} \leq 2^{-j}$, and define the notation $E_{x y}^{n}$ along the same pattern as before.
$\underline{(v-a): n>j}$. We start with the basic inequality

$$
\begin{aligned}
&\left|E_{x y}^{n}\right| \leq \mid \int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(x-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}(d z) \mid \\
&+\left|\int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(y-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(y) \cdot \xi\right\}(d z)\right| \\
&+\left|x_{2}-y_{2}\right| \cdot\left|\int_{\mathbb{R}^{2}}\left(D^{(0,2)} K_{n}\right)(y-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right\}(d z)\right|
\end{aligned}
$$

Then, on the one hand, we have

$$
\begin{aligned}
&\left|\int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(x-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\mathbf{v}^{0}(x) \cdot \xi\right\}(d z)\right| \\
& \leq\left|\int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(x-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{x}^{\boldsymbol{\xi}}(\mathbf{v}(x))\right\}(d z)\right| \\
&+\left|\int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(x-z) \cdot\left\{\Pi_{x}^{\xi}(\mathbf{v}(x))-\mathbf{v}^{0}(x) \cdot \xi\right\}(d z)\right| \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left\{2^{-n(\alpha+\gamma+1)}\|x\|_{P}^{\eta-\gamma}+2^{-n(2 \alpha+3)}\|x\|_{P}^{-\varepsilon}+2^{-n(\alpha+2)}\|x\|_{P}^{\eta-1}\right\}
\end{aligned}
$$

and on the other hand,

$$
\left|x_{2}-y_{2}\right| \cdot\left|\int_{\mathbb{R}^{2}}\left(D^{(0,2)} K_{n}\right)(y-z) \cdot\left\{\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\boldsymbol{\xi}}(\mathbf{v}(y))\right\}(d z)\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\|x-y\|_{\mathfrak{s}} \cdot 2^{-n(\alpha+\gamma)}\|y\|_{P}^{\eta-\gamma}
$$

As a result,

$$
\begin{aligned}
& \sum_{n>j}\left|E_{x y}^{n}\right| \\
& \quad \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left\{\|x-y\|_{\mathfrak{s}}^{\alpha+\gamma+1} \cdot\|x ; y\|_{P}^{\eta-\gamma}+\|x-y\|_{\mathfrak{s}}^{2 \alpha+3} \cdot\|x ; y\|_{P}^{-\varepsilon}+\|x-y\|_{\mathfrak{s}}^{\alpha+2} \cdot\|x ; y\|_{P}^{\eta-1}\right\} \\
& \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2} .
\end{aligned}
$$

$\underline{(v-b): n \leq j}$. We decompose $E_{x y}^{n}$ as the sum of the following three terms:

$$
\begin{aligned}
& E_{x y}^{n, 1}= \\
& \int_{\mathbb{R}^{2}}\left[\left(D^{(0,1)} K_{n}\right)(x-z)-\left(D^{(0,1)} K_{n}\right)(y-z)-\left(x_{2}-y_{2}\right) \cdot\left(D^{(0,2)} K_{n}\right)(y-z)\right] \cdot\left[\mathcal{R}_{\boldsymbol{\xi}} \mathbf{v}-\Pi_{y}^{\xi}(\mathbf{v}(y))\right](d z), \\
& \quad E_{x y}^{n, 2}=\int_{\mathbb{R}^{2}}\left[\left(D^{(0,1)} K_{n}\right)(x-z)-\left(D^{(0,1)} K_{n}\right)(y-z)\right] \cdot\left[\Pi_{y}^{\xi}(\mathbf{v}(y))-\mathbf{v}^{0}(y) \cdot \xi\right](d z),
\end{aligned}
$$

$$
E_{x y}^{n, 3}=\left[\mathbf{v}^{0}(x)-\mathbf{v}^{0}(y)\right] \cdot \int_{\mathbb{R}^{2}}\left(D^{(0,1)} K_{n}\right)(x-z) \cdot \xi(d z)
$$

In order to estimate $E^{n, 1}$, it suffices to follow the lines of the above-described situation (iii-b), while for $E^{n, 2}$, we just have to copy the arguments of the case (ii-b). Putting these strategies together, we easily deduce that

$$
\sum_{0 \leq n \leq j}\left\{\left|E_{x y}^{n, 1}\right|+\left|E_{x y}^{n, 2}\right|\right\} \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot\left\{T^{\alpha+2}+T^{\varepsilon}\right\}
$$

As far as $E_{x y}^{n, 3}$, we can invoke (5.19) to get that

$$
\left|E_{x y}^{n, 3}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot 2^{-n(\alpha+1)} \cdot\left\{\|x-y\|_{\mathfrak{s}}^{\gamma} \cdot\|x ; y\|_{P}^{\eta-\gamma}+\|y\|_{P}^{-\varepsilon} \cdot\|x-y\|_{\mathfrak{s}}^{\alpha+2}+\|y\|_{P}^{\eta-1} \cdot\|x-y\|_{\mathfrak{s}}\right\},
$$

and accordingly

$$
\sum_{0 \leq n \leq j}\left|E_{x y}^{n, 3}\right| \leq Q_{\mathbf{v}, \boldsymbol{\xi}} \cdot\left(\|x-y\|_{\mathfrak{s}}^{\gamma-1} \cdot\|x ; y\|_{P}^{\eta-\gamma}\right) \cdot T^{\alpha+2}
$$
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