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Abstract We extend the resutls for the problem of option replication under proportional transaction costs in [23]

to more general frameworks where stochastic volatility and jumps are combined to capture market’s important

features. In particular, we study the hedging error due to discrete readjustments by applying the Leland adjusting

volatility principle to compensate transaction costs. In such contexts, jumps risk is approximately eliminated and

the results established in [23] are recovered.

Keywords transaction costs · jump models · stochastic volatility · approximate hedging · theorem limit ·
super-hedging · quantile hedging

Mathematics Subject Classification (2010) 91G20 · 60G44

JEL Classification G11, G13

1 Introduction

Many suggested mathematical models for stock prices have been trying to capture important markets features,

e.g. leptokurtic feature, volatility clustering effect, implied volatility smile. These market properties are tractable

in stochastic volatility models. However, it is worth noticing that diffusion-based stochastic volatility models,

where the market volatility can fluctuate autonomously, can not change suddenly and as a result, they could

not take into account sudden and unpredictable market changes. Hence, for a realistic setting, the continuity

assumption of stock price should be relaxed. In fact, as discussed in [27], the presence of jumps in the asset price

can be recognized as the presence of participants in the option market. As an extension of the famous Black-

Scholes framework, it is reasonable to suppose that good or bad news arrive according to a Poisson process.

The changes of asset price are described by the jump-sizes and between two jump times, the asset price follows

a geometric Brownian motion as in the classical Black-Scholes models. Such a combination is called a jump-

diffusion model. As shown in [16], jump-diffusion models not only fit the data better than the classical geometric

Brownian motion, but also well reproduce the leptokurtic feature of return distributions. See [27,26,16] and the

references therein for detailed discussions.

It is well-known that in complete diffusion models, options can be completely replicated using the delta

strategy adjusted continuously. However, it is not the case for models with jumps. In fact, jumps risk can not be

released completely even using continuous time strategies and the only way to hedge perfectly an option against

jumps is to buy and hold the underlying asset. In other words, the conception of replication does not indicate
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a right framework for risk management and hedging in the presence of jumps as in diffusion-based complete

market models where Black-Scholes theory plays a central role. Therefore, discrete hedging for jump models is

practically important and asymptotic properties of the hedging error are not a trivial task to show.

The situation becomes more challenging if one takes into account transaction costs which are needed for

hedging activities in practice. Such a consideration is realistic and has been attractive to researchers for last

years. In the absence of jumps, Leland [17] proposed a simple method to compensate trading costs, which is

a modification of the well-known Black-Scholes PDE where volatility is artificially increased. Kabanov and

Safarian [14] showed later that the Leland suggestion for constant transaction cost is not mathematically cor-

rect and hedging error in fact converges to a non-zero limit as the portfolio is frequently revised. The rate of

convergence then investigated by Pergamenshchikov [25] including a characterization of asymptotic distribu-

tion of the replication error. Many extensions have been made for different directions: studying the problem for

option with general payoffs, using non-uniform rebalancing grid to accelerate the rate of convergence [18,19,

5], considering the problem in more general models e.g. local volatility [19], trading costs based on the traded

number of asset [19]. Recently, Nguyen and Pergamenshchikov have studied the problem in stochastic volatility

frameworks using a simpler form for adjusted volatility. It turns out that increasing volatility principle is still

helpful for controlling losses caused by trading costs which are proportional to the trading volume (measured in

dollar value or in physical number of traded asset). In fact, this has a simple connection to asset hedging in high

frequency markets where the form of ask-bid price may be an essential factor for deciding laws of trading costs.

We refer the reader to [14,19,25,23] and the references therein for Leland’s approach.

To the best of our knowledge, there is few study about the trading costs for models with jumps following the

Leland spirit in discrete time setting. In fact, it is very intuitive to think that in the presence of transaction costs

and even also jumps in the asset price, the option is more risky and should be evaluated at higher price than that

in the absence of these risks. However, a more expensive option price would be equivalent to say that there has

been some increase in its volatility values. That is the essential intuition behind the Leland algorithm.

Fig. 1 Jump-diffusion paths with Gaussian jumps and intensity θ = 3 in [0,1].

The aim of the present note is to build an extension of the achievement in [23] where a simple modification

of Leland’s algorithm [17] is suggested to take into account constant proportional transaction costs in stochastic

volatility models. In fact, we try to capture not only the dependence structure (using stochastic volatility) but also

short term behaviors of the stock price due to sudden market changes as well1. This combination is expected to

represent a market general enough for some practice purposes since stochastic volatility models well complement

models with jumps [16]. In particular, we show that the impact of jumps can be partially negligible under some

mild condition on jump sizes. It turns out that in the presence of both jumps in price and transaction costs, the

1 This fact partially explains why jump-diffusion models are, in general, considered as a good choice, especially in short-term situations.
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option becomes more expensive to hedge and super-hedge can be reached. In fact, asymptotic distribution of the

hedging error is independent of jumps and consistent with those established in [23]. More interesting, the same

thing is true when jumps are allowed in both asset price and its volatility. Such general frameworks provide the

ability to explain large movements in volatility, which happen during crisis periods [7,8].

The remainder of this paper is organized as follows. We shortly review the problem of quadratic hedging

with jumps in Section 2. Section 3 is devoted to formulate the model and present our main results. General

stochastic volatility with jumps will be discussed in Section 4. Proof of main results are reported in Section 5

and some useful Lemmas can be found in the Appendix.

2 Quadratic hedging with jumps: a short review

Estimating the hedging error in sense of the mean square means that for a given initial capital V0, we look for a

self-financing strategy γ that minimizes the expectation value of the squared hedging error

inf
γ∈G

E(VT −H)2. (2.1)

Let us suppose that the underlying asset follows a risk neutral dynamics dSt = StdZt , where Zt is a martingale

Lévy process dZt = σdWt +
∫ ∞

−∞
zJ̃Z(dt × dz) with diffusion coefficient σ > 0 and the compensated Poisson

measure J̃(dt ×dz). In this section, interest rate is assumed to be zero hence, option price is given by C(t,S) =
E[h(ST )|Ft ]. Using Itô’s formula one can determine the hedging error ε(V0,γ) =VT (γ)−h(ST ) as the following

∫ T

0
(γt −CS(t,St−))σdWt +

∫ T

0

∫ ∞

−∞

B(t,St− ,z)J̃Z(dt ×dz). (2.2)

where B(t,x,z) = zxγt −C(t,x(1+ z))−C(t,x). Taking expectation and differentiating the right hand side of

(2.2) one obtains the solution to (2.1)

∆(t,St−) = σ̃−2

(
σ2CS(t,St−)+

1

St−

∫ ∞

−∞

z(C(t,St−(1+ z))−C(t,St−))νZ(dz)

)
, (2.3)

where σ̃2 = σ2 +
∫ ∞

−∞
z2νZ(dz) and νZ is the associated Lévy measure of Z. If νZ = 0 we have the classical

delta strategy as in Black-Scholes’s model and the option is almost surely covered in this case. Nevertheless,

when jumps are present it can be learned from (2.3) that jump risks can not be hedged out by simply taking the

derivative of the option price as in [22].

Let us make a deeper view on strategy ∆(t,St−). For simplicity, assume that there is a single jump size, i.e.

ν = δa for some constant a. Put α = a2(σ2 + a2)−1 then, ∆(t,St−) = (1−α)CS(t,St−) +α φt(t,St−), where

φt = (C(t,St−(1+a))−C(t,St−))a−1S−1

t− . In other words, the optimal quadratic hedging strategy is a linear

combination of the well-known Merton strategy CS(t,St−) and the jump-type strategy φt(t,S). If the payoff is

not affine (in most of realistic cases) then φt 6= 0. It is easy to see that ∆(t,St−) converges to the Merton strategy

as α → 0.

In summary, the Merton strategy is not the optimal in the presence of jumps. Jump risk can not be hedged

completely even in continuous trading. Thus, quadratic hedging would be realistic in models with jumps but as

we have seen above the variance E|ε(V0,γ)|2 is computed under a risk-neutral measure. This measuring criterion

is not very natural since the risk-neutral measure does not represent statistical description of market events and

profit/loss of a portfolio may have a large variance while its risk-neutral variance can be small. Therefore,

choosing a minimal martingale measure is important for such situations [27].
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2.1 Discrete hedging and jumps

If jumps are allowed to appear in the stock price then one should distinguish two types of hedging errors: one is

due to market incompleteness concerning jumps and the other one is due to the discrete nature of the hedging

portfolio. These two types of hedging errors have different behaviors. In fact, as shown above that jump risks

are not covered by simply using the classical delta strategy even with a continuous time policy. In other words,

in the presence of jumps delta hedging is no longer optimal. Remark that the second one is generally related to

the appearance of the diffusion term.

The literature of discrete hedging with jumps is vast and we only mention to [29,30] for recent achievements.

Seemingly, none of these mentioned papers discussed about trading costs. We conclude the section by noting that

when both jumps and transaction costs are present, the problem of discrete hedging is of course more challenging

to handle. We will see in Section 3 that these two risks can be partially controlled by following the usual discrete

delta strategy obtained from the well-known Black-Scholes formula with an artificially increased volatility.

3 Model and main results

3.1 The market model

Let
(
Ω ,F1,(Ft)0≤t≤1 ,P

)
be the standard filtered probability space with two standard independent (Ft)0≤t≤1

adapted Wiener processes (W
(1)

t ) and (W
(2)

t ) taking values in R. Consider a financial market consisting of one

non-risky asset set as the numeraire and the risky one (e.g. stock) St being assumed to take jumps at random times

(τ j) j≥1
. Relative changes in value of the risky process at the jump time τ j are characterized by the sequence of

i.i.d. random variables (ξ j) j≥1. The jumps-size process is then defined by

ξt = ξ01{0}+ ∑
j≥1

ξτ j
1(τ j ,τ j+1] (t) , ξ0 = 0. (3.1)

We assume further that between the jumps times, St follows the classical geometric Brownian motion but with

stochastic volatility. More precisely, we suppose that the risky asset dynamics is driven by the following equa-

tions {
dSt = St−

(
btdt +σ (yt)dW

(1)
t +dζt

)
,

dyt = α1 (t,yt)dt +α2 (t,yt)(ρ dW
(1)

t +
√

1−ρ2 dW
(2)

t ),
(3.2)

where ζt = ∑
Nt
j=1 ξ j is the jump part characterized by the Poisson process Nt with intensity parameter θ and

St− = lims↑t Ss. We assume that the coefficients αi, i = 1,2 are locally Lipshitz and linearly growth functions,

which provide the existence of the unique strong solution y to the second equation [10].

In this paper, all sources of jump randomness mentioned above: two Brownian motions, the Poisson process

Nt and the jumps sizes (ξ j) j≥1 are assumed to be independent. Note that limiting results of replication error will

change only on its asymptotic distribution if the two Brownian motions are correlated, see [23].

Let us explain how the asset fluctuates. In fact, it can be observed that the risky asset price St changes contin-

uously most of the time, but large jumps may occur from time to time. This important fact can not be adequately

taken into account in the classical Black-Scholes context or other pure diffusion-type models. Moreover, it is

easy to see that system (3.2) has the unique solution

St = S0 exp

{∫ t

0
bt dt +

∫ t

0
σ (ys)dW

(1)
s − 1

2

∫ t

0
σ2 (ys)ds+

Nt

∑
j=1

ln(1+ξ j)

}
, (3.3)

which means that the stock price is simply a product of the geometric Brownian motion with stochastic volatility

S0 exp
{∫ t

0 σ (ys)dW
(1)
s − 1

2

∫ t
0 σ2 (ys)ds+

∫ t
0 btds

}
and the independent jump part

Nt

∏
j=1

(1+ξ j). The jump sizes

should satisfy the natural condition

ξ j >−1, for all i = 1,2, . . . . (3.4)
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to guarantee the positivity of the stock price. We easily observe that at the jump time τ j the relative change

in value of S is given by ∆Sτ j
= Sτ−j

(ξ j +1). Let J (dt ×dz) be the random Poisson measure generated by the

compound Poisson process ζt , that is

J ([0, t]×A) = ∑
j≥1

1{τ j≤t, ξ j∈A}. (3.5)

It is well known that J (dt ×dz) is a σ -finite jump measure whose Lévy measure (intensity measure) is defined by

ν = θF (dz)dt, where F(·) is the common distribution of jump sizes (ξ j). The Lévy measure can be interpreted

as the average number of jumps per unit of time. For convenience, we use the notation ν(dz) = θF(dz) for its

density and denote the compensated stochastic Poisson measure by J̃ (dt ×dz) = J (dt ×dz)−ν(dz)dt. The jump

measure J (dt ×dz) permits to define the stochastic Poisson integral (integral with jumps)

∫ t

0

∫

R

f (s,z)J (ds×dz) =
Nt

∑
j=1

f (τ j,Z j) , (3.6)

for any predictable process f (t,ξt). Adapting from the pricing principle we assume that the drift b =−θEξ1 so

that the stock price is now a local martingale given by

dSt = St−

(
σ (yt)dW

(1)
t +

∫

R

zdJ̃(dt ×dz)

)
. (3.7)

Remark 1 In this paper we do not discuss about the problem of change of measure and jump risk but accept

the free-risk assumption of asset dynamics as the starting point. Clearly, jump-diffusion suggestion leads to an

incomplete market, which is also an important feature of stochastic volatility settings. Hence, there are many

ways to choose the pricing measure throughout the Girsanov technique. Such a procedure makes an essential

change not only on the diffusion but also on the jump part of the asset dynamics [27,22]. In [16], the rational

expectations equilibrium is used to obtain a simple transform from the original physical probability to a risk-

neutral probability so that many assets (bonds, stocks, derivatives on stocks) can be simultaneously priced in the

same framework.

3.2 Assumptions and examples

The following condition on jump sizes is accepted in our consideration:

(C1) The common distribution F of jump sizes satisfies

∫

R

z2F(dz)< ∞ and

∫ 0

−1

1

1+ z
F(dz)< ∞.

The first integrability condition is nothing than the condition of finite variance for jump size distribution while

the second one is equivalent to E(1+ξ )−1 < ∞. These are quite weak constraints and automatically fulfilled in

the Merton jump-diffusion model [22] where jump size distribution is assumed to be log-normal. In [16], within

an equilibrium-based setting, log-exponential distributions are suggested for jump sizes to obtain the convenient

feature in analytical calculation. Again, this family of jump size distributions verifies condition (C1).
Let us turn our attention to volatility assumption. As in [23], we assume that the volatility process satisfies

the integrable condition.

(C2) The function σ is twice continuously differentiable such that

0 < σmin ≤ inf
y∈R

σ(y) and sup
0≤t≤1

E max{σ(yt), |σ ′(yt)|}< ∞.

In fact, condition (C2) is fulfilled for almost of the famous stochastic volatility models, see [23] for more

discussions.
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Remark 2 It is important to note that in the present setting, the combination of stochastic volatility and jumps

means that the asset price is not a Lévy process but a semi-martingale. As mentioned in [23], a general dynamics

of volatility process do not insure the integrability of moments of the asset process [1,20]. This crucial feature

prevent us from making a L2-based approximation as in deterministic volatility models [14,18,19]. Therefore,

for approximation procedures, we follow the approach in [23,24] based on a truncation technique and conver-

gence results obtained are guaranteed in probability.

We conclude this subsection with some well-known stochastic volatility models with jumps, see [27] and

Section 4 for more examples.

The Bates models: The Bates models is a jump-diffusion stochastic volatility models obtained by adding pro-

portional log-normal jumps to the Heston stochastic volatility model:

dSt = St(µdt +
√

ytdW S
t +dZt); dyt = a(m− yt)dt +b

√
ytdW

y
t , (3.8)

where W S,W y are Brownian motions with correlation ρ and Z is a compound Poisson process with intensity θ
and log-normal distribution. Condition (C1) is clearly verified since jumps follow the log-normal law. Bates’s

models exhibit some very nice properties from a practical point of view. Firstly, the characteristic function of the

log-price is available in a closed-form, which is important for pricing purposes. Secondly, the implied volatility

pattern for long term and short term options can be adjusted separately [27].

Ornstein-Uhlenbeck stochastic volatility models: It is possible to introduce a jump component in both price

and volatility processes. Such models are suggested by Barndorff-Nielsen and Shephard to take into account

leverage effect:

St = S0 expXt ; dXt = (µ +βσ2
t )dt +σtdWt +ρdZt ; dσ2

t =−θσ2
t dt +dZt . (3.9)

If ρ = 0 the volatility moves with jumps but the price process has continuous paths. The case ρ 6= 0, representing

a strong correlation between volatility and price, provides the model flexibility but computation is now challeng-

ing. Remark that in this case σ is not the ”true” volatility since the returns are also affected by changes of the

Lévy process Zt . If jumps still follow log-normal law then condition (C1) is fulfilled.

3.3 Main Results

We study the problem of discrete hedging in friction contexts using the increasing volatility principle as in

Leland’s algorithm. A brief review on this literature can be found in [23]. See more in [25,15,19] for related

results. In the present framework, we follow the setting in [23]. More precisely, we suppose that for each suc-

cessful trade, traders are charged by a cost that is proportional to the trading volume with the cost coefficient κ .

Here κ is a positive constant defined by market moderators. Let us suppose that the investor plans to revise his

portfolio at dates (ti) defined by

ti = g(i/n) , g(t) = 1− (1− t)µ . (3.10)

To compensate transaction costs caused by hedging activities, the option seller is suggested to follow the Leland

strategy defined by the piecewise process

γn
t =

n

∑
i=1

Ĉx

(
ti−1,St−i−1

)
1(ti−1,ti] (t) , (3.11)

where Ĉ is the solution to the following adjusted-volatility Black-Scholes PDE

Ct(t,x)+
1

2
σ̂2

t x2Cxx(t,x) = 0, 0 ≤ t < 1; C(1,x) = h(x) := (x−K)+, (3.12)

Here the adjusted volatility σ̂2 is given by

σ̂2(t) = ρ
√

n f ′(t) with f = g−1. (3.13)



Approximate hedging with transaction costs in SV models with jumps 7

Motivation of this simple form is discussed in Remark 3, see more in [23]. Now, using strategy γn
t requires a

cumulative trading volume measured in dollar value given by Γn = ∑
n
i=1

Sti
|γn

ti
− γn

ti−1
| . Thanks to Itô’s lemma

one represents the payoff as

h(S1) = Ĉ(0,S0)+
∫ 1

0
Ĉx(t,St−)dSt +

∫ 1

0

(
Ĉt(t,St)+

1

2
σ2(yt)S

2
t−Ĉxx(t,St−)

)
dt

+ ∑
0≤t≤1

(
Ĉ(t,St)−Ĉ(t,St−)−∆StĈx(t,St−)

)
,

where ∆St = St − St− is the jump size of stock price at time t. The last sum of jumps can be represented as∫ 1
0

∫
R

B(t,St− ,z)J (dt ×dz), where

B(t,x,z) = Ĉ (t,x(z+1))−Ĉ (t,x)− zxĈx (t,x) (3.14)

with the jump measure J(dt×dt) defined by (3.6). Define then I3,n =
∫ 1

0

∫
R

B(t,St− ,z)J (dt ×dz). Assuming that

the initial capital (option price) is given by V n
0 = Ĉ(0,S0) and using (3.12), one represents 2 the hedging error as

V n
1
−h(S1) =

1

2
I1,n + I2,n − I3,n −κΓn, (3.15)

where I1,n =
∫ 1

0

(
σ̂2

t
−σ2(yt)

)
S2

t−Ĉxx(t,St−)dt and I2,n =
∫ 1

0

(
γn

t
−Ĉx(t,St−)

)
dSt .

The goal now is study asymptotic property of the replication error V n
1
−h(S1). To describe asymptotic prop-

erties, let us introduce the following functions

v(λ ,x) =
ln(x/K)√

λ
+

√
λ

2
, q(λ ,x) =

ln(x/K)

2λ
− 1

4
and ϕ̃(λ ,x) = ϕ (v(λ ,x)) , (3.16)

where ϕ is the standard normal density function. As shown below, the rate of convergence of our approximation

will be controlled by the parameter β defined by

1

4
≤ β :=

µ

2(µ +1)
<

1

3
, for 1 ≤ µ < 2. (3.17)

Clearly, the closer to 2 this parameter is, the more rapidly the hedging error converges to its limit which is a

non-zero value.

Before stating our result let us emphasize that using an enlarged volatility which diverges to infinity implies

that asymptotic property of hedging error strongly depends on trading times near by the maturity. But remember

that jumps are rare events and hence, jumps near by the expiry can be omitted with very small probability.

Therefore, jumps in such contexts do not much affect asymptotic property of the hedging error as revisions

become more shorter. This important fact proves that increasing volatility as in [23] is still helpful for models

with jumps. The below theorems are in fact the achievement of [23] for continuous stochastic volatility models.

Theorem 1 Under conditions (C1)− (C2), the sequence of nβ (V n
1 −h(S1)−min(S1− ,K)+κΓ (S1− ,y1,ρ))

converges to a centered-mixed Gaussian variable as n tends to infinity, where the positive function Γ is the

limit of trading volume defined as

Γ (x,y,ρ) = x

∫ +∞

0

λ−1/2ϕ̃(λ ,x)E
∣∣σ(y)ρ−1Z +q(λ ,x)

∣∣ dλ , (3.18)

in which Z is a standard normal variable independent of S1− ,y1.

The term q(λ ,x) in the limit of transaction costs can be removed using the modified Leland strategy, so-called

Lépinette’s strategy:

γ̄n
t =

n

∑
i=1

(
Ĉx(ti−1,St−i−1

)−
∫ ti−1

0
Ĉxt(t,St−)dt

)
1(ti−1,ti](t). (3.19)

2 Recall that for Lebesgue and Itô’s integrals one can replace St− by St .
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Theorem 2 Suppose that Lépinette’s strategy is used for option replication. Then, under conditions (C1)−(C2)
the sequence of nβ (V̄ n

1 −h(S1)−η min(S1− ,K)) converges to a centered-mixed Gaussian variable as n tends to

infinity, where η = 1−κσ(y1)ρ
−1
√

8/π .

Remark 3 If σ is constant then a complete replication can be reached using the classical form for adjusted

volatility σ = σ2 +ρ0

√
n f ′(t), where ρ0 = κσ

√
8/π , even when jumps are allowed in the asset price process.

This is consistent with [23]. However, the simple choice of σ̂ defined in (3.13) has two-fold advantage. First, it

allows to carry out a much more simple approximation procedure in comparison with the previous works [14,

18,19,5]. Second, strategy γn
t is always computed easily since it needs a simple modification in the well-known

Black-Scholes framework while the one resulting form the use of classical form is not available for investors

if volatility is driven by an extra random factor. In fact, by the Black-Scholes formula, it strongly depends on

future realizations of the volatility process, which is impossible from a practical point of view, see [23].

3.4 Super-hedging and price reduction

As proved in [23], a suitable choice of ρ can lead to super-replication.

Proposition 1 Let conditions (C1)− (C2) hold and σ be a twice continuously differentiable and bounded func-

tion. Then there exists ρ∗ > 0 such that limn→∞ V n
1 ≥ h(S1) for any ρ ≥ ρ∗. This property is true for both of

Leland’s strategy and Lépinette’s strategy.

From Black-Scholes’s formula one observes that both strategy γn
t and γ̄n

t approach to the buy-and-hold one

as n → ∞. This means that option is now very expensive from the buyer’s point of view. In fact it is close to the

buy and hold price S0. In [25,23] a simple method is suggested to lower the option price following the quantile

hedging spirit. Let us adapt the main idea in these works for the present setting. Since S1− = S1 almost surely,

we define

δε = inf{a > 0 : ϒ (a)≥ 1− ε} , (3.20)

where ϒ (a) = P((1−κ)min(S1,K)> (1−a)S0). The quantity δε is called quantile price of the option at level ε
and the difference (1−δε)S0 is the reduction amount of option price (initial cost for quantile hedging). Clearly,

the smaller value of δε is, the cheaper the option is. We show that the option price is significantly reduced,

compared with powers of parameter ε .

Proposition 2 Let δε be Leland price defined by (3.20) and assume that the jump sizes are almost surely non-

negative, i.e.

ξ j ≥ 0, a.s. ∀ j ∈ N (3.21)

and σmax = sup
y∈R σ(y)< ∞ . Then, for any r > 0,

lim
ε→0

(1−δε)ε
−r =+∞ . (3.22)

Proof Observe that 0 < δε ≤ 1 and δε tends to 1 as ε → 0. Set b = 1−κ . Then for sufficiently small ε such that

δε > a > 1−bK/S0 one has

1− ε > P(min(S1,K)> (1−a)S0) = 1−P(S1/S0 ≤ (1−a)).

Therefore, ε < P
(
S1/S0 ≤ (1−a)(1−κ)−1

)
= P(P1(ξ )E1(y)≤ za) ,

ε < P
(
S1/S0 ≤ (1−a)(1−κ)−1

)
= P(P1(ξ )E1(y)≤ za) , (3.23)

where za = (1−a)(1−κ)−1eλEξ1 and

Et(σ) = exp

{∫ t

0

σ(ys)dW (1)
s

− 1

2

∫ t

0

σ2(ys)ds

}
and Pt(ξ ) =

Nt

∏
j=1

(1+ξ j). (3.24)

By (3.21), Pt(ξ ) ≥ 1 for all t ∈ [0,1], which implies that the probability in the right side of (3.23) is bounded

by P(E1(y)≤ za). Therefore, ε < P(E1(y)≤ za) . At this point, the conclusion exactly follows from Proposition

4.2 in [23] and the proof is completed. ⊓⊔
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4 General stochastic volatility models with jumps

4.1 Introduction

Stochastic volatility with jumps (SVJ) models have been very popular in the option pricing literature since they

provide flexibilities to capture important features of returns distribution. However, empirical studies [7,8] show

that they do not well reflex large movements in volatility assets during periods of market stress such as those

in 1987, 1997, 2008. In other words, SVJ are misspecified for such purposes. The studies also suggest that it

would be more reasonable to add an extra component into the volatility dynamics so that this new factor allows

volatility to rapidly increase. Note that such expected effect can not be generated by only using jumps in returns

(as in jump-diffusion models) nor by using diffusive stochastic volatility. In fact, jumps in returns can only create

large movements but they do not have future impact on returns volatility. On the other hand, diffusive stochastic

volatility driven by a Brownian motion only generates small increase via sequences of small normal increments.

Empirical analyses in important works [7,8] show that incorporating jumps in stochastic volatility can provide

rapid changes in volatility.

Fig. 2 Implied volatility of EUR/USD, source from marketpulse.com.

It is important to note that introducing jumps in volatility does not means an elimination of jumps in returns.

Although jumps both in returns and volatility are rare, each of them plays an important part in generating crash-

like movements. In crisis periods, jumps in returns and in volatility are more important factor than the diffusive

stochastic volatility in producing large increases. We refer the reader to [7,8] for more influential discussions

about financial evidence for motivation of the use of jumps in volatility.

In this section, we study the problem of option replication under transaction costs in a general SV models

with jumps in return as well as in volatility, which is clearly a generalization of the setting in Section 3. In such

contexts, jumps in volatility can be also ignored as those in asset price, i.e. the results obtained in Section 3 are

recovered when jumps are allowed in both asset price and volatility.

4.2 Specifications of SV models with jumps

Assume that under the objective probability measure, the dynamics of stock prices S are assumed to be given by

dSt = St−
(

bt(yt−)dt +σ(yt−)dW
(1)

t +dζ S
t

)
, dyt = α1 (t,yt−)dt +α2 (t,yt−)dW

(2)
t +dζ

y
t . (4.1)
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Here, ζ S
t and ζ

y
t are two compound Poisson processes, in particular, for r ∈ {S,y}, ζ r

t = ∑
Nr

t
j=1 ξ r

j with jump sizes

(ξ r). For a general setting, two Poisson processes Nr
t and two sequence of jump sizes (ξ r

j ), r ∈ {S,y} can be

correlated. For illustration, we give some possible specifications for jump components.

(i) Stochastic volatility model (SV): Clearly, this corresponds to the case when there is no jump in both asset

price and volatility, i.e. ζ S
t = ζ

y
t = 0,∀t. This basic SV model has been widely investigated in the literature.

The problem of approximate hedging under proportional transaction costs is studied in [23,24]. Roughly

speaking, adding some extra component generated by a diffusion to the returns distribution of a classic

Black-Scholes setting gives a SV model.

(ii) Stochastic volatility with jumps in volatility (SVJV): By allowing jumps in volatility process y one can

obtain an extention of SV models, i.e. ζ S
t = 0,∀t but ζ

y
t 6= 0. In such cases, option pricing implications are

in fact inherited from SV models.

(iii) Stochastic volatility with jumps in price (SVJP): Assume now that ζ S
t 6= 0 but ζ

y
t = 0. This case is

studied in Section 3.

(iv) Stochastic volatility with common jumps in price and volatility (SVCJ): Suppose that both asset price

and its volatility in a SV model are influenced by the same extra random factor modelled by a compound

Poisson process. In other words, jumps in asset price and in volatility are driven by the same compound

Poisson process ζ S
t = ζ

y
t .

(v) Stochastic volatility with state-dependent and correlated jumps (SVJJ): This is the most general case for

the present setting (4.1).

4.3 Option replication with transaction costs in general SVJJ models

In this subsection we study the problem of option replication presented in Section 3 for general SVJJ models

(4.1). We show that in the same hedging policy as in SVJ defined in Section 3, jump effects can be ignored in

asset as well as in volatility. First, let us recall from Section 3 that the hedging error takes the form V n
1
−h(S1) =

1
2
I1,n+I2,n−I3,n−κΓn, where Ii,n, i= 1,2,3 and Γn are defined as in (3.15). The following conditions on volatility

dynamics are needed in this section.

(C3) The coefficient functions αi, i = 1,2 are linearly bounded and locally Lipschizt. Furthermore, the common

distribution of jump sizes in volatility Fy admits the integrablility condition
∫

R

z2Fy(dz)< ∞.

Condition (C3) implies that sup0≤t≤1 Ey2
t
< ∞, which is necessary for approximation procedure.

Theorem 3 Under conditions (C1)− (C2)− (C3), the limit results in Theorems 1 and 2 still hold.

5 Proofs

As usual, the main results established in Section 3 are just direct consequences of some specific types of limit

theorem for martingales that we are searching for. For this aim, we construct a special approximation procedure

following the one in [23]. Our main attempt is to prove that jump terms appearing in the approximation can be

neglected at the desired rate nβ . For convenience, we recall in the first subsection the preliminary setup and refer

to [23] for the motivation.

5.1 Preliminary

Define m1 = n−
[
n(l∗/λ0)

2/(µ+1)
]

and m2 = n−
[
n(l∗/λ0)

2/(µ+1)
]
, where the notation [x] stands for the integer

part of a number x and l∗ = ln−3 n, l∗ = ln3 n. Below we focus on the subsequence (t j) of trading times and the
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corresponding sequence
(

λ j

)
defined as

t j = 1− (1− j/n)µ and λ j =
∫ 1

t j

σ̂2
u du = λ0(1− t j)

1
4β , m1 ≤ j ≤ m2. (5.1)

Note that
(

t j

)
is an increasing sequence with values in [t∗, t∗], where t∗ = 1− (l∗/λ0)

4β and t∗ = 1− (l∗/λ0)
4β ,

whereas
(

λ j

)
is decreasing in [l∗, l∗]. Therefore, in the sequel we make use the notation ∆ t j = t j − t j−1 whereas

∆λ j = λ j−1 − λ j, for m1 ≤ j ≤ m2 to avoid the negative sign in discrete sums. Below, Itô integrals will be

discretized throughout the following sequences of independent normal random variables

Z1, j =
W

(1)
t j

−W
(1)

t j−1√
t j − t j−1

, Z2, j =
W

(2)
t j

−W
(2)

t j−1√
t j − t j−1

. (5.2)

We set

p(λ ,x,y) =
ρ

σ(y)

(
ln(x/K)

2λ
− 1

4

)
. (5.3)

and write for short p j−1 = p(λ j−1,St−j−1
,yt−j−1

). This reduced notation is also frequently applied for functions

appearing in the approximation procedure. With the sequence of revision times (t j) in hand, we consider the

centered sequences 



Z3, j = |Z1, j + p j−1|−E
(
|Z1, j + p j−1| |F j−1

)
,

Z4, j = |Z1, j|−E
(
|Z1, j| |F j−1

)
= |Z1, j|−

√
2/π.

(5.4)

The sequences (Z3, j) and (Z4, j) will serve in finding the Doob decomposition of considered terms. To represent

the limit of transaction costs, we introduce the functions

{
G(a) = E (|Z +a|) = 2ϕ(a)+a(2Φ(a)−1) ,

Λ(a) = E (|Z +a|−E |Z +a|)2 = 1+a2 −G2(a),
(5.5)

for a ∈ R and Z ∼ N (0,1). We also write o(n−r) for generic sequences of random variables (Xn)n≥1 satisfying

P− limn→∞ nr Xn = 0 while the notation Xn = O(n−r) means that nr Xn is bounded in probability. For approxi-

mation analysis, we will make use of the functions

φ(λ ,x) = exp

{
− x2

2λ
− λ

8

}
, φ̂(λ ,x) = φ(λ ,η(x)) with η(x) = | ln(x/K)|. (5.6)

5.2 Stopping time and technical condition

We first emphasize that in bounded volatility settings, it is possible to carry out an asymptotic analysis based on

L2 estimates as in the previous works [5,18,19]. For general stochastic volatility frameworks, this approach is

no longer valid because k-th moments of the asset prices S may be infinite for k > 1 and S is not in general a

martingale, see [1,20]. We come over this difficulty by using a truncation technique. In particular, for any L > 0,

we consider the stopping time

τ∗ = τ∗
L
= inf

{
t ≥ 0 : 1{t≥t∗}ηt

−1 + σ̄t > L
}
∧1 , (5.7)

where ηt =η(St) and σ̄t =max{σ(yt), |σ ′(yt)|}. Note that jumps may be not fully controlled for stopped process

St∧τ∗ as in [23]. Therefore, in the presence of jumps we consider its version defined by

S∗t = S0 exp

{∫ t

0
bs ds+

∫ t

0
σ∗

s dW
(1)
s − 1

2

∫ t

0
σ∗2

s
ds+

Nt

∑
j=1

ln(1+ξ j)

}
, (5.8)
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where σ∗
t = σ (yt)1{σ(yt )≤L}. Here the dependency on L is dropped for simplicity. Then, it is clear that S∗t = St

on the set {τ∗ = 1}. We easily observe that under condition (C2),

lim
L→∞

limsup
t∗→1

P(τ∗ < 1) = 0 . (5.9)

For simplicity, in the sequel we use the notation Šu = (Su,yu). We carry out an approximation procedure for

a class of continuously differentiable functions A from R+ ×R+ ×R → R satisfying the following technical

condition, which is somehow more general than the one proposed in [23].

(H) A is a continuously differentiable function having absolutely integrable derivative A′ with respect to the first

argument and

lim
n→∞

nβ

(∫ l∗

0

|A(λ , ·, ·)|dλ +
∫ +∞

l∗
|A(λ , ·, ·)|dλ

)
= 0 .

Furthermore, there exist γ > 0 and a positive continuous function U such that

|A(λ ,x,y)| ≤ (λ−γ +1)U(x,y)φ̂(λ ,x), (5.10)

where φ̂ defined in (5.6) and

sup
0≤t≤1

EU4(Š∗t )< ∞. (5.11)

Remark 4 In approximation of hedging error, the function U(x,y) takes the form
√

xσ̃m(y) (up to a multiple

constant) where m ≥ 0 with σ̃ stands for σ or its derivatives σ ′. Therefore, for any L > 0, condition (5.11) is

fulfilled as long as sup
0≤t≤1

ES∗2
t

< ∞ but this is guaranteed by the condition of finite second moment of jump

sizes (C1). See Appendix B.

For some positive constant L, we introduce the function

g∗(x) = g∗L(x) = |x|1{|x|>L−1}+L−11{|x|≤L−1}. (5.12)

Putting η∗
t = g∗(ηt), one observes that on the set {τ∗ = 1},

η∗
t
= L−1 and φ̂(λ ,St) = φ(λ ,η∗

t ) = φ(λ ,L−1) := φL(λ ), for all t∗ ≤ u < 1. (5.13)

5.3 Approximation for stochastic integrals

For the completeness of representation we recall here the asymptotic result established in [23], which serves the

central role in the proof of the main results.

Proposition 3 Let A(λ ,x,y) be a function such that A and its first partial derivatives ∂xA, ∂yA satisfy (H). Then,

for i = 1,2, ∫ 1

0

σ̂2
t

(∫ 1

t

A(λt , Šu)dW (i)
u

)
dt = ρ−1

m2

∑
j=m1

A j−1 Zi, j∆λ j +o(n−β ), (5.14)

where A j = A(λ j, Št−j
) and A(λ ,x,y) =

∫ ∞
λ A(z,x,y)dz.

Proof We follow the argument used in Proposition 7.1 in [23]. Although we are working under technical condi-

tion (H) which is slightly different from that in [23] but arguments are in fact the same. For reader’s convenience

let us give the proof in details since the approximation technique will be repeatedly used in our analysis. First,

making use of the stochastic Fubini theorem one gets

În =
∫ 1

0

σ̂2
t

(∫ 1

t

A(λt , Šu)dW (i)
u

)
dt =

∫ 1

0

(∫ u

0

σ̂2
t

A(λt , Šu)dt

)
dW (i)

u
.
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Changing the variables v = λt for the inner integral, we obtain

∫ u

0

σ̂2
t

A(λt , Šu)dt =
∫ λ0

λu

A(v, Šu)dv = A(λu, Šu)−A(λ0, Šu).

In other words, În = Î1,n− Î2,n, where Î1,n =
∫ 1

0
Ǎu dW (i)

u
, Ǎu = A(λu, Šu) and Î2,n =

∫ 1

0
A(λ0, Šu)dW (i)

u
. Moreover,

we have

Î1,n =
∫ t∗

0

ǍudW (i)
u

+
∫ t∗

t∗
ǍudW (i)

u
+
∫ 1

t∗
ǍudW (i)

u
:= R1,n +R2,n +R3,n . (5.15)

Let use first show that Î2,n = o(n−β ). For any ε > 0, one observes that

P(nβ |Î2,n|> ε)≤ P(nβ |Î2,n|> ε, τ∗ = 1)+P(τ∗ < 1).

In view of (5.9), one needs to show that the first probability in the right side converges to 0. Indeed, by (H) one

has

|A(λ0,x,y)| ≤CU(x,y)
∫ ∞

λ0

e−λ/8dλ ≤CU(x,y)e−λ0/8.

Putting Ǎ∗
u
= Ǎu1{τ∗=1} and Î∗

2,n =
∫ 1

0
Ǎ∗

u
dW (i)

u
and making use of the notation Š∗ = (S∗,y) one has

P(nβ |Î2,n|> ε, τ∗
L
= 1) = P(nβ |Î∗

2,n|> ε)≤ ε−2n2β E(Î∗
2,n)

2 ≤Cε−2n2β e−λ0/8 sup
0≤t≤1

EU2(Š∗
t
),

which converges to zero by condition (H). Hence, Î2,n = o(n−β ) as n → ∞. Next, let us show that R2,n is the

main part of Î1,n. For this aim, taking into account that l∗ ≤ λu ≤ λ0 for 0 ≤ u ≤ t∗, we get R1,n = o(n−β ).
Next, let us show the same property for the last term R3,n in (5.15). To this end, note again that

P
(

nβ |R3,n|> ε
)
≤ P

(
nβ |R3,n|> ε, τ∗ = 1

)
+P(τ∗ < 1) , (5.16)

On the set {τ∗ = 1} one has the estimate |Ǎu| ≤ U(Š∗
u
)
∫ ∞

λu
(1+ z−γ)φ̂(z,S∗

u
)dz = U(Š∗

u
) f̌ ∗u , where f̌ ∗u =

∫ ∞

λu
(1+

z−γ)φL(z)dz. Again on obtains by the Chebychev inequality

P
(

nβ |R3,n|> ε,τ∗ = 1
)
= P

(
nβ |R̂3,n|> ε

)
≤ n2β ε−2

∫ 1

t∗
E(Â∗

u
)2du,

which is bounded by n2β ε−2C(U)
∫ 1

t∗
( f̌ ∗u )

2du with C(U) = sup
0≤u≤1

EU2(Š∗
u−)< ∞. Taking into account that

∫ 1

t∗
( f̌ ∗u )

2du = λ
−4β
0

∫ l∗

0

(∫ ∞

λ
(1+ z−γ)φL(z)dz

)2

dλ ≤Cλ
−4β
0 l∗,

we conclude that limn→∞ P
(
nβ |R3,n|> ε, τ∗ = 1

)
= 0 and hence R3,n = o(n−β ) in view of (5.9).

It remains to discretize the integral term R2,n using the sequence (Zi, j). The key steps for this aim are the

following. First, we represent R2,n =
∫ t∗

t∗ ǍudW (i)
u

= ∑
m2
j=m1

∫ t j

t j−1
ǍudW (i)

u
. and replace the Itô integral in the last

sum with A j−1Zi, j

√
∆ t j. Next, Lemma 4 allows to substitute

√
∆ t j = ρ−1∆λ j into the last sum to obtain the

martingale Mm2
defined by

Mk = ρ−1
k

∑
j=m1

A j−1Zi, j∆λ j, m1 ≤ k ≤ m2.

We need to show that P − limn→∞ nβ |R2,n −Mm2
| = 0 or equivalently, ∑

m2
j=m1

B j,n = o(n−β ), where B j,n =
∫ t j

t j−1
Ãu, jdW (i)

u
and Ãu, j = Ā(λu, Šu)− Ā(λ j−1, Št−j−1

). We show this without using the Itô’s formula. For this

aim, let b > 0 and introduce the set

Ωb =

{
sup

t∗≤u≤1

sup
z∈R

(
|A(z, Šu)|+

∣∣∂xĀ(z, Šu)
∣∣+
∣∣∂yĀ(z, Šu)

∣∣)≤ b

}
.
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Then, for any ε > 0, P
(

nβ |∑m2
j=m1

B j,n|> ε
)

is bounded by

P(Ω c
b
)+P(τ∗ < 1)+P

(
nβ |

m2

∑
j=m1

B j,n|> ε, Ωb, τ∗ = 1

)
.

Note that limb→∞ limn→∞P(Ω c
b
) = 0 by Lemma 7. In view of (5.9), one needs to prove that the last probability

converges to zero. To this end, put Âu, j = Ãu, j1{|Ãu, j |≤bδu, j}
and B̂ j,n =

∫ t j

t j−1
Âu, jdW (i)

u
, where δu, j = |λu−λ j−1|+

|S∗
u− −S∗

t−j−1

|+ |yu− − yt−j−1
|. Then, the last probability is equal to P

(
nβ |∑m2

j=m1
B̂ j,n|> ε

)
, which is smaller than

ε−2n2β ∑
m2
j=m1

E B̂2
j,n by the Chebychev inequality. Clearly, E B̂2

j,n is bounded by

2b2
∫ t j

t j−1

((λu −λ j−1)
2 +E(S∗

u− −S∗
t−j−1

)2 +E(yu− − yt−j−1
)2)du ≤C

(
(∆λ j)

3 +(∆ t j)
2
)
.

Consequently, n2β ∑
m2
j=m1

E B̂2
j,n ≤Cn2β ∑

m2
j=m1

(∆λ j)
3 +(∆ t j)

2. Taking into account Lemma 4 we conclude that

the latter sum converges to 0 hence, the proof is completed. ⊓⊔

Lemma 1 Let ι(t) = sup{ti : ti ≤ t} and A(λ ,x,y) is a function satisfying condition (H). Then,

(i).
∫ 1

0

(∫ t

ι(t)
σ̂2

u A(λu, Šu−)du
)

dW
(i)

t = o(n−β ), i = 1,2,

(ii).
∫ 1

0

(∫ t

ι(t)
A(λu, Šu−)dW

(i)
u

)
dW

( j)
t = o(n−β ), i, j ∈ {1,2}.

Proof By assumption, |A(λ ,x,y)| ≤U(x,y)φ̂(λ ,x)(1+λ−γ) for some constant γ and positive function U(x,y)

verifying (5.11). Denote by rn the considered double stochastic integral in (i). Put Ãt =
∫ t

ι(t)
σ̂2

u A(λu, Šu−)du, we

represent rn as

rn =
∫ t∗

0
dÃtW

(i)
t ,+

∫ 1

t∗
ÃtdW

(i)
t := r1,n + r2,n,

We will prove that ri,n = o(n−β ), i = 1,2. To this end, let L > 0 and consider τ∗ = τ∗L defined as in (5.7). For

i = 1,2, by r∗
i,n we mean the ”corrected” version of ri,n, i.e. Su,yu should be replaced by S∗u and y∗u respectively

in A. Now, for any ε > 0,

P
(

nβ |rn|> ε
)
≤ P

(
nβ |rn|> ε,τ∗ = 1

)
+P(τ∗ < 1), (5.17)

Taking into account λt ≥ l∗ → ∞ for t ∈ [0, t∗] and using Chebychev’s inequality, one bounds the first probability

in the right side by

n2β ε−2Er∗2
1,n = n2β ε−2

∫ t∗

0
EÃ∗2

t dt ≤Cn2β ε−2EU2(Š∗
t−)
∫ t∗

0
b2

t dt,

where bt =
∫ t

ι(t)
σ̂2

u (1+λ
−γ
u )e−λu/8du. Recall from (3.13) that

σ̂2
u = ρ

√
n(1−u)

1−µ
2µ = ρ

√
n(λ0/λu)

µ̂ , with µ̂ = (µ −1)/(1+µ). (5.18)

Then, splitting the integral as the sum of integrals on the intervals [ti−1, ti] and changing variable one gets

n2β
∫ t∗

0
b2

t dt ≤Cn2β n−2
∫ t∗

0
σ̂4

u (1+λ−γ
u )2e−

λu
4 du ≤Cn2β−3/2λ

µ̂
0

∫ t∗

0
σ̂2

u λ−µ̂
u (1+λ−γ

u )2e−
λu
4 du,

which is smaller than Cn2β−3/2λ
µ̂
0

∫ ∞
l∗ λ−µ̂(1+λ−γ)2e−

λ
4 dλ . This implies the convergence to zero of the first

probability in the right side of (5.17). In view of (5.9), one obtains r1,n = o(n−β ). Let us prove the same property

for r2,n. In fact, the singularity at t = 1 requires a more delicate treatment. We make use of the stopping time τ∗
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again. Put Â∗
u = A(λu, Š

∗
u)1{|Au|≤U(Š∗

u
) f̂ ∗u }, f̂ ∗u = (1+λ−γ

u
)φL(λ ) and r̂2,n =

∫ 1
t∗

(∫ t

ι(t)
σ̂2

u Â∗
udu
)

dW
(i)

t . Then, by the

Chebychev inequality one gets P
(
nβ |r2,n|> ε,τ∗ = 1

)
= P

(
nβ |̂r2,n|> ε

)
. The latter probability is bounded by

n2β ε−2 sup
0≤u≤1

EU2(Š∗
u−)

∫ 1

t∗

(∫ t

ι(t)
σ̂2

u f̂ ∗u du

)2

dt ≤Cn2β ε−2
∫ 1

t∗
(ι(t)− t)

∫ t

ι(t)
σ̂4

u f̂ ∗2
u dudt := an.

On the other hand, for some constant Cε,ρ independent of n,

an ≤Cn2β− 3
2 ε−2ρλ

µ̂
0

∫ 1

t∗
λ−µ̂

u σ̂2
u f̂ ∗2

u du ≤Cε,ρ n
−2

1+µ

∫ l∗

0
λ−µ̂(1+λu

−γ)2φ 2
L (λ )dλ ,

which converges to 0 as n → ∞. Hence, by taking into account (5.9) one concludes that P
(
nβ |r2,n|> ε

)
con-

verges to 0. The second equality can be proved by the same way. ⊓⊔

Lemma 2 Suppose that A = A(λ ,x,y) verifies (H). Then, the following asymptotic properties hold in probabil-

ity:

(i).
∫ 1

0

(∫ t
0 A(λt , Šs)dW

(i)
s

)
dW

( j)
t = O(n−2β ), i, j ∈ {1,2}.

(ii).
∫ 1

0 A(λt , Št−)dt = O(n−2β ).

(iii).
∫ 1

0

(∫ 1
t A(λt , Šs−)ds

)
dt = O(n−4β ).

Proof The procedure used in the proof of Lemma 1 can be applied straightforwardly to obtain the first equality.

Indeed, we can check directly that

∫

[0,t∗]∪[t∗,1]

(∫ t

0
A(λt , Šs−)dW

(i)
s

)
dW

( j)
t = o(n−2β ).

Now, consider again the set {τ∗ = 1} one can prove that
∫ t∗

t∗

(∫ t
0 A(λt , Š

∗
s−)dW

(i)
s

)
dW

( j)
t = O(n−2β ) using again

the truncation technique hence, (i) is verified. Next, let us prove (iii). By making use of the change of variable

λt = λ0(1− t)1/(4β ), the double integral is written as

ε̂n := λ
−8β
0 16β 2

∫ λ0

0
λ 4β−1

(∫ λ0

λ
z4β−1A(z, Šv(z/λ0)

−)dz

)
dλ , v(z) = 1− z4β .

By hypothesis, A(λ ,x,y) is bounded by U(x,y)(1+λ−γ)φ̂(λ ,x) for some constant γ and some positive function

U verifying (5.11). Hence, λ
8β
0 |ε̂n| is bounded (up to a multiple constant) by the double integral

∫ λ0

0
λ 4β−1

(∫ λ0

λ
z4β−1(1+ z−γ)U(Šv(z/λ0)

−)φ̂(z,Sv(z/λ0)
−)dz

)
dλ .

Let ω outside the set {S1− = K}, which has zero probability by Lemma 5. It is clear that the integrand of the

above integral is dominated by a continuous function depending on ω , which exponentially decreases to 0 at 0

and infinity hence, it is integrable on [0,∞). Therefore, the double integral converges to

∫ ∞

0
λ 4β−1U(Š1)

(∫ ∞

λ
z4β−1(1+ z−γ)φ̂(z,S1−)dz

)
dλ

by the dominated convergence theorem. Thus, n4β ε̂n is bounded in probability. The equality (ii) is proved by the

same way. ⊓⊔
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5.4 Eliminating jumps

In this subsection, we establish asymptotic results which will serve in eliminating jump effects in our approxi-

mation.

Lemma 3 Suppose that

|B(λ ,x,y,z)| ≤ ϖ(z)ψ(λ )U(x,y), for all x > 0,z ∈ R,λ > 0,

where U is a continuous function holding sup0≤t≤1 EU2(Š∗
t−)< ∞ for any L > 0 in the definition of τ∗ in (5.7).

Suppose furthermore that

∫

R

ϖ2(z)ν(dz)< ∞ and nr

∫ ∞

l∗
λ 4β−1(ψ2(λ )+ψ(λ ))dλ → 0, for any r > 0. (5.19)

Then, for any r > 0, ∫ 1

0

∫

R

A(λt ,St− ,yt− ,z)J(dt ×dz) = o(n−r). (5.20)

Proof For notation simplicity, one abbreviates B(t,z) :=A(λt ,St− ,yt− ,z). Let us decompose the integral in (5.20)

as ∫ t∗

0

∫

R

B(t,z)J (dt ×dz)+
∫ 1

t∗

∫

R

B(t,z)J (dt ×dz) . (5.21)

Clearly, for any δ > 0 and r > 0, P
(

nr
∣∣∣
∫ 1

t∗
∫
R

B(t,z)J (dt ×dz)
∣∣∣> δ

)
is smaller than P(N1 −Nt∗ ≥ 1) = 1−

e−θ(1−t∗), which converges to 0. Hence, it suffices to prove the same property for the first integral in (5.21).

Indeed, this term can be represented as
∫ t∗

0

∫
R

B(t,z)J̃ (dt ×dz)+
∫ t∗

0

∫
R

B(t,z)ν(dz)dt. We prove that the com-

pensator is almost surely exponentially negligible, i.e.

nr

∫ t∗

0

∫

R

B(t,z)ν(dz)dt → 0 a.s. as n → ∞. (5.22)

Indeed, by assumption and the change of variable defined in (5.1), it is estimated by

Cnrλ
−4β
0

∫ ∞

l∗
λ 4β−1ψ(λ )U(Št(λ )−)dλ ×

∫

R

ϖ(z)ν(dz),

which a.s. converges to zero due to (5.19) and the continuity of U , where t(λ ) = 1−(λ/λ0)
4β . Hence, it remains

to prove that for any r > 0,
∫ t∗

0

∫
R

B(t,z)J̃ (dt ×dz) = o(n−r) as n → ∞. To this end, note that for any δ > 0,

P

(∣∣∣∣
∫ t∗

0

∫

R

B(t,z)J̃ (dt ×dz)

∣∣∣∣> δ

)
≤ P(τ∗ < 1)+P

(∣∣∣∣
∫ t∗

0

∫

R

B(t,z)J̃ (dt ×dz)

∣∣∣∣> δ ,τ∗ = 1

)

for any L > 0. Denote by εn the last probability. In view of (5.9), one needs to show that εn converges to 0.

In fact, by assumption one also has the following estimate |B(t,z)| ≤ U(Š∗
t−)ψ(λt)ϖ(z) := B̃∗(t,z) on the set

{τ∗ = 1}. Therefore, applying the isometry for jump integrals yields

εn = P

(
nr

∣∣∣∣
∫ t∗

0

∫

R

B(t,z)1{|B(t,z)|≤B̃∗(t,z)}J̃ (dt ×dz)

∣∣∣∣> δ ,τ∗ = 1

)
,

which is bounded by

n2rδ−2E

∫ t∗

0

∫

R

B̃∗2(t,z)ν(dz)dt ≤ n2rδ−2 sup
0≤t≤1

EU2(Š∗t−)
∫ t∗

0
ψ2(λt)dt ×

∫

R

ϖ2(z)ν(dz),

and the conclusion follows from (5.19). ⊓⊔
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5.5 Limit theorems for approximations

We first recall the following result in [12], which is extremely useful for studying asymptotic distribution of

discrete martingales.

Theorem 4 [Theorem 3.2 and Corollary 3.1, p.58 in [12]] Let Mn = ∑
n
i=1

Xi be a zero-mean, square integrable

martingale and ς be an a.s. finite random variable. Assume that the following convergences are satisfied in

probability:

n

∑
i=1

E
(

X2
i

1{|Xi|>δ}|Fi−1

)
−→ 0 for any δ > 0 and

n

∑
i=1

E
(
X2

i
|Fi−1

)
−→ ς2.

Then, the sequence (Mn) converges in law to X whose characteristic function is Eexp(− 1
2
ς2t2), i.e. X has a

Gaussian mixture distribution.

Below we will establish some special versions of Theorem 4. In particular, our aim is to study the asymptotic

distribution of discrete martingales resulting from approximation (5.14) in Proposition 3.

Let Ai = Ai(λ ,x,y), i ∈ I := {1,2,3,4} be functions having property (H) and consider discrete martingales

(Mk)m1≤k≤m2
and (M k)m1≤k≤m2

defined as

Mk = ρ−1
k

∑
j=m1

∑
i∈I\{4}

Ai, j−1 Zi, j∆λ j and M k = ρ−1
k

∑
j=m1

∑
i∈I\{3}

Ai, j−1 Zi, j∆λ j, (5.23)

where Ai, j = Ai(λ j, Št−
j
) and Zi, j are defined as in (5.2) and (5.4). To describe the limit distributions let us

introduce

L = A2
1
+2A1A3(2Φ(p)−1)+A2

3
Λ(p)+A2

2
, L = A2

1
+A2

2
+(1−2/π)A2

4
, (5.24)

where p is defined in (5.3). Define now

ς2 = µ̌ρ
2

µ+1

∫ +∞

0

λ µ̂ L(λ , Š1−)dλ and ς2 = µ̌ ρ
2

µ+1

∫ +∞

0

λ µ̂ L(λ , Š1−)dλ (5.25)

with

µ̌ =
1

2
(µ +1)µ̃

2
µ+1 and µ̂ = (µ −1)/(µ +1). (5.26)

Proposition 4 Assume that Ai = Ai(λ ,x,y), i = 1,2,3 and their first partial derivatives ∂λ Ai, ∂xAi, ∂yAi are

functions having property (H). Then, for any fixed ρ > 0 the sequence (nβ Mm2
) weakly converges to a mixed

Gaussian variable with mean zero and variance ς2 defined as in (5.25). The same property still holds if some

(or all) of the functions Ai are replaced by
∫ ∞

λ Ai(z,x,y)dz.

Proof Note that the square integrability property is not guaranteed for the random variables (υ j). To overcome

this issue let us recall the stopping time τ∗ = τ∗L defined in (5.7) and put Ãi(λ ,x,y) = Ai(λ ,x,y)φ̂
−1(λ ,x)φL(λ ),

where φL(λ ) defined in (5.12). Let υ∗
j
= ∑

3
i=1

Ãi(λ j, Š
∗
t−j
)Zi, j∆λ j and M ∗

k
= ∑

k
j=m1

υ∗
j
.

Step 1: We will show throughout Theorem 4 that for any L > 0 the martingale nβ M ∗
m2

weakly converges to a

mixed Gaussian variable with mean zero and variance ς∗2(L) defined as

ς∗2(L) = µ̌ρ
2

µ+1

∫ +∞

0

λ µ̂ L̃(λ , Š1−)dλ , (5.27)

where L̃ is obtained by replacing all Ai in the formula of L in (5.24) by the corresponding modified functions

Ãi, i = 1,2,3 . To this end, setting a∗
j
= E(υ∗2

j
1{∣∣∣υ∗

j

∣∣∣>δ
}|F j−1), we first show that P

(
n2β |∑m2

j=m1
a∗

j
|> ε

)
con-

verges to 0. By hypothesis,

max
i=1,2,3

∣∣∣Ãi(λu, Š
∗
u−)
∣∣∣≤U(Š∗

u−)(1+λ−γ
u

)φL(λ )≤U(Š∗
u−)(1+λ−γ

u
) (5.28)
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for some γ > 0 and positive function U(Š) verifying (5.11). We observe that

P

(
n2β |

m2

∑
j=m1

a∗
j
|> ε

)
= P

(
n2β |

m2

∑
j=m1

a∗
j
|> ε

)
≤ ε−1n2β

m2

∑
j=m1

Ea∗
j

by Markov’s inequality. Using the Chebychev inequality and then again the Markov inequality one gets

Ea∗
j
= E

(
υ∗2

j
1{∣∣∣υ∗

j

∣∣∣>δ
}
)
≤
√

Eυ∗4
j

√
P(|υ∗

j
|> δ )≤ δ−2Eυ∗4

j

≤ 9δ−2(1+λ−γ
u

)4(∆λ j)
4EU4(Š∗

u−)
3

∑
i=1

Z4
i, j.

Taking into account that all of Zi, j have bounded moments and using (5.28) we obtain

ε−1 n2β
m2

∑
j=m1

Ea∗
j
≤ 9Cε−1δ−2n2β

m2

∑
j=m1

(1+λ−γ
u

)4(∆λ j)
4,

which converges to 0 by Lemma 4.

Let us verify the limit of the sum of conditional variances E(υ∗2
j
|F j−1). Setting υ∗

i, j = Ã∗
i, j−1

Zi, j ∆λ j, one

obtains E
(

υ∗
1, jυ

∗
3, j|F j−1

)
= E

(
υ∗

2, jυ
∗
3, j|F j−1

)
= 0 since Z1, j and Z2, j are independent. It follows that

E(υ∗2
j
|F j−1) = E(υ∗2

1, j|F j−1)+E(υ∗2
2, j|F j−1)+E(υ∗2

3, j|F j−1)+2E(υ∗
1, jυ

∗
2, j|F j−1).

Observe that for Z ∼ N(0,1) and some constant a, E(Z |Z +a|) = 2Φ(a)− 1 and E (Z +a)2 − (E|Z +a|)2 =
Λ(a), where Φ is the standard normal distribution function and Λ is defined in (5.5). On the other hand, ∆λ j =

n−2β (1+o(1))µ̌ ρ
2

µ+1 λ
µ̂
j−1 by Lemma 4. So,

n2β E(υ∗2
j
|F j−1) = (1+o(1))µ̌ ρ

2
µ+1 λ

µ̂
j−1 L̃(λ j−1, Š

∗
t−j−1

)∆λ j.

Therefore, by Lemma 8, the sum n2β ∑
m2
j=m1

E(υ∗2
j
|F j−1) converges in probability to ς∗2(L) defined in (5.27).

Thus, nβ M ∗
m2

weakly converges to N (0,ς∗2(L)) throughout Theorem 4.

Step 2: Let us show that sup
ε>0

limL→∞ limsup
n→∞

P
(
|nβ M ∗

m2
−nβ Mm2

|> ε
)
= 0. To this end, recall that

φ̂(λ ,St) = φL(λ ) and hence, Ãi = Ai for i = 1,2,4 on the set {τ∗ = 1}. Then, the conclusion directly follows

from

P
(

nβ |M ∗
m2

−Mm2
|> ε

)
≤ P

(
nβ |M ∗

m2
−Mm2

|> ε,τ∗ = 1
)
+P(τ∗ < 1)

and (5.9). Moreover, taking into account that ς∗2(L) converges a.s. to ς2 as L → ∞, we conclude that nβ Mm2

converges in law to N (0,ς2), which completes the proof. ⊓⊔

Let us consider martingales of the following form, resulting from the approximation for Lépinette’s strat-

egy, M k = ∑
k
j=m1

(
A1, j−1 Z1, j +A2, j−1 Z2, j +A4, j−1 Z4, j

)
∆λ j. Their limiting variance is defined throughout the

function

L(λ ,x,y) = A2
1
(λ ,x,y)+A2

2
(λ ,x,y)+(1−2/π)A2

4
(λ ,x,y). (5.29)

The following result is similar to Proposition 4.

Proposition 5 Suppose that Ai = Ai(λ ,x,y), i = 1,2,4 and their first partial derivatives have property (H).
Then, for any fixed ρ > 0 the sequence (nβ M m2

) weakly converges to a mixed Gaussian variable with mean

zero and variance ς2 given by (5.25). The same property still holds if some (or all) of the functions Ai are

replaced by
∫ ∞

λ A0
i (z,x,y)dz.
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Proof The conclusion follows directly from the proof of Proposition 4 and the observation that EZ2
4, j =E(|Z1, j|−√

2/π)2 = 1−2/π, and E(Zi, jZ4, j) = 0, for i = 1,2 and m1 ≤ j ≤ m2. ⊓⊔
The remaining part of the section is devoted to prove main results following the scheme of [23]. Our first

step is establish the asymptotic representation at rate nβ for each term contributing in the hedging error. The

approximation procedure also provides the residual parts as discrete martingales for which, Propositions 4 and

5 will be applied to obtain the limit distribution at the last step.

5.6 Approximation for I1,n

The following approximation is obtained in [23].

Proposition 6 Let Ȟ =
∫ ∞

λ (z−1/2/2− z−3/2 ln(x/K))ϕ̃(z,x)dz and define

U1,k = ρ−1
k

∑
j=m1

σ(yt j−1
)St−j−1

Ȟ j−1 Z1, j ∆λ j, m1 ≤ j ≤ m2.

Then, under (C1) and (C2), P− limn−→∞ nβ
∣∣I1,n −2min(S1,K)−U1,m2

∣∣= 0.

Proof By (3.15), one represents I1,n as

I1,n =
∫ 1

0

σ̂2
t

S2
t−Ĉxx(t,St−)dt −

∫ 1

0

σ2(yt)S2
t−Ĉxx(t,St−)dt.

The last term is nβ negligible by (ii) of Lemma 2. To study the first integral let us introduce the function

A(λ ,x) = x2Ĉxx(t,x) and split it as

∫ 1

0

σ̂2
t

S2
t−Ĉxx(t,St−)dt =

∫ 1

0

σ̂2
t

S2
1−Ĉxx(t,S1−)dt +

∫ 1

0

σ̂2
t
(A(λt ,St)−A(λt ,S1))dt.

The first integral
∫ 1

0
σ̂2

t
S2

1−Ĉxx(t,S1−)dt almost surely converges to 2min(S1− ,K) faster than nr for any r > 0,

see [23]. Let us study the last term which describe jumps of A. Using the Itô Lemma for A(λt ,St)−A(λt ,S1),
we rewrite it as

ε1,n + ε2,n +
∫ 1

0

∫ 1

t
σ̂2

t
∂xA(λt ,Su−)σ(yu)Su−dW (1)dt, (5.30)

where

ε1,n :=
∫ 1

0

∫ 1

t
σ̂2

t
A1(λt ,Su− ,yu−)dudt and ε2,n :=

∫ 1

0

σ̂2
t

∫ 1

t

∫

R

Ā(λt ,Su− ,z)J(du×dz)dt

with

A1(λ ,x,y) = ∂tA(λ ,x)+∂xxA(λ ,x)σ2(y)x2, Ā(λ ,x,z) = A(λ ,x(1+ z))−A(λ ,x).

Then, the approximation procedure of Proposition 3 is used to get a discrete martingale approximation U1,m2
for

the Itô’s integral of (5.30).

Now, let us show that εi,n = o(n−β ), i = 1,2. In fact, ε1,n = o(n−β ) by (iii) of Lemma 2. The jump term ε2,n

can be represented as ε2,n =
∫ 1

0

∫
R

(∫ u
0 σ̂2

t
Ā(λt ,Su− ,z)dt

)
J(du×dz) by Fubini’s theorem [2]. Changing variable

v =
∫ 1

u σ̂2
t

dt as in (5.1), one gets

∫ u

0
σ̂2

t
Ā(λt ,Su− ,z)dt =

∫ λ0

λu

Ā(v,Su− ,z)dv := D(λu,Su− ,z)
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and hence, ε2,n =
∫ 1

0

∫
R

D(λu,Su− ,z)J(du×dz). On the other hand,

D(λu,Su− ,z) =
∫ λ0

λ
Ā(λu,Su− ,z) =

∫ S
u− (1+z)

S
u−

∫ λ0

λu

∂xA(v,x)dvdx.

Direct computation shows that ∂xA(v,x) = 2xĈxx(v,x)+x2Ĉxxx(v,x) and

Ĉxx(v,x) =
1

x
√

v
ϕ̃(v,x), Ĉxxx(v,x) =− 1

x2v
ϕ̃(v,x)

(
3

2

√
v+

ln(x/K)√
v

)
.

Denotting ϕ̃(v,x) = 1√
x
φ0(v)e

− ln2(x/K)
2λ with φ0(v) =

√
K
2π e−v/8 and using the fact that vke−v2/2 is uniformly

bounded for all k, one has |∂xA(v,x)| ≤C 1√
x
(1+ v−1)φ0(v), for some positive constant C. This estimate implies

that

|D(λu,Su− ,z)| ≤C

∣∣∣∣∣

∫ S
u− (1+z)

S
u−

1√
x

dx

∣∣∣∣∣×
∫ λ0

v
(1+ v−1)φ0(v)dv ≤Cϖ(z)φ̃0(λu)Su− , (5.31)

where

ϖ(z) = z1{z>0}+
1

(1−|z|)1/2
1{−1<z≤0}+1, φ̃0(λ ) =

∫ ∞

λ
(1+ v−1)φ0(v)dv. (5.32)

Clearly, φ̃0 and ϖ satisfy condition (5.19) of Lemma 3 hence, ε2,n = o(n−r) for any r > 0. ⊓⊔.

5.7 Approximation for I2,n

Proposition 7 Under (C1) and (C2), nβ I2,n converges to 0 in probability as n → ∞.

Proof We represent I2,n as

∫ 1

0

σ(yt)St−A(t)dW
(1)

t +
∫ 1

0

∫

R

zSt−A(t−)J̃ (dt ×dz) := b1,n +b2,n, (5.33)

where A(t) = Ĉx(ι(t),Sι(t))−Ĉx(t,St). We first claim that the Itô’s integral of (5.33) can be omitted by Lemma

1. To see this, it suffices to apply the Itô’s formula, one represents the difference At as

∫ t

ι(t)

(
Ĉxt(u,Su−)+σ2(yu)S

2
u−Ĉxxx(u,Su−)

)
du+

∫ t

ι(t)
Ĉxx(u,Su−)σ(yu)Su−dW

(1)
u

+
∫ t

ι(t)

∫

R

(Ĉx(u,Su−(1+ z))−Ĉx(u,Su−))J(dz×du)

In view of (3.12),

Ĉxt(u,x) =−1

2
σ̂2

u

(
2xĈxx(u,x)+ x2Ĉxxx(u,x)

)
:= σ̂2

u Ã(u,x). (5.34)

Therefore, b1,n equals the following sum

∫ 1

0

∫ t

ι(t)
σ̂2

u σ(yt)St− Ã(u,Su−)dudW
(1)

t +
∫ 1

0

∫ t

ι(t)
σ(yt)St−σ2(yu)S

2
u−Ĉxxx(u,Su−)dudW

(1)
t

+
∫ 1

0

∫ t

ι(t)

∫

R

σ(yt)St−(Ĉx(u,Su−(1+ z))−Ĉx(u,Su−))J(dz×du)dW
(1)

t . (5.35)

The first two integrals converge to 0 more rapidly than n−β by Lemma 1. Let us study the jump term in (5.35),

which will be denoted by an. Clearly, by the Fubini’s theorem an equals

∑
1≤i≤n

∫ ti

ti−1

∫

R

Ψ(u,Su− ,z)

(∫ ti

u

σ(yt)St−dW
(1)

t

)
J(dz×du), (5.36)
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where Ψ(u,x,z) := Ĉx(u,x(1+ z))−Ĉx(u,x). We prove that an = o(n−r) for any r > 0 following the demonstra-

tion of Lemma 3 with some modification. In particular, we decompose the sum in (5.36) into two parts: a1,n,
the first concerns the index i with m2 ≤ i ≤ n and the second one a2,n, which is the sum over the rest of index

i,1 ≤ i ≤ m2. Clearly, P(nr|a1,n|< δ )≤ P(N1 −Nt∗ ≤ 1) = 1− e−θ(1−t∗), which converges to 0.

To study the second one a2,n, we run again the argument used to to obtain the estimate (5.31). In particular,

|Ψ(u,x,z)| is bounded by φ1(λu)
∣∣∣
∫ x(1+z)

x
dx

x3/2

∣∣∣≤ φ1(λu)
√

xϖ0(z), where

φ1(λ ) =
√

K/(2π)λ
−1/2
t e−λ/8 and ϖ0(z) = 1+

1√
1+ z

1{−1<z≤0} (5.37)

Denote by ac
2,n the compensator of a2,n. Then, it is clear that

|ac
2,n| ≤ ∑

1≤i≤m2

∫ ti

ti−1

∫

R

|Ψ(u,Su− ,z)|
∣∣∣∣
∫ ti

u

σ(yt)St−dW
(1)

t

∣∣∣∣ν(dz)du

≤ ∑
1≤i≤m2

∫ ti

ti−1

φ1(λu)
√

Su−

∣∣∣∣
∫ ti

u

σ(yt)St−dW
(1)

t

∣∣∣∣du×
∫

R

ϖ0(z)ν(dz) (5.38)

It is important to highlight that Xu :=
√

Su−

∣∣∣
∫ ti

u
σ(yt)St−dW

(1)
t

∣∣∣may not be squared integrable. To overcome this

issue, consider the stopping time τ∗ defined in (5.7) for some L > 0. On the set {τ∗ = 1}, one has for u ∈ [ti−1, ti],

EX2∗
u = E

(√
S∗

u−

∫ ti

u

σ(y∗t )S
∗
t−dW

(1)
t

)2

≤ ES∗
u−

∫ ti

u

S∗2
t−dt ≤CL2n−1

and hence, EX∗
u ≤

√
EX2∗

u ≤CLn−1/2 by Cauchy-Shwart’s inequality. Therefore,

P(nr|ac
2,n|> δ ,τ∗ = 1)≤ nrδ−1 ∑

1≤i≤m2

∫ ti

ti−1

φ1(λu)EX∗
u du×

∫

R

ϖ0(z)ν(dz)

≤ nrδ−1CLn−1/2 ∑
1≤i≤m2

∫ ti

ti−1

φ1(λu)du×
∫

R

ϖ0(z)ν(dz)

≤ nrδ−1CLn−1/2
∫ t∗

0

φ1(λu)du×
∫

R

ϖ0(z)ν(dz) (5.39)

Now, taking into account
∫
R

ϖ0(z)ν(dz) < ∞ and
∫ t∗

0
φ1(λu)du rapidly converges to 0, one concludes that the

right side of (5.38) converges to 0 for any r > 0 and so is P(nr|ac
2,n|> δ ,τ∗ = 1). Noting that

P(nr|ac
2,n|> δ )≤ P(nr|ac

2,n|> δ ,τ∗ = 1)+P(τ∗ < 1)

and using (5.9) one obtains nrac
2,n → 0 in probability for any r > 0.

Now, putting α̃2,n = α2,n −αc
2,n, we need to show that P(nr|α̃2,n| > δ )→ 0. To this end, consider again the

stopping time τ∗ defined in (5.7) for some L> 0. On the set {τ∗= 1}, one has |Ψ(uSu−x,z)| ≤
√

S∗
u−φ1(λu)ϖ0(z),

where S∗
u− is the stopped version of Su− . Clearly, sup

1≤i≤n
sup

ti−1≤u≤ti
ES∗

u− |W
(1)

ti−1
−W (1)

u
|2 ≤Cn−1 for some pos-

itive constant C. It then follows by the Chebychev inequality that P(nr|α̃2,n|> δ ,τ∗ = 1)≤ n2rδ−2E α̃∗2
2,n, where

α̃∗2
2,n is obtained by substituting Su− by S∗

u− in the function Ψ(u,Su− ,z). Now, the well-known isometry for jump

integrals applying to α̃2,n = α2,n −αc
2,n implies that E α̃∗2

2,n is bounded by

∑
1≤i≤m2

E

∫ ti

ti−1

∫

R

|Ψ(u,S∗
u− ,z)|

2|W (1)
ti−1

−W (1)
u

|2ν(dz)du,
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which is smaller than
∫ t∗

0

φ 2
1 (λu)EX∗2

u du×
∫

R

ϖ2
0 (z)ν(dz)≤Cn−1

∫ t∗

0

φ 2
1 (λu)du×

∫

R

ϖ2
0 (z)ν(dz).

Again,
∫
R

ϖ2
0 (z)ν(dz)< ∞ by condition (C1). Therefore, for some constant depending on L,

P(nr|α̃2,n|> δ ,τ∗ = 1)≤C(L)n2rδ−2n−1
∫ t∗

0

φ 2
1 (λu)du×

∫

R

ϖ2
0 (z)ν(dz),

which converges to 0 for any r > 0. Letting now L → ∞ and using (5.9) we obtain that |α̃2,n| = o(n−r) for any

r > 0. By the same way, one can show that nrb2,n → 0 in probability for any r > 0 and the proof is completed. ⊓⊔

5.8 Approximation for I3,n

Proposition 8 Suppose that (C1) and (C2) hold. Then, for any r > 0, nr|I3,n| → 0 in probability as n → ∞.

Proof By (3.15), one has B(t,St− ,z) =
∫ S

t− (1+z)

S
t−

∫ v
S

t−
Ĉxx(t,u)dudv. Recall that Ĉxx(t,u) = u−1λ

−1/2
t ϕ̃(λt ,u) ≤

u−3/2φ1(λt), where φ1(λ ) =
√

K/(2π)λ
−1/2
t e−λ/8. Direct calculus leads to |B(t,St− ,z)| ≤ CS

1/2

t− φ1(λt)ϖ(z)
where ϖ(z) defined in (5.32). Therefore all assumptions in Lemma 3 are fulfilled and the conclusion follows. ⊓⊔

5.9 Approximation for Γn

Let us study the trading volume Jn. It is easy to check that for v ≥ 0, 1−Φ(v)≤Cv−1ϕ(v) and
∫ t∗

0 ϕ̃(λu,Su)du+∫ 1
t∗ ϕ̃(λu,Su)du almost surely converges to 0 more rapidly than any power of n. Therefore, one can truncate

the sum and keep only the part corresponding to index m1 ≤ j ≤ m2. Next, one can ignore jumps terms that

may appear in approximations via Itô’s formulas in the interval [t∗,1]. For convenience, let us recall here the

approximation result for Γn obtained in [23].

Proposition 9 Under conditions (C1)− (C2), the total trading volume Jn admits the following asymptotic form

Jn = J(S1,y1,ρ)+(U2,m2
+U3,m2

)+o(n−β ).

5.10 Proof of Theorem 1

By Propositions 6-9, the hedging error is represented as V n
1 − h(S1) = min(S1− ,K)− κΓ (S1− ,y1,ρ)+Mm2

,

where the martingale part of the hedging error is given by Mk =
1
2
U1,k−κ(U2,k+U3,k) and hence, the sequence(

nβ Mm2

)
converges in law to a mixed Gaussian variable by Proposition 4 and Theorem 1 is proved. ⊓⊔

5.11 Proof of Theorem 2

Suppose now that the Lépinette strategy γ̄n
t is applied for the replication problem. In the same principle one can

represent the corresponding hedging error as V̄ n
1
−h(S1) =

1
2
I1,n + Ī2,n − I3,n −κΓ̄n, where

Ī2,n = I2,n +∑
i≥1

∆Sti

∫ ti−1

0

Ĉxt(u,Su)du

and Γ̄n = ∑
n
i=1

Sti
|γ̄n

ti
− γ̄n

ti−1
| is the trading volume. Recall that I2,n est negligible by Proposition 7. Let us inves-

tigate the above sum. By (5.34), it can be represented as

∑
i≥1

∫ λ0

λi−1

Ã(u,Su)dv

∫ ti

ti−1

σ(yt−)St−dW (1)
t

+∑
i≥1

∫ λ0

λi−1

Ã(u,Su)dv

∫ ti

ti−1

zdSt− J̃(dz×dt)
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using the usual change of variable, where Ã defined in (5.34). Now, the approximation technique of Proposition

3 can be applied to replace the first sum by martingale U 2,m2
defined by

U 2,k = ρ−1
k

∑
j=m1

σ(yt j−1
)St−j−1

Yj−1 Z1, j ∆λ j, m1 ≤ k ≤ m2

and Y (λ ,x) =
∫ ∞

λ z−3/2 ln(x/K)ϕ̃(z,x)dz. On the other hand, one obtains the same estimate (5.31) for the inte-

grand, which implies that the second sum can be omitted at order nr for any r > 0 by Lemma 3.

Now, approximation representation for the trading volume Γ n following the procedure in the approximation

of Γn. The following is established in [23].

Proposition 10 Under conditions (C1)− (C2),

P− lim
n→∞

nβ |Γ n −η min(S1,K)− (U 2,m2
+U 3,m2

)|= 0.

Hence, M m2
= U1,m2

+U 1,m2
−κ∗(U 2,m2

+U 3,m2
) is the martingale part of the hedging error for Lépinette’s

strategy, which can be represented in the form

M k = ρ−1
k

∑
j=m1

(A1, j−1Z1, j +A4, jZ4, j−1 +A2, j−1Z2, j)∆λ j

for explicit functions Ai holding the assumption of Proposition 5. Then, the convergence in law to a mixed

Gaussian variable of the sequence
(
nβ M m2

)
is guaranteed by Proposition 5 and hence, Theorem 2 is proved. ⊓⊔

5.12 Proof of Theorem 3

Note first that the approximation representation for the replication error is the same as in SVJ case, in particular,

approximations of Ii,n, i = 1,2,3 are the same since martingale sums are resulted from Itô’s formula in one

dimension case. The only difference is that in finding the limit of the total transaction costs one has replaced

St−j−1
and yt−j−1

by terminal values S1− and y1− . Now, the two-dimension version of Itô’s formula applied for the

difference provides sums concerning to the dynamics of yt . Using the elementary of Poisson process one can

ignore the jump part of yt in the time interval [t∗,1]. Hence, the martingale approximation for this difference is

the same as in SVJ case. However one needs to check the integrability of αi(t,yt), i= 1,2. For this aim, condition

sup
0≤t≤1

Ey2
t <∞ is needed but this is fulfilled under condition (C3) together with the linear growth and Lipshitz

properties of these coefficients, see Appendix C. ⊓⊔

6 Conclusion

Diffusion-based stochastic volatility models well account for volatility clustering, dependence in increments and

long term smiles and skews but can not generate jumps nor realistic short-term implied volatility patterns. These

shortcomings can be fixed by adding jumps into the model. There are two possible ways to emerge jumps into

stochastic volatility models: adding an independent jump component to the return or in the volatility process

itself. We showed that jumps in such frameworks do not affect asymptotic property of the replication error in

approximate hedging with transaction costs. The results established in the present note is general enough for

practical purposes.

It should be mentioned that in [29,30], the authors studied the asymptotic property of hedging error resulting

from discrete delta hedging in exponential Lévy models without transaction costs. More precisely, they showed

that the normalized hedging error converges stably in finite-dimension laws to an explicit variable. This result

was applied to a problem of hedging a discontinuous payoff option in Merton’s jump-diffusion model. However,

they left the jump residual as an unhedgeable term even in sense of approximate hedging.
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For future directions, it would be interesting to investigate the problem of approximate hedging options

which are written on multiple assets where jumps are allowed. In the absence of jumps in the price processes, a

such study has appeared in [24] and hence, it is reasonable to believe that jumps influence can be also removed

in the limiting property of the hedging error in multiple frameworks. Another interesting problem is to study

asymptotic properties of jump risk in small transaction costs models. In fact, when κ = κ0n−α for 0 < α < 1/2

the complete replication can be obtained with a better convergence for both Leland and Lépinette strategies [23].

For α = 1/2, the classical form of volatility should be applied to get the complete replication. Such extensions

are in progress research.

Appendix

A Auxiliary Lemmas

Lemma 4 There exist two positive constants C1,C2 such that

C1 n−2β ρ
2

µ+1 ν0(l∗)≤ inf
m1≤ j≤m2

|∆λ j| ≤ sup
m1≤ j≤m2

|∆λ j| ≤C2n−2β ρ
2

µ+1 ν0(l
∗), (A.1)

where ν0(x) = x(µ−1)/(µ+1). Moreover,

∆λ j = n−2β ρ
2

µ+1 ν0(λ j−1)(1+o(1)) and ∆λ j (∆ t j)
−1/2 = ρ(1+o(1)). (A.2)

Proof It follows directly from relation (5.1). ⊓⊔
Lemma 5 For any K > 0 and 0 < t ≤ 1, P(St = K) = 0.

Proof We prove that for 0 < t ≤ 1 and any real number a, P(ψt = a) = 0, where ψt =
∫ t

0 bt dt+
∫ t

0 σ (ys)dW
(1)
s −

1
2

∫ t
0 σ2 (ys)ds+∑

Nt
j=1 ln(1+ξ j) . Indeed, one can represent W

(1)
t = ρBt +

√
1−ρ2Zt , where Bt is the Brownian

driving yt and Z is another Brownian independent of B. Now, conditionally on the Brownian B and jump terms

∑
Nt
j=1 ln(1+ξ j), ψt is a Gaussian variable. ⊓⊔

Lemma 6 For any ε > 0 and K > 0, limsup
v→1

P
(
infv≤t≤1 | ln(St/K)| ≤ ε

)
= 0.

Proof Let η be some positive number. Clearly, the above probability is bounded by

P( inf
v≤u≤1

| ln(St/K)| ≤ ε,N1 −Nv = 0, | ln(S1/K)|> η) (A.3)

+P(| ln(S1/K)| ≤ η)+P(N1 −Nv ≥ 1).

Let us show that the probability in (A.3) is equal to zero for v sufficiently close to 1. On the set {N1 −Nv = 0},
we have ln(St/K) = ln(S1/K)−ψt , where ψt = − 1

2

∫ 1

u
σ2(s)ds+

∫ 1

u
σ(s)dWr(s). We can check directly that

ψ∗
r (v) = sup

v≤u≤1
|ψr(u)|→ 0 a.s. as v→ 1. So, if | ln(S1/K)|> η then for v sufficiently close to 1 and v≤ u≤ 1,

|ln(St/K)|= |ln(S1/K)−ψt | ≥ ||ln(S1/K)|−ψv| ≥
1

2
|ln(S1/K)|> η/2.

Therefore, for η > 2ε , one obtains infv≤u≤1 | ln(St/K)| ≥ η/2 > ε and so, the first probability in (A.3) is equal

to 0. On the other hand, P(N1−Nv ≥ 1) = 1−e−θ(1−v) → 0 as v → 1. Letting now η → 0 we get P(| ln(S1/K)| ≤
η)→ P(S1 = K) = 0 in view of Lemma 5 and hence Lemma 6 is proved. ⊓⊔
Lemma 7 Suppose that A = A(λ ,x,y) and its partial derivatives ∂λ A,∂xA,∂yA verify condition (H). Set

rn = sup
(z,r,d)∈[l∗,l∗]×B

(
|∂λ A(z,r,d)|+ |∂xA(z,r,d)|+ |∂yA(z,r,d)|

)
,

where B = [Smin− ,Smax− ]× [ymin− ,ymax− ] with

Smin− = inf
t∗≤u≤t∗

Su− , Smax− = sup
t∗≤u≤t∗

Su− , ymin− = inf
t∗≤u≤t∗

yu− , ymax− = sup
t∗≤u≤t∗

yu− .

Then, limb→∞ limn→∞P(rn > b) = 0.
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Proof See Lemma A.4 in [23] with remark that the left continuity of St− and yt− gives the same argument. ⊓⊔

Lemma 8 Suppose that A = A(λ ,x,y) and its first partial derivatives have property (H). Set A(λ ,x,y) =
∫

λ A(z,x,y)dz and Ã(λ ,x,y) = A
2
(λ ,x,y). Then, for any γ > 0,

P− lim
n→∞

∣∣∣∣∣
m2

∑
j=m1

λ
γ
j−1Ã(λ j−1, Št−j−1

)∆λ j −
∫ ∞

0
λ γ Ã(λ , Š1−)dλ

∣∣∣∣∣= 0,

where Št = (St ,yt). The same property still holds if A(λ ,x,y) = A(λ ,x,y) or the product of these above kinds.

Proof See Lemme A.5 in [23]. ⊓⊔

B Some moment estimates

Lemma 9 Let yt is some Itô’s process and St be the asset process given by

St = S0 exp

{∫ t

0
bt dt +

∫ t

0
σ (ys)dW

(1)
s − 1

2

∫ t

0
σ2 (ys)ds

} Nt

∏
j=1

(1+ξ j) ,

where Nt is a homogeneous Poisson process with intensity θ independent of (ξ j) j≥1, a sequence of i.i.d. vari-

ables. We assume that the jumps ingredient (ξ j) j≥1, Nt are independent of the Brownian motion Wt and of that

of yt . If b and σ are two bounded functions then, for any m > 0,

ESm
t ≤C(m)exp{θ t(E(1+ξ1)

m −1)}, for all t ∈ [0,1],

where C(m) is some constant depending on m.

Proof Let us represent St = b̃tEt(σ)Xt with Xt = ∏
Nt
j=1 (1+ξ j) and

b̃t = S0e
∫ t

0 bs ds, Et(σ) = exp

{∫ t

0
σ (ys)dW

(1)
s − 1

2

∫ t

0
σ2 (ys)ds

}
.

By hypothesis, the stochastic exponential Et(σ) is a martingale with expectation 1, indepedent of Xt . Therefore,

ESm
t ≤CEE m

t (σ)EXm
t since sup

0≤t≤1
b̃m

t ≤C. Because σ is bounded one has

EE
m

t (σ) = EEt(mσ)e(m
2−m)/2

∫ t
0 σ2(ys)ds ≤C EEt(mσ) =C.

On the other hand, using the usual conditioning technique gives

EXm
t = E

Nt

∏
j=1

(1+ξ j)
m = exp{θ t(E(1+ξ1)

m −1)},

which implies the desired conclusion. ⊓⊔

Lemma 10 Under the assumptions of Lemma 9, for 0 ≤ u ≤ v ≤ 1,

E(Su −Sv)
2 ≤C|u− v|,

for some constant C.
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Proof For 0 ≤ u < v ≤ 1, put b̃v/u = e
∫ v

u bs , Xu/v = ∏
Nv
j=Nu+1 (1+ξ j) and

Ev/u(σ) = exp

{∫ v

u
σ (ys)dW

(1)
s − 1

2

∫ v

u
σ2 (ys)ds

}
.

Then, Ev/u(σ) and Xu/v are independent and

sup
0≤u≤v≤1

(EE
2
v/u

(σ)+Ee2
∫ v

u bs)< ∞ (B.1)

since b ans σ are bounded. Denote δ = θ(v−u). It is easy to check that

E(Xu/v −1)2 = eδ (Eξ1+Eξ 2
1 )−2eδEξ1 +1. (B.2)

Let us first show that E(Xu/v −1)2 ≤Cδ , for some constant C. Obviously, for any finite interval [a,b], |ex −1| ≤
Cx by Taylor’s approximation. From condition (C3), Eξ 2

1 < ∞. Now, if Eξ1 = 0 then E(Xu/v−1)2 = eδEξ 2
1 −1 ≤

Cδ . Similarly, in case Eξ1+Eξ 2
1 = 0 one has Eξ1 6= 0 and hence E(Xu/v−1)2 = eδξ1 −1 ≤Cδ . Lastly, if both of

Eξ1 and Eξ1 +Eξ 2
1 are non zero one can estimate E(Xu/v −1)2 by |eδ (Eξ1+Eξ 2

1 −1|+2|eδEξ1 −1| ≤Cδ . Using

the same argument one can easily prove that

E(Eu/v(σ)−1)2 ≤Cδ and E(b̃v/u −1)2 ≤Cδ 2. (B.3)

Clearly, E(Su −Sv)
2 = ES2

uE
(

Sv
Su
−1
)2

and

(
Su

Sv

−1

)2

≤ 2
(

b̃2
v/u

(Eu/v(σ)−1)2 +(b̃v/u −1)2 + b̃2
v/u

E
2
u/v

(σ)(Xu/v −1)2
)
. (B.4)

By Lemma 9, sup
0≤u≤1

ES2
v < ∞. Now, taking expectation in (B.4) and using (B.1), (B.2) and (B.3) one obtains

the conclusion. ⊓⊔

C Stochastic differential equations with jumps

In this section we recall the basic result in the theory of stochastic differential equations with jumps (SDEJ) of

the form

dyt = α1 (t,yt )dt +α2 (t,yt )dWt +dζt , (C.1)

on the time interval [0,T ] with initial value y0, where ζt = ∑
Nt
j=1 ξ j is a compound Poisson process independent

of the Brownian motion W and Ey2
0 < ∞.

Theorem 5 Suppose that αi, i = 1,2 are locally Lipshitz and linearly bounded functions and Ey2
0 < ∞. Assume

further that jump sizes of ζt have finite second moment. Then, there exists a unique solution yt to (C.1) with

initial value y0 and

E( sup
0≤t≤T

yt)
2 <C(T )(1+Ey2

0)< ∞. (C.2)

Furthermore, for any 0 ≤ s ≤ t ≤ T , there exists a positive constant C such that

E|yt − ys|2 ≤C|t − s|. (C.3)
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Proof The existence and uniqueness of the solution follows by adapting the classical method used for SDEs, see

for instance Theorem 2.2 in [10]. To prove (C.3), we note that

E|yt − ys|2 ≤ 3E

(∫ t

s
α1 (u,yu)du

)2

+3

∫ t

s
Eα2

2 (u,yu)du+3E

(
Nt

∑
j=Ns+1

ξ j

)2

By the linear boundedness of α1,α2 and (C.2) one gets

E

(∫ t

s
α1 (u,yu)du

)2

≤C|t − s|
∫ t

s
(1+Ey2

u)du ≤C|t − s|2.

Similarly, Eα2
2 (u,yu)du ≤C

∫ t
s (1+Ey2

u)du ≤C|t − s|. To compute E
(

∑
Nt
j=Ns+1 ξ j

)2

we apply the conditioning

technique to get E
(

∑
Nt
j=Ns+1 ξ j

)2

≤ λ |t − s|Varξ1 +(Eξ1)
2(λ |t − s|+λ 2|t − s|2) and the conclusion follows. ⊓⊔
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space. Séminaire de Probabilités 39, Lecture Notes in Mathematics 1874. Springer, Berlin, 171–196 (2006)

3. Barndorff-Nielsen, O.E., Shephard, N.: Non-Gaussian Orstein-Uhlenbeck based models and some of their uses in financial mathematics.

J. Royal Stat. Soc. B 63, 167–241 (2011)
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