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WITH DISCONTINUOUS FLUX REVISITED

B. ANDREIANOV AND D. MITROVIC

ABSTRACT. We propose new entropy admissibility conditions for multidimen-
sional hyperbolic scalar conservation laws with discontinuous flux which gener-
alize one-dimensional Karlsen-Risebro-Towers entropy conditions. These new
conditions are designed, in particular, in order to characterize the limit of van-
ishing viscosity approximations. On the one hand, they comply quite naturally
with a certain class of physical and numerical modeling assumptions; on the
other hand, their mathematical assessment turns out to be intricate.

The generalization we propose is not only with respect to the space dimen-
sion, but mainly in the sense that the “crossing condition” of [K.H. Karlsen,
N.H. Risebro, J. Towers, Skr. K. Nor. Vid. Selsk. (2003)] is not mandatory for
proving uniqueness with the new definition. We prove uniqueness of solutions
and give tools to justify their existence via the vanishing viscosity method, for
the multi-dimensional spatially inhomogeneous case with a finite number of
Lipschitz regular hypersurfaces of discontinuity for the flux function.
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2 B. ANDREIANOV AND D. MITROVIC

1. INTRODUCTION
Conservation laws of the form
Opu + divef(t, x,u) = S(¢t, %, u) (1)

serve as mathematical models for one-dimensional gas dynamics, road traffic, for
flows in porous media with neglected capillarity effects, blood flow, radar shape-
from-shading problems, and in several other applications. The multi-dimensional
conservation law also appears in coupled models, although in this case the regularity
of the flux function f in (¢, x) is often not sufficient to develop a full well-posedness
theory. The mathematical theory of (1) is very delicate because, in general, even
for regular data classical solutions need not to exist; on the other hand, weak
(distributional) solutions are, in general, not unique. The classical theory is best
established for Cauchy and boundary-value problems in the case where f is Lipschitz
continuous in (¢,x) and uniformly locally Lipschitz continuous in u. The source S
can be assumed, e.g., Lipschitz continuous in « uniformly in (¢,x). In this case
the S.N. Kruzhkov definition of entropy solution in [30] and the associated analysis
techniques (vanishing viscosity approximation for the existence proof, doubling of
variables for the uniqueness proof) provide a well-posedness framework for (1).

1.1. Discontinuous-flux models and rough entropy inequalities. Local Lip-
schitz assumption on k — f(t, x, k) is natural in many applications, but the assump-
tion of regular dependence on the spatial variable x is very restrictive. Indeed, road
traffic with variable number of lanes ([17]), Buckley-Leverett equation in a layered
porous medium ([26, 6]), sedimentation applications ([20, 21, 15]) make appear
models with piecewise regular, jump discontinuous in x flux functions. The theory
of such problems, called discontinuous-flur conservation laws, has been an intense
subject of research in the last twenty years. The main goal of this research was to
design a suitable approach to definition and numerical approximation of entropy so-
lutions, in relation with the physical context of different discontinuous-flux models.
Speaking of “notion of solution” in this context, one usually means weak solutions
subject to some additional admissibility conditions, cf. [30].

Almost all admissibility conditions designed in the literature were confined to the
one-dimensional case. We mention here the minimal jump condition [23], minimal
variation condition and T'-condition [20, 21], entropy conditions [28, 1], vanishing
capillarity limit [26, 6], admissibility conditions via adapted entropies [10, 16] or
via admissible jumps description at the interface [2, 3, 22]. An extensive overview
on the subject as well as a kind of unification of the mentioned approaches in the
one-dimensional case was given in [9], where further references can be found.

Adimurthi et al. [2] observed that infinitely many different, though equally math-
ematically consistent, notions of solution may co-exist in the discontinuous-flux
problems; therefore the choice of solution notion is a part of modeling procedure
(see, e.g., [6] for an exhaustive study of the vanishing capillarity limits of the one-
dimensional Buckley-Leverett equation, where different sets of admissibility con-
ditions are put forward for different choices of physically relevant vanishing cap-
illarity). In the present contribution we limit our attention to characterization of
vanishing viscosity limit solutions for problems of kind (1); these approximations
were studied in a huge number of works (see, e.g., [23, 20, 21, 37, 38, 36, 28, 29, 11,
16, 35, 22]) including several works in multiple space dimensions ([25, 24, 8, 34, 14])
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and they remain relevant in several models based on discontinuous-flux conservation
laws.

The basis of the different definitions of admissibility of solutions is provided by
Kruzhkov entropy inequalities ([30]) in the regions of smoothness of the flux; the
main difficulty consists in taking into account the jump discontinuities of the flux.
To do so, for a quite general setting one may only assume that

for all k € R, §(.,., k) € BVi,o(IRT x R%). (2)

This rather weak regularity appears naturally e.g. in the study of triangular systems
of conservation laws (see [27] and references therein). In the framework (2), under
a non-degeneracy assumption of the fluxes k — f(t,x, k), existence of solutions
satisfying the family of entropy inequalities

Vke R |u—k| + divx (sgn(ufk)(f(t,x, u) —f(t, x, k))) —sgn(u—k)S(t,x,u)
< —sgn(u—k)(divef(t,x, k))* + |(divef(t, x,k))*| in D'(RS x R?) (3)
has been proved by Panov in [35] using vanishing viscosity method; here,
divxf(t, x, k) = (divkf(t, x, k))* + (divxf(t, x, k))®

is the Jordan decomposition of the Radon measure div«f(t,x, k) into its absolutely
continuous part and its singular part (cf. (17) below, for a particular but represen-
tative case). Let us stress that inequalities (3) use a roughly estimated contribution
of the jump singularities in the flux f, which turns out to be a serious obstacle for
proving uniqueness of solutions in the sense (3).

In order to explain this more accurately, let us consider the one-dimensional vari-
ant of (1) augmented with the initial conditions u|;—o = ug € L= (IR?). Condition
(3) is the general form of the Karlsen-Risebro-Towers admissibility condition (see
[37, 38, 28]; see also [36, 11]):

vk € [a,b] Oulu—k| + 0. {sgnlu — k) [H (@)(f ()~ (k) + H(~)(g(w)—g (k)] |
~[F(B)=g(B)ldo(x) <0 in D'(R* x R). (4)

This is precisely (3) written for the case with source S = 0 and flux f(¢,z;u) =
fw)H(x) + g(u)H(—x); here and throughout the paper,

H(-) =sgn*(-) is the Heavyside function;

Jdo is the Dirac measure concentrated at 0, i.e., 6o = H' in D'(IR).
The advantage of definition of solution by the family of inequalities (4) lies in a
simple and natural existence and stability proof. Using the vanishing viscosity

approximations of (1) for which existence is easy even in the discontinuous-flux
setting, one readily obtains for the corresponding solutions u. the inequalities

Orfue— | + 0, {sn(ue— k) [H (@) (f () — £ (1) + H (~2)(g(u) — g (k)| }
—sgn(uc(t,0)—k)(f(k)—g(k))do(7) < €0pz|uc—k| in D'(IRT x R), (5)

a.e. on (0,7). Roughly estimating the contribution of the term concentrated on
{z = 0}, we can pass to the limit and get (4). In a similar way, stability of solutions
in the sense (4) under a.e. convergence can be justified.
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Concerning the question of uniqueness of solutions admissible in the Karlsen-
Risebro-Towers sense, the following facts are known:

e Given a datum wug, uniqueness of an admissible solution in the sense (4) to the
above problem holds true, provided f, g satisfy the crossing condition

flu) =g(u) <0< f(v) —g(v) = u<w (6)

on the shape of the fluxes f and g. For the proof, see Towers [37, 38] (see also
[36]) for the case where the fluxes f, g have no crossing points in (a, b); see Karlsen,
Risebro and Towers [28] for general uniqueness argument under assumption (6).

o If the crossing condition (6) fails, then at least for some initial data there exist
more than one admissible solution in the sense (4), see [9, Sect.4.7].

Several attempts were made already to improve the Karlsen-Risebro-Towers con-
ditions. Let us mention here the following directions.

1. In the work [31], the idea was to use a transformation of the original equation (cf.
[34] and [14]) in order to enforce the crossing condition for the fluxes depending on
the transformed unknown; yet such transformation is often artificial with respect
to the underlying model.

2. In [22, 9, 8] the crossing condition was dropped.

(2a) In [22], a new version of the T'-condition on the solution jumps was proposed,
under which the uniqueness proof was achieved without the crossing condition.
Admissible solutions were characterized in terms of generalized Oleinik jump in-
equalities.

(2b) A different though equivalent to [22] admissibility condition was proposed in
[9, 8] in terms of the wvanishing viscosity germ Gyy recalled in § 2.3 below. It
was shown that Gy y-entropy solutions are always unique, regardless the shape of
the fluxes. The way to express this admissibility condition is rather tricky. For
a straightforward approach put forward in [9], one uses intricate interface cou-
pling conditions. Alternatively, a carefully selected family of adapted entropies (see
[12, 10] and [16]) can be used to characterize admissible solutions, in the place
of the classical Kruzhkov entropies exploited in (4). Neither the coupling condi-
tions encoded in the germ Gy, nor the associated choice of adapted entropies are
self-evident; their relation to the vanishing viscosity approximation follows from a
lengthy analysis of possible viscosity profiles.

To sum up, none of the aforementioned approaches of admissibility is as intuitive
and appealing as (3) or (4). In the present paper, our goal is to give a definition
of solution to (1) which, similarly to the definitions (3) or (4), could be seen as a
natural one and that would lead to well-posedness without assuming the crossing
condition. Notice that in passing, we give an equivalent and somewhat more natural
characterization of Gyy-entropy solutions of [9, 8].

1.2. Singular values of u and refined entropy inequalities. The idea of this
paper is to strengthen the definitions of [28, 35] by suggesting a finer way to take
into account the contribution of the flux jumps into the entropy inequality. To
explain the idea, we go back to the general framework (2); in this case, we suggest
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to replace (3) by the following less restrictive inequalities:

Vke R |lu—k|; + divx<sgn(u7k)(f(t,x,u)ff(t,x,k)))
< —sgn(p, —k)divyf(t, x, k) in D'(RT x RY) (7)
where p,, is some globally defined Borel function satisfying the property
Py = u a.e. with respect to the Lebesgue measure. (8)

Introducing everywhere defined p, means that we tacitly assign a value to u also
on the singular set! of (¢,x) where the flux (¢,x) ~ f(t,x, k) experiences jumps or
Cantor-type singularities. In the sequel, we will say that p, encodes the singular
values of u.

Remark 1. Let us present several observations concerning p,,.

(i) Introduction of unknown singular values p,, on the jump manifolds ¥ may appear
as a naive attempt to resolve the difficulty of definition of solution: indeed, in
general these values cannot be observable.

(ii) Yet from the modeling viewpoint, existence of singular values p, on ¥ can be
put in relation with the fact that the vanishing viscosity approximation ensures
global continuity of the approximate solutions u.. This approximation is suitable
for models where the solution is expected to be continuous across ¥ at a finer spatial
scale, undergoing rapid transition of interface layer kind. Such fine-scale continuity
assumptions are also natural in numerical approximation and modeling: we refer
to [19] for an early work based on this idea, and to [7] for a deeper discussion of a
wide class of related modeling hypotheses.

(iil) In practice, whenever the values of approximate solutions u. on a jump manifold
Y of the flux (¢,x) — f(¢,x, k) happen to exhibit a non-oscillatory behavior, one
obtains p, on ¥ as the pointwise limit of u.|y, for some vanishing sequence of e.
Mathematically, a priori justification of strong convergence of u.|y to some limit
Py seems out of reach even when strong compactness of (uc)e in Lllo . topology is
easy to justify.

(iv) It is also clear that singular values p,, need not be uniquely defined with respect
to the Hausdorff measure on ¥ in its natural dimension d: to observe this, in is
enough to consider the simplest case of converging one-dimensional viscosity profiles
that may provide a continuum of different values for p,,. Proposition 1 suggests some
canonical choice of p,.

1.3. A brief description of technical ideas and obtained results. Through-
out the paper we assume that

at a.e. point of ¥ (with respect to the d-dimensional Hausdorff measure),
> is not orthogonal to the direction of the time axis.

9)

As a matter of fact, we are not able to suggest technical tools that would permit
to exploit definition (7) in the general setting (2),(9) neither in view of existence nor

IThe literature on discontinuous-flux problems concentrates on the case where the union in
k € IR of the sets of singularities of (¢, x) — divxf(¢,x, k) is of Lebesgue measure zero, typically it
is a locally finite union ¥ of hypersurfaces in IR x IR?. In this case one can say that u is defined
on the set of full measure excluding singularities, and p,, extends u to the singular set 3.
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in view of uniqueness of solutions. The results of this note only concern the prac-
tical case of piecewise Lipschitz, jump discontinuous across a union X of Lipschitz
hypersurfaces, and genuinely nonlinear fluxes.

In this case, firstly, we are able to prove uniqueness of admissible solutions in
the sense (7),(8) without any artificial condition on the flux crossing. Uniqueness
result for solutions in the sense of (7),(8) is based upon consideration of constraints
that are imposed by inequalities (7) on the couple (u~,u")(to,xo) of one-sided
traces of a solution u at a point (tp,X9) € ¥ where 3 (called interface in the
sequel) is a jump discontinuity hypersurface of a piecewise smooth flux function
(t,x) — §(t,x, k) and u~,u™ are strong one-sided traces of the admissible solution
u in the sense of Definition 1. The traces can be seen as limits, in an appropriate
sense, of u((to,xo) £ hv|x(to,X0)), as h | 0. Here, v|x(to, X0) is a normal vector to
3 with some orientation fixed by the choice of local coordinates in a neighbourhood
of (to,x0), and one can also define the traces of flux functions

FECo k) = Hm (- & b (), k). (10)

The essence of the uniqueness argument is to justify the fact that in the global
Kato inequality for two solutions v and v, which formally reads

O|u — v| + divk (sgn(u —v)(f(t,x,u) — f(t, %, v)))
< Llu—v| + IT'HYs in D'(R" x RY),

1= {sgn(ut = o")(FF (- ut) = 7 (o)
—sgn(u” = v ) (uT) = () b (),

the contribution of the interface term I on the right-hand side is non-positive. Here
’Hd|z is the d-dimensional Hausdorff measure supported on the interface X, and L
is the uniform in (¢,x) Lipschitz constant of the source term S(¢,x,-). The non-
positivity of I follows indeed from the restrictions on u* imposed by (7), see § 2.2
(ct. [9]).

The genuine nonlinearity assumption on the flux, i.e., the assumption that for
every (&,€) in the d-dimensional unit sphere S?, there holds

for almost every (t,x) € IRt x IR?, the mapping
k— &k +&-§(t,x, k) is not constant on non-degenerate intervals,

(11)

is a technical hypothesis. It ensures existence of strong interface traces u* on 3, on
which our uniqueness proof heavily relies. While this property can be circumvented
in the space-time homogeneous setting of [9] and of many related references, in our
case it is essential. Indeed, our approach to existence of admissible solutions also
relies on existence of u*, but also on invariance of the considered class of equations
under variables’ changes. Therefore, we have to work with (¢, x)-dependent fluxes
(and with source terms); in this general setting, assumption (11) is the only known
condition that guarantees existence of traces (see [5] for more information on traces
of entropy solutions to an inhomogeneous conservation law).

Assumption (11) is essential for our existence proof also because it ensures com-
pactness of suitable vanishing viscosity approximations. It is standard, in this
context, to assume in addition some conditions that ensure existence of invariant
regions for (1); they are needed to obtain uniform L*° bounds on sequences of
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approximate solutions (see, e.g., [9, Sect.6]). Here, we take the simplest of such
assumptions that is:

Jla,b] C IR such that for a.e. t, f(¢,-,a) = const, §(t,-,b) = const,
for a.e. (t,x), one has S(¢t,z,a) > 0 and S(¢,z,b) <0, (12)
and the initial datum fulfills a < ug(-) <.

Assumption (12) ensures that u(t,x) = a (respectively, u(t, x) = b) is a sub-solution
(resp., a super-solution) to the Cauchy problem for (1) with initial condition wy,
thus (12) confines to the interval [a,b] the values of solutions (and also the values
of suitably constructed approximate solutions) we will consider.

We are able to prove existence of solutions defined by (7),(8) not by surpassing
the technical difficulty of passage to the limit in approximate entropy inequalities
(5) but using an indirect and rather lengthy argument. This argument exploits the
idea of the existence proof in [8], developed in the simple case of a flat interface; see
Remark 2 for an explanation of this choice. The study of the flat case is combined
with appropriately chosen changes of variables and a principle of invariance of
(7),(8) under such variables’ changes (see in particular Proposition 2). We are able
to include changes of variables that are singular in a neighbourhood of (d — 1)-
dimensional singularities such as intersections of different d-dimensional interfaces.
As a typical and illuminating example, we consider the case of interface ¥ C IRt x IR
consisting in two Lipschitz curves merging into one.

1.4. Outline of the paper. The paper is organized as follows. In Section 2 we
treat the case that is fundamental for our techniques. More precisely, in this section
we deal with multi-dimensional scalar conservation laws in heterogeneous setting,
with a source term but with a single flat discontinuity interface 3. Definition of
solution admissibility is stated in § 2.1 and further discussed in § 2.5. Uniqueness
of an admissible solution to the Cauchy problem is proved in § 2.2, then a different
proof expoiting the machinery of [9, 8] is sketched in § 2.3. Existence is justified
in § 2.4, with an explicit construction of p, in terms of interface traces u® of the
vanishing viscosity limit u.

Section 3 deals with the general geometry of jump discontinuity interfaces of the
flux fin (1). In § 3.1, we sketch the uniqueness argument, explain and motivate the
existence strategy. In § 3.2, we give main details on the idea of a global singular
change of variables that permits to reduce the case of flux § with Lipschitz jump
discontinuity manifolds of rather general form (possibly curved, intersecting, and
closed) to the locally flat case with singularities that can be ignored. With minor
modifications with respect to § 2.4, existence in this locally flat case is justified. In
§ 3.3, examples of changes of variables satisfying the general assumptions of § 3.2
are presented. In addition, in § 3.4 we briefly describe an alternative construction
of solutions where regular local changes of variables are pieced together using a kind
of partition of unity. In Remark 3, we underline the fact that in both approaches, a
viscosity approximation adapted to interface geometry is essential for the existence
proof.

For readers’ convenience, let us point out that Definition 1 with well-posedness
results of Theorems 1,2 summarize our work for the model case with flat interface.
For the general case of piecewise Lipschitz, jump discontinuous in (¢,x) flux f,
Theorem 3 (see also the conclusion of § 3.4) provides a set of sufficient conditions
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under which the new interpretation (7),(8) of equation (1) leads to well-posedness
of the Cauchy problem.

2. NEW ADMISSIBILITY CONDITIONS FOR MULTIDIMENSIONAL HETEROGENEOUS
SCALAR CONSERVATION LAWS WITH A FLAT DISCONTINUITY

This is the fundamental section, indeed, all the other situations that we can
resolve are reduced, at least locally, to the Cauchy problem investigated here.

2.1. Definition of solution and interface traces. Consider the problem
Opu + div(F (t,x,u)H (z1) + F(t,x,u)H(—z1)) = S(t, x,u), (13)
uli=0 = uo, (14)

where F = (Fy,...,Fy) : RY x R? x [a,b] - R? and G = (Gy,...,Gq) : RT x
R x [a,b] — IRY. This is (1) with the flux given by

f(tvxa') :F(t,X,~)H(£L’1)+G(t,X,-)H(*l‘1). (15)

We will assume that the flux and the source S satisfy the compatibility conditions
at k = a and k = b, as required in assumption (12). We also assume that

the fluxes F, G are globally Lipschitz continuous in all variables,

the source S is globally Lipschitz continuous in u € [a, b]. (16)

Here and in the sequel of this paper, &1 = (z2,...,z4). The unique interface (jump
discontinuity hypersurface) for the flux (15) is given by

Y= {(to,o,jlo) |t0 S ]R+,j10 S Bd_l}.

Throughout this section, somewhat abusively we denote by (¢, %) both the points
of ¥ with coordinates (¢, #19) and the points of IR x IR? with coordinates (tg, 0, #10).

As explained in the introduction, the main goal of this paper is to propose and
justify, by proving well-posedness results, the following definition.

Definition 1. We say that a function u € C(IRT; L}, .(IRY)) taking values in [a,b]
is an entropy admissible solution to (13), (14) if uw(0,-) = wg and there exists a

function py : [0,T] — [a,b] such that Yk € [a,b]
Belu—k| + divyc {sgn(ufk) (H(:cl)(F(t, x,u)— F(t,x, k) (17)
+ H(~a1)(G(tx,uw) =Gt x, k) ) b = sgn(u— K)S(t,x,u)
+sgn(u — k) (H(:Ul) divy F(t,x, k) + H(—x1) dive G(t, %, k))
— sgn(py(t, 21)—k)(Fi(t,x, k)= G1(t,x,k))do(z1) < 0 in D'(RT x RY).

To shorten the calculations, in the sequel we will assume S = 0; the general case
is obtained with the help of the Gronwall inequality. The technique of the proofs
of this section readily extends to a locally finite number of flat, possibly crossing
discontinuity surfaces, but we will stick to the case of one interface ¥ = {z; = 0}.
Let us stress that presence of a source term S and of multiple flat discontinuity
hypersurfaces is required in order to reduce the case of curved, crossing or closed
interfaces considered in Section 3 to the case of flat interfaces investigated in the
present section.



SCALAR CONSERVATION LAW WITH DISCONTINUOUS FLUX REVISITED 9

Clearly, inequalities (17) (with S = 0) in the one-dimensional situation imply
the Karlsen-Risebro-Towers inequalities (4), therefore it is natural to expect that
the uniqueness becomes easier to justify, while existence proof will present new and
considerable difficulties. Indeed, in the present section we will show that

e an admissible solution in the sense of (17) is unique, with a rather standard
proof involving a tedious case-by-case study;

e the standard vanishing viscosity method converges towards this solution,
with a quite indirect proof based upon construction of viscosity profiles.

Both results are achieved by looking at the values of one-sided traces of the solutions
on the interface, so we start by defining these traces and giving sufficient conditions
for their existence.

Definition 2. We say that an integrable function W admits left trace W~ and
right trace W+ on ¥ = {x1 = 0} if there exist functions W* : RT x R™! s IR
such that for every ¢ € C.(IRY™1) there holds

lim |W(t,%h, &) — WE(t, &1)|@(t, &1)dtdi, = 0. (18)
h—0" J R+ x Rd-1
While general L*>° functions do not admit such traces, local entropy solutions of
conservation laws admit traces in the sense (18) under additional, not very restric-
tive technical assumptions. Under assumption (11) on the flux (15), the arguments
from [33] provide existence of traces to local Kruzhkov entropy solutions to (13) in
the non-homogeneous situation as well (see also [5]). Indeed, while the proof from
[33] is given for case where the flux does not depend on time or space variables
(i.e. it is homogeneous), its arguments extend to the general, piecewise Lipschitz
(t,x)-dependent setting with condition (11) (see in particular [5]). Let us mention
in passing that in one dimensional homogeneous situation, the linear degeneracy of
fluxes can also be treated via introduction of “singular mappings” that have traces
in all cases (see [9]) or by considering traces of the flux and of entropy fluxes instead
of the traces of the solution itself (see [31]).
Throughout this section, we will denote by u™ (t9,xo), respectively u™ (¢, xo),
the left trace, respectively the right trace at (to,x0) € ¥ of an admissible solution u
0 (13). We readily derive the Rankine-Hugoniot conditions for admissible solutions.

Lemma 1. Let u be an admissible solution to (13), (14) in the which admits left
and right strong traces at the interface ut and u™, respectively. Then, for H%-a.e.
point (tg,Xo) € X, there holds

F1 (th X0, U’+(t05 XO)) = Gl (t07 X0, ’U,+(t0, XO)) (19)
Proof: Taking k = a then k& = b in the entropy inequalities (17), one deduces the

weak formulation of (13). Then it is enough to test this weak formulation of (13)
on the function of the form 7 = pup, p € CL(IRT x IRY), where py, is given by

+(z1 +2h), a1 € [~2h, —h]

1, x € [—h, h]
X) = 20
tn(x) %(2h—x1), x1 € [h, 2h) (20)
07 |1'1| > 2h’a

which can be taken for test function by approximation. After letting h — 0, we
reach to identity (19) in D’(X); since both sides of (19) are bounded functions, the

identity also holds pointwise, H%-a.e. on 3. a
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2.2. A uniqueness and L' contraction proof. We prove the following result.
Let B(0,R) = {z € R¢||z| < R}.

Theorem 1. Assume that the fluz (15) satisfies (11),(12),(16). Let u,v be two ad-
missible solutions to (13) with source S = 0 and initial data ug and vy, respectively.
Then, for every R >0, T > 0 there exists C > 0 such that

T
/ / lu(t, ) — v(t, z)|dedt < T/ |uo(x) — vo(x)|da. (21)
o JB(O,R) B(0,R+CT)

Notice that the order-preservation result (ug > vg implies u > v) can be proved
in the same way. The first proof given below is a self-contained case-by-case study.
The second proof that will be sketched in § 2.3 establishes the equivalence between
our new definition and the definition of Gy v -entropy solution (see [9, 8]) for which
uniqueness follows readily from the general theory developed in [9] (see also [22]).

We start as in the proof of Lemma 1, but using the entropy inequalities with
general k. Namely, insert into (17) the function ¢ = up¢, where ¢ € C} (Ri) while
wn is given by (20). Letting h — 0, due to arbitrariness of ¢, as in Lemma 1 we
reach to the following relation for almost every (to,x¢) € £

sen(ut — k) (Fy(to, %o, u™) — Fy(to, X0, k))
—sgn(u” — k)(G1(to, %0, u™ ) — G1(to, X0, k)) (22)
+ sgn(py — k) (F1(to, x0, k) — G1(to, X0, k)) <0,
where for the sake of brevity, we write
pu(to,Xo) = pu, u' (to,Xo) =ut, u (to,x0) =u .
Notice that in the passage to the limit, we used continuity of the maps

(t,x,z) =~ sgn(z — k)(F(t,x,2) — F(t,x,k)
(t,x,2z) = sgn(z — k)(G(t,x,2) — G(t,x, k).

Remark that if
k> max{u®,u”,p} or k <min{ut, u",p}

then the left-hand side in (22) is equal to zero according to the Rankine-Hugoniot
relation (19). Now, we make precise the information contained in the other possible
cases where (22) holds true. To shorten the statements like (19),(22) in the sequel
we will use the notation

f() := Fi(to, %0, ) and g(-) := G1(to, X0, *)- (24)

Case I: ut <u.

o ut <u~ < p,, where two different cases occur:

ut <u” <k <p,, which implies f(k) < g(k); (25)

ut <k <wu” <p,, which implies f(k) < f(u™). (26)
o ut < p, <u", where we also have two possible cases:

ut <p, <k <wu, which implies g(k) < g(u™); (27)

ut <k <p,<u, which implies f(k) < f(u™). (28)

e p <ut < wu~, here we have the following alternative:

p<u't <k <wu", which implies f(k) < f(u™); (29)
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p<k<u" <wu", which implies g(k) < f(k). (30)

Case II: u~ <ut.

e u~ <ut < p,, where we have one of the two situations:

u” <u' <k <p,, whichimplies f(k) < g(k); (31)
u” <k<u' <p,, which implies glu™) < g(k). (32)
o u~ < p, <ut, where the alternative is:
u” <py, <k<u', which implies f(u") < f(k); (33)
u” <k <p,<u’, which implies g(u~) < g(k). (34)
e p, <u~ <ut, where we have the last two possibilities:
pu <u” <k <u', which implies f(u™) < f(k); (35)
pu <k <u” <u', which implies g(k) < f(k). (36)

Now, we are ready to give a proof of the uniqueness result of Theorem 1.

Proof: The main part of the proof consists in derivation of the Kato inequality:
for every ¢ € CH(IR* x R?),

/ {|u—v|<pt + sgn(u —v)((F(t,x,u) — F(t,x,v))H(x1) (37)
Rt x R4

+ (G(t,x,u) — G(t,x, v))H(fml)) . ch}dxdt > 0.

The classical doubling of variables technique of [30] ensures that (37) holds for
¢ € CH(IR* x IRY)\X). Therefore, given an arbitrary v € C}(IR* x IR?), inequality
(37) is satisfied with the test function ¢ = (1 — up )1, where py, is defined by (20).
Letting h — 0, we get

/ {|ufv|1/)t+sgn(uf’u) ((F(t, x,u)—F(t,x,v))H(x1) (38)
R+ x R4
—i—(G(t,x,u)—G(t,x,v))H(—acl))Vw}dxdt
Z/E<fsgn(u+fv+)(F(to,xo,u+)fF(t0,x0,v+))
+Sgn(u77v*)(G(to,xo,u*)fG(to,xo,v*)))w(to,xo)d:fclodto

= /E A, %) (o, x0)b(to, x0)ding dfo, X0 = (0, F10).
Now, we prove that the integrand A(u®,v*) (that is a short-cut notation for
Al(tg, x0,u*(to,%o), v (t9,X0))) in the right-hand side of the latter expression is
greater than or equal to zero, for almost every (to,xo) = (¢,0,219) € X. The proof
is tedious and it is accomplished by considering numerous different possibilities
depending on pointwise relations between the values u®, v* and p,, p,.

Concerning the relation between u* and v*, we see that, according to the
Rankine-Hugoniot conditions, the quantity A(ui, vi) can be non-zero only when

v >v andut <ot or wT <v and ut >oT, (39)

(the proof is the same as in Cases 1-5 in the proof of [28, Theorem 2.1]). On the
other hand, the two cases from (39) are symmetric since A(u®,v*) = A(vt,u®),
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and therefore their analysis is the same. Thus, it is enough to prove the inequality
A(u®,v¥) > 0 whenever the first relation from (39) is satisfied. We proceed by
considering the following possible sub-cases:

Case 1: ut <ot <v” <u”
Case 2: ut <o <ot <u”
Case 3: v <ut <ot <u”
Case 4: vT <ut <uT <ot
Case 5: v <u <ut <ot

Notice that, according to the disposition of u* and v* and the Rankine-Hugoniot
condition (19), one has

Au*,vF) = —sgn(ut —v ") (f(u™) = f(01)) + sgn(u”—v7)(g(u™)—g(v7))
= fu") = f(v) +g(w) —gv7) = 2(f(u™) = f(vT)) = 2(g(u™) — g(v7)).
Thus, we aim to prove that in each case of the above list, there holds
ft) = F) >0 or g(u)—g(v7) > 0. (40)

Since u,v € L>®(IR* x IR?) are two admissible solutions to (13), we consider
two functions p,, and p, from Definition 1 representing the singular values on X
corresponding to u and v, respectively.

Case 1  For almost every fixed (tg,%o) € X, we have the following possibilities.
o ut <vt <ov™ <u™ <pu
The conclusion follows by taking k& = v* in (26).
o ut <ot <p,<u:
The conclusion follows by taking k& = v* in (28).
o ut <p,<v-<u":
The conclusion follows by taking k = v~ in (27).
o pu<ut<ovt<ov <u:
The conclusion follows by taking k = v~ in (29).
Case 5 This case is symmetric with the previous one. We simply need to consider
the position of p, instead of p, and to apply (31)—(36) instead of (25)—(30).

Case 2 We have the following possibilities.
o ut <vT <ot <u” <pu

The conclusion follows by taking k = v* in (26).
o ut <v  <vt<p, <u:

The conclusion follows by taking k = v* in (28).
o ut <v™ <p, <vt <u:

Here, we must involve the position of p,. First, recall that from (27) and (28)
g(k) < g(u™), Vk € [pu,u”]
fk) < f(u®), Vk € [u",pd].

Now, we have the following possibilities.
ut <o~ Spugv—i_ < Do

From (32) (applied on v) and (41), we have g(v™) < g(pu) < g(u™) which
is (40).

(41)
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out<oT <py <py <ot <um.

From (34) and (41), we have g(v™) < g(p.) < g(u™).
- wt <vT <py <pu <ot <u.

From (33) and (41), we have f(v1) < f(py) < f(u™).
: vaU_SPuSU+<U_-

From (35) and (41), we have f(v") < f(pu) < f(u™).

o ut <p,<v” <vt<u:

The conclusion follows by taking k = v~ in (27).
e py<ut<vt<vT <uT:

The conclusion follows by taking k = v~ in (29).

Case 4 This case is symmetric with the previous one. We simply need to consider
the position of p, instead of p,, and to apply (31)—(36) instead of (25)—(30) or vice
versa, when needed.

Case 3 We have the following possibilities.
o v <ut <vt <u™ <pyu
In this case, the first relation in (40) follows by taking k = v in (26).
o v <ut < vt <p, <u:
In this case, (40) follows from (28) by taking k = v™ there.
o v <ut <p, <vt <u:
We must involve the position of p, again. We have the following possibilities.

v <ut <p, <ot <um <p,.
From (32), on v, it follows g(v~) < g(p,) while from (41), g(p,) < g(u™).
Thus, (40) follows.
v <ut <p, <vt<p,<u.
The situation is the same as the previous one.
covT <ut <py <py <ot <um.
From (34), on v, and (41), it follows g(v™) < g(p,) < g(u™) which is (40).
. Uf<u+§pv§pu§’0+§'ui-
From (33) and (41), it follows f(v") < f(pu) < f(u™) which is (40).
v" <p, <ut <p, <ot <un.
Relation (40) follows as in the previous case.
- pp<vT <ut <p, <ot <w.
From (35) and (41), it follows f(v") < f(pu) < f(u™).
e v <p,<ut<vt<u:
Relation (40) follows from (29).
o p.<v <ut <vt <u:
The conclusion is the same as in the previous item.

From the above considerations, we conclude that in all possible cases, there holds
A(u®,v¥) > 0. This means that the Kato inequality (37) holds. From here, the

proof of the theorem follows in the standard way, see [30, 9]. a

2.3. Uniqueness via reduction to Gyy-entropy solutions. It is possible to
reduce uniqueness proof to the setting of [9, 8]. Indeed, in these papers uniqueness
of so-called Gy y-entropy solutions has been proved. Here, given an ordered couple
of continuous functions (f,g) on [a,b], the vanishing viscosity germ Gyy is the
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subset of [a,b]? given by: (u=,ut) € Gyv if g(u™) = f(ut) =: s and

either u= = ut,
or u~ < ut and there exists
g(z) > s for all z € [u—,u°],

°¢cu, + h that
U [u u ]SUC a {f(z)zsfor all z € [anqu]a (42)

or u~ > ut and there exists
g(z) < s forall z € [u®,u™],

u® € [u~,u"] such that
| ] {f(z)gsfor all z € [u™,u].

This set is called the wvanishing viscosity germ associated with the couple (f,g).
We refer to Diehl in [22] for an equivalent description of the set Gyy in terms of
Oleinik-kind inequalities. Then, Gy -entropy solutions are defined as follows.

Definition 3. We say that the function u € L= (IR x IRY) represent Gyv -entropy
solution to (13), (14) if
e (17) holds when tested on functions ¢ € CH((IR* x IRY)\ ¥);

e for a.e. (to,xo) €Y, left u=(to,xo) and right u*(to,xo) traces of u on ¥ are such

that (u™ (to,xo),u" (to,%0)) belongs to the vanishing viscosity germ associated with
the couple (f,g) given by f : u— Fi(to,x0,u), g:ur— Gi(to,Xo,u).

Then it is not difficult to check that a solution is admissible in the sense of
Definition 1 if and only if it is a Gyy-entropy solution. Indeed, one can take for
pu(to,Xo) in (17) the value u°(to,x¢) associated with the couple (u™,u™)(to, %) in
definition (42) of Gy v, and vice versa. The complete verification involves essentially
the same case studies as in the direct uniqueness proof developed in the previous
section, therefore we omit these details.

2.4. The existence proof. Recall that we assumed that the confinement prop-
erty (12) holds, and that equation (13) is genuinely nonlinear in the sense (11).
These properties imply that the family of vanishing viscosity approximations for
(13),(14) (i-e., solutions of (44) below with initial condition (14)) is [a, b]-valued
and that it is strongly precompact ([35]); moreover, the corresponding limit admits
strong traces at the interface ¥ (cf. [5]). Recall that we assume that F, G are given
Lipschitz functions on IRt x IR? x [a,b]. In addition, for the proof of existence we
assume that

duF, 0,G are Lipschitz continuous in (¢, z), H%a.e. on . (43)

This rather strong, but not restrictive in practice assumption simplifies the proof be-
low; mere continuity and even a uniform in k Lebesgue-point property of 0, F(+, -, k),
0uG(-, -, k) at H%a.a. point of ¥ would be enough for the technique of the proof
to work.

Let u be constructed as an accumulation point, as € — 0, of vanishing viscosity
approximations (u.).. The essence of the existence proof consists in construction
of a function p,, on ¥ in order to justify that u is an admissible solution of (13),(14)
in the sense of Definition 1. We will need several auxiliary statements before the
conclusion can be given. First, we have two lemmas that permit to extract infor-
mation on u = lim._,g u. from existence of a suitable family of vanishing viscosity
profiles (R, ). with prescribed traces of R := lim._,o R. on 3. We start by justifying
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a Kato inequality for u. and R., where R, solves an auxiliary equation with frozen
coefficients. Recall that we assumed S = 0.

Lemma 2. Assume that in a neighbourhood V (ty,xo) of a point (to,%x¢) € X, the
family of functions (uc). in L?(0,T; H} (IRY)) satisfies equations

Opue + divy (H (21)F(t,x,ue) + H(21)G(t, %, ue)) = eAu, (44)

in the sense of distributions. Assume that the family of L*(0,T; H} (IR%)) functions
(R:)e takes values in [a, b], has its variation is uniformly bounded by a constant M,
and R, satisfies

Ot R +divyk (F(to, Xo, RE)H(ﬂCl) + G(to, X, RE)H(fﬂCl)) = eAR, (45)

in the same neighbourhood V (to,xo) of (to,Xo) in the sense of distributions.
Then, the following Kato-type inequality is satisfied:

O¢|ue — Re| + div, (sgn(uE—Ra)((F(t, x,ue)—F(t,z, Re))H (1) (46)
+(G(t, x,ue) —G(t, z, Ra))H(—acl))) < 7e(t, x) + eAlue — R

in the sense of distributions in V (to,Xo), where (V:)e s a family of Radon measures
in V(to,xo) verifying

Ye(t,x) < C([t — to] + [x — x0]) (do(21) + r<(t,x)) + C. (47)

Here the uniform in € constant C' depends on the Lipschitz constant of F, G, 0, F
and 0,G; while (r.): s a family of Radon measures with total variation in V (to, xo)
bounded by M, uniformly in €.

Remark 2. The analogous result can be stated for a discontinuous flux f having a
general Lipschitz jump manifold X. In this case, one has to assume that R verify in
V(to,%0) the viscous conservation law with flux coefficients f* from (10) frozen at
the point (¢g,Xg) on each side from the jump manifold ¥. Sometimes such profiles
R, can be constructed, which may involve a source term S; in the right-hand side
that accounts for the curvature of ¥, see [8] and § 3.1 for more information. But in
general, the construction of R, with some prescribed piecewise constant behaviour,
as € — 0 (this is needed in Lemma 3 below) is very delicate when ¥ is not flat; while
one-dimensional profiles R, with S, = 0 are readily constructed for a flat interface.
Therefore, in this paper we will stick to the basic choice R. = R(") for a flat
boundary ¥ = {(¢,x) |21 = 0}, at a price of rectification arguments developed in
Section 3 for reduction of curved manifolds ¥ to the flat case.

Proof: First, we subtract (45) from (44), in the resulting expression we add and
subtract the measure

divy (F(t,x, Re)H (21)+G(t, z, R:)H(—x1)) .
We get
B(ue — R.) + divy [(F(t, x,u.) — F(t,x, R))H (1)
— (G(t,x,ue) — g(t, %, Ra))H(—xl)}

+div, (F(t,x, Re)H(z1) + G(t,x, R-)H(—x1))
— div, (F(to, Xo, Ra)H(xl) + G(to, Xo, Ra)H(—Il)) = EA(ua — RE)
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This equality is understood in the distributional sense in V(¢g,%g). Due to the
L2(0,T; H () regularity of u., R., proceeding by approximation we can multiply
this expression by ¢sgn, (u. — R.) where sgn,, is a Lipschitz regularization of sgn
and ¢ is a localizing test function. Classical chain-rule and passage-to-the-limit in
the regularization parameter o arguments apply (see, e.g., [32, 18]). In this way,

we obtain in D'(V (¢, Xg)) the following Kato-like inequality:
O¢|ue — Re| + div, [sgn(ua — R.)((F(t,x,us) — F(t,x, R:))H (z1)
(Gt x,us) — Gt x, RE))H(—xl))} < |we| + eAlu — R.,

We 1= divx[(F(t,x, R.) — F(to, %o, RE))H(ml)]

+ divx[(G(t,x, R.) — G(to, X0, RE))H(—ml)]
If we denote 7. = |we|, we obtain (46); it remains to estimate ..

We get the bound (47) by computing w. explicitly. First, we estimate the jump
term coming from the differentiation of H(%x1), keeping in mind that R, is contin-
uous across > due to its Hlloc regularity in space. Because F(t,x, k) — F(to, X0, k),
G(t,x, k) — G(to, %0, k) are Lipschitz continuous functions of (¢,x, k) taking value
zero at (t,x) = (to,Xo), the contribution of the jump term is upper bounded by
Cdist((t,x), (to,xo)) do(x1). Next, we focus on the terms coming from the dif-
ferentiation of F(t,x, R.) — F(tg, X0, R:) (the contributions of the analogous term

with G are estimated in the same way). We get the term divy F'(¢,X,7)|,—r_(t,x)
bounded by the Lipschitz constant of F' and the term

VR.(t,x) - (0uF(t, x,7) — 0, F(to, X0, r)) lr=R. (t,%)

estimated by r. = |V R,| times the modulus of continuity of 9, F, 9,,G (that is how
the distance between (¢, x) and (tg,Xo) enters the bound (47)). By assumption, 9, F,
0, G are Lipschitz continuous and the integral of r. is bounded by the constant M.
This leads to (47) and concludes the proof of the lemma. a

Next, we infer at the limit € — 0 some information on traces of v = lim._,g u.
that can be extracted from information available for the traces of R = lim._,q R,:
Lemma 3. Let V(tg,x0) be a neighbourhood of (tg,xo) € X. In addition to the
assumptions and notations of the previous lemma, assume
o u. — u while R. — R a.e. in V(tg,Xo);
e u and R admit strong left and right traces u~ and R~, and u* and RT, respec-
tively, defined on ¥ NV (tg,Xo);
e and (to,Xo) is the Lebesgue point of uy and of Ry on X.

With the notation f,g introduced in (24), writing u* for u*(tg,xo) and R* for
R*(to,x0), there holds

sgn(u” — RT)(f(u™) — f(RT)) — sgn(u” —R7)(g(u”) —g(R7)) < 0. (48)

Proof: We first let € — 0 in (46), using the a.e. convergence and uniform bound-
edness of uc, R as well as (47). We find that in D’(V (to,x0)), there holds

Oulu — R| + div, (sen(u—R)((f(t,x,u)~ f(t,%, B)H(w1) (49)

+(g(t.x,w)—g(t,x, B))H(==1)))
< O(|t = to| + |x — x0|) (6o(z1) + 7(t,x)) + C.
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Here, r is a measure defined as a weak-* limit, along a subsequence, of the bounded
sequence (r:). of Radon measures defined in Lemma 2. Now, proceeding by ap-
proximation with C¢° functions we test (49) with (¢, x) = @(t, £1)un(x1), where
the function py, is defined by (20) and ¢ is regular, such that for A small enough, 7y,
is a Lipschitz function supported in V (¢, X¢). By letting h — 0, using the existence
of one-sided strong traces uy, Ry of u, R on ¥ we get (with x = (0,1))

/E Qﬁ(t, X) (Sgn(qu (tv X) - RJF (tv X))(F(tv X, UJF (tv X)) - F(ta X, RJr (tv X)))dtdil
— /2 o(t, x)sgn(u~ (t,x) — R~ (t,x))(G(t,x,u™ (t,x)) — G(t,x, R~ (t,x))))dtdz

< / C (|t — to| + |x — x0)(1 + M)(t, x)dtdi1 .
b

Indeed, the contribution of the term C to the right-hand side vanishes as h — 0
and the contribution of the measure r(t,x) is estimated via the bound M on its
total variation.

By taking for ¢ an approximation of the Dirac measure concentrated at (to,Xo)
taking into account the fact that (tg,xo) is the Lebesgue point of the functions w4
and Ry, we get the desired result. a

To continue, we need two more lemmas. The first one provides a rough in-
formation on interface traces u™ of u, in the spirit of [28]. The second one uses
(48) of Lemma 3 to describe more precisely the couples of possible interface traces,
ensuring existence of a suitable value p,, to be used in (17).

Lemma 4. Assume that u is an L}, -limit (along a subsequence) of the family (u.).
of solutions to (44), and it admits strong one-sided traces u™ on %, as defined above.
With the notation of Lemma 3, the Rankine-Hugoniot condition g(u™) = f(u™)

holds, moreover, for all k € [a,b] there holds
sgn(u™ — k) (f(u™) = f(k)) —sgn(u™ = k)(g(u™) — g(k)) < [f(k) —g(k)[.  (50)

Proof: The passage to the limit in the weak formulation (44) ensures that v is a
weak solution of (13), therefore the Rankine-Hugoniot condition (19) of Lemma 1
holds. Moreover, the following (rough) entropy inequality (which is precisely (3)
written for the case of equation (13), see also (4)) holds for every k € [a, b]:

ylu — k| + div (sgn(u B (F(t,x,u) — F(t,x, k) H(x1) (51)
+ (Gl x,u) = G(t,x, k) H(~21)))

+ sgn(u — k) (H(ml) divy F(t, %, k) + H(—z1) dive G(t, %, k))
<|Fy(tx, k) — G1(t,x, k)|do(z1),

in the sense of distributions. To prove (51), following [30] and [35] it is enough to
multiply (44) by a regularization of sgn(u. — k) (cf. the proof of Lemma 2) with
the rough estimation of the measure term charging ¥; then to let € — 0 along the
subsequence such that u. strongly converges toward the function w. Then, taking
in (51) test functions pp(z)€(t,x) with & € D(X) and pp, given by (20), letting
h — 0 one finds that (50) holds in D’(X). The left-hand side of (50) being an
L*°(¥) function, (50) also holds pointwise, a.e. on X. a
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Lemma 5. Assume that u is an L}, -limit (along a subsequence) of the family (u.)-
of solutions to (44), and it admits strong one-sided traces u™ on %, as defined above.
Given He-a.e point (ty,Xo) € X, let f,g and u* be defined as in Lemma 3.

Then there exists a measurable function p, : ¥ — [a,b] such that for He-a.e.
(to,x0) € X, the value p, = py(to,Xo) satisfies

sgn(u’ — k)(f(u®) = f(k)) —sgn(u” — k)(g(u™) — g(k))
+sgn(pu — k)(f(k) — g(k)) <0, (52)
and p,, lies in the (closed) interval with the endpoints u™ and u™.

Proof: Fix (tg,xo) € X, a Lebesgue point of traces u® defined on ¥. We will
define pointwise p,(tg, Xo); observe that the construction given below is based on
a case study of inequalities for functions f = F(tg,xo,), g = G(to,Xo,-) that
depend continuously on (tg,xo); therefore it provides a measurable function p,
defined on ¥. To simplify the analysis, assume that u™ > u~; the other case
is symmetric. Remark that it is enough to prove (52) for k € [u™,u™]| since for
other values of k the result is evident. Indeed, if k¥ ¢ (u~,u") then with any
choice of p, € [u™,uT], inequality (52) follows from the Rankine-Hugoniot relation
fw™) = g(u™) of Lemma 4.
We have the following cases:

o If the crossing condition (6) is satisfied for the couple of functions (f,g) on the
interval [u~,uT], then we define p,(ty,xo) (denoted p, in the sequel) by

wt, ()2 g(k) VE € u,ut)

pui=um, f(k) < g(k) k€ [um,u)

u®, ifu® € (u,u") is a crossing point of f and g.

Indeed, due to the crossing condition (6) the above choice yields

sgn(py — k)(f (k) — g(k)) = —|f(k) — g(k)],
which reduces (52) to the already proved property (50).
e Assume next that the couple of functions (f,g) does not satisfy the crossing
condition (6), but there exists some intersection point (denoted again u°) such that
g(u™) < g(k) ke u,u,
flwh) < flk), keu’ut)
Then we can still proceed as above, taking p, = u°.

e Now, if none of the above possibilities holds, then there exists a crossing point
u’® € (u,u") of f and g such that there exist k_ € (u—,u°), ky € (u°,u™)
satisfying
g(u™) > glk-) and f(u®) > f(ks). (53)
We will prove that this case is impossible, arguing by contradiction. First, notice
that it holds:
g(u™) = f(u®) < f(u®) = g(u). (54)
This relation is obtained by putting & = u° in (50) and using the Rankine-Hugoniot

relation of Lemma 4. From (54) and the assumptions (53), we see that we can choose
values k= € [k_,u°) and kT € (u°, k4] such that

g(k™) = f(kT) < f(u") = g(u™) < g(u®) = f(u®); (55)
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moreover, we will take
k™ = max{ ke (u,u®): glk) <max{g(k-), f(ki)} },

K =min{ k€ (u,ut): f(k) < max{g(ho), f(ki)} |-

Now, using the procedure from the proof of [9, Proposition 5.1], we argue that
there exists a stationary solution to (45) R. under the form of one-dimensional
profile R(Z) satisfying

lim R(z)=k~, lim R(z)=k", R(0)=u’. (56)

zZ——00 z—+400

_JRY(z), =z2<0

where R! and R are solutions to the ODEs
(R =g(k™)—g(R"), (R") =f(R")— f(kT)

respectively, with the initial data R'(0) = u® = R"(0). Remark that this does
ensure R!'(—oc) = k~ and R"(+00) = kT. Indeed, according to the choice of k~
and kT, there holds g(R') — g(k~) > 0, R' € (k—,u°], and f(kT) — f(R") < 0,
R" € [u° k). This actually means that R' will decrease from 0 to —oo until it
asymptotically reaches the stationary point k£~ of the corresponding ODE; while
R™ will decrease from 0 to co tending to k7.

This construction provides R € C(IR) NC*(IR\ {0}) and thus the corresponding
rescaled profile R. belongs to L2 (IR*; H. (IR?)) and it is readily checked that it
represents a solution to (45) in the sense of distributions. Remark that such (R;)e
is a family of functions of uniformly bounded variation; in view of the explicit
formula (56), R. converges to R(z1) = k= for 1 < 0, and to R(z1) = kT for
21 > 0. Therefore the family of functions (R, ). satisfies conditions of Lemmas 2,3
with S. = 0, the corresponding traces RT of R = lim._,g R. being equal to k*.
The family (u.). satisfies as well the assumptions of these lemmas, therefore we
conclude from (48) (recalling the meaning of notation for f,g, u*, R*) that the
following relation holds

sgn(u’™ — ET)(f(ut) — f(k*)) —sgn(u™ — k7 )(g(u™) —g(k7)) <0.
Since u~ < k™ <kt < ut, this reduces to
Fu®) +g(u™) < fFED) +g(k7),

which contradicts (55) implying that case (53) is not possible. This concludes the

Indeed, R is given by

proof. a

Now, it is easy to prove existence of the entropy admissible solution to (13), (14).

Theorem 2. Let (11),(12),(16) and (43) be fulfilled. Then, there exists a solution
u to (13), (14) in the sense of Definition 1.

Proof: Existence of weak solutions to (44) in L? (IR*; H. (IR?)) (as required
in Lemma 2) with a given initial datum ug can justified with rather classical ar-
guments. Let us give a very brief sketch of stages of one among many possible

construction arguments.
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e One can start with L2(IR?) data ug and construct solutions u. in the energy
space L2(0,T; H'(IR?)) with Galerkin approximations, see, e.g., [32] and references
therein, see also [9, Sect. 6.2].

e Further, assumption (12) along with the comparison principle for u. (that can be
proved as in [32, 18, 39, 13]) ensures the confinement property a < u. < b, which
yields the uniform L* bound on (uc)..

e Using, by approximation, the test function exp(—|z|)uc, one finds estimates on
ue in the space L2(0,T; H*(IR%,w)) for all T > 0, where H!(IR?, w) is the weighted
H' space with the norm defined by [|u]|? ,, := [pa exp(—|z|) (Ju|* + [Vu[?); as soon
as uo remains [a, b]-valued, these estimates do not depend on ||uol|z2(re)-

e With a.e. approximation by [a, b]-valued L?(IR?) functions, using space and time
compactness that follows from the above uniform estimates and the variational for-
mulation of (44) in (L2(0,T; H'(IR%, w)))" (cf., e.g., [32]), one can extend the solu-
tion construction to any [a, b]-valued ug and get solutions u. € L%(0,T; H'(IR?, w)).
Clearly, these solutions lie in L? (IR*; H} (IRY)).

loc loc

Then, (11) guarantees existence of an accumulation point u of (uc)e, as € — 0,
thanks to strong precompactness theorems ([35], see also [4]).

By construction, the result of the previous lemma can be applied to u. It is not
difficult to check that the function p, defined in the previous lemma and the strong
limit u of (u.). the vanishing viscosity approximations of (44) with fixed initial
datum wug satisfy conditions of Definition 1.

Indeed, given k € [a,b], denote by Lj the element of the dual of C} (IRt x IR?)
defined by the left-hand side of (17). For any nonnegative compactly supported
function p € C*(IRT x IRY), using yy, defined by (20) we have:

Li(t,2)(¢) = Li((1 = pn)p) + Li(png)- (57)

The first summand in the right-hand side of (57) is less than or equal to zero due
to (51), since the truncation function (1 — py) is supported on a subset of IRT x IR?
where the left-hand sides of (51) and (17) coincide. Further, due to existence of
traces u and to the continuity of the maps (23) the limit as A — 0 of the second
summand in the right-hand side of (57) can be written as

/ Ay (to, x0)¢(to, Xo) dtodio
)
which is non-positive, since the quantity

Ay(to, o) = sgn(u (to, x0) — k) (f (u™ (to, x0)) — f(k))

—sgn(u” (to,x0) — k)(g(u™ (to,%0)) — g(k)) + sgn(pu(to, x0) — k)(f (k) — g(k))
is non-positive due to inequality (48) proved in Lemma 5. Thus, as h — 0 we find
that Ly is a non-positive distribution, which proves (17). a

2.5. Remark to the definition of admissibility. Let us underline that a short-
coming of the admissibility concept of Definition 1 is that the singular values given
by a function p, : IRT — [a,b] are not explicitly determined on the set ¥, see
Remark 1(iv). To weaken this indetermination, let us show that the function p,, on
3 can be chosen so that it takes values only from the set of the crossing points of
the fluxes f, g defined in (24) (observe that a, b always belong to the set of crossing
points, due to assumption (12)). Indeed, we have
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Proposition 1. Assume that the function u : IRY x IR — [a,b] represents an en-
tropy admissible solution to (13), i.e., (17) holds with some H%-measurable function
pu on X. Then there exists another He-measurable function p, : ¥ — [a,b] such
that for He-a.e. point (tg,Xo) € ¥, one has

Pulto, Xo) € Clto,%0) = {k € [a,b] : Fi(to,xo,k) = G (to, %o, ) },
such that (17) is still satisfied with this new function p,.

Proof: Notice that it is enough to prove that there exists required function p,,
such that (52) holds for the right and left traces u* and u~, respectively, of the
function u. Since v~ and ut must satisfy (19), we have the following possible
situations (H%-a.e. point of (ty,X¢) € ¥ being fixed in the arguments that follow),
classified as in the case study (25)—(36):

Case 1: ut <u~.

o ut <u” < py.

From (25) and (26) we see that instead of p,, we can take u® € C such that it is the
minimal element from C satisfying u® > p,,.

eut <p,<u".

From (27) and (28) and the Rankine-Hugoniot conditions, we see that there exists
u° € C such that u™ < u°® <wu~. Such u° can be taken instead of the given p,.

o pu <ut <u.

From (29) and (30) we see that instead of p, we can take u® € C such that it is the
maximal element from C satisfying u® < p,,.

Case 2: u~ <u™.

e u” <ut <p,.

From (31) and (32) we see that instead of p, we can take u® € C such that it is the
minimal element from C satisfying u® > p,,.

ey <p, <u'.

From (33) and (34) and the Rankine-Hugoniot conditions, we see that there exists
u® € C such that ut <u° < u~. Such u° can be taken instead of the given p,.
ep, <u” <u'.

From (35) and (36) we see that instead of p,, we can take u® € C such that it is the
maximal element from C satisfying u® < p,,.

This concludes the proof, the value p, being re-defined in each case by p, :=
u® € C. Observe that the measurability of the so re-defined p, follows from the
continuity of F7,G; as functions of (tg,Xp) € ¥ and from measurability of the traces

u* and of the original function p,, defined on X. a

3. PIECEWISE REGULAR DISCONTINUOUS-FLUX CAUCHY PROBLEMS

Clearly, the flat case of the previous section is a model case. More realistic prob-
lems of the kind (1) can present flux discontinuities along multiple curved, possibly
intersecting hypersurfaces: one example is the case of flows in a homogeneous porous
medium with inclusions of another homogeneous porous medium. In this section,
we justify well-posedness of (1), (14) in the case where the discontinuity interfaces
3 are not necessarily flat, with two different approaches to construction of solutions
under ad hoc technical restrictions on the singularities of the flux f.
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3.1. Guidelines for extension of well-posedness results. First, let us explain
why the uniqueness proof is generalized in a straightforward way, and what are the
difficulties of the existence proof and the ideas to overcome these difficulties.

We start with state-of-the-art observations. Approaches to uniqueness and exis-
tence in the case of multiple, non-flat and possibly crossing jump manifolds 3 of the
flux f have already been developed (in the setting of the Karlsen-Risebro-Towers
definition, [28]; and in the setting of Gyy-entropy solutions, [8]). In a part, they
can be exploited with our new definition (7),(8).

e Both the definition of admissible solution and the uniqueness proof of the flat
case are easily extended to the setting of piecewise Lipschitz regular, genuinely
nonlinear fluxes with a locally finite number of jump discontinuities along Lipschitz
hypersurfaces (see [8], see also [28]).

For instance, following the approach of § 2.3, one readily extends the definitions
to the case of a curved interface X: it is enough to replace the couple (f,g) =
(F1,G1) in Definition 3 by the couple of normal flux functions with coefficients
frozen at (tg,Xo):

f:u— F(to,Xo,u) - v(to,%0) (flux in the direction of v(tg, X)),
g :u— G(tg,xo,u) - v(tg,xo) (flux in the opposite direction),

where v(tg,Xp) is some fixed unit normal vector to ¥ at the point xq, and traces
ui(to, Xp) are taken according to this fixed orientation of v(tg,xo). As in the flat
case, being solution in the sense of Definition 3 is equivalent to being admissible
solution in the sense of (7),(8). Indeed, the arguments that ensure constraints on
the couple (u™,u™)(to,Xo) starting from (7),(8) reduce to a pointwise discussion.
For the uniqueness proof, first observe that the analogue of the Kato inequality
(38) is easily obtained for a locally finite union ¥ of Lipschitz interfaces. Then the
constraints on (u~,u")(tg,xo) derived from (7) (constraints that amount to the
fact that (u™,u™")(to,xo) belongs to the vanishing viscosity germ associated with
the point (to,%g) of ) give the desired sign to the quantity A(u®,v™)(tg,x0) in
the analogue of inequality (38). This results in the L!-contraction principle (with
an exponential growth term, if a non-zero, Lipschitz continuous in u source term .S
is present in equation (1)) and to uniqueness of an admissible solution in the sense
(7),(8)-
o At the same time, in order to justify the existence of solutions in the sense (7),(8),
unlike for the Karlsen-Risebro-Towers definition ([28]) we cannot hope for a simple
existence proof based on straightforward passage to the limit from approximate
solutions: nothing seems to ensure strong compactness of singular values (py_(+))e
on ¥. An indirect existence proof analogous to that of the flat case in § 2.4 is
known ([8], see also Remark 2) under the additional local regularity of jump man-
ifolds: for instance, piecewise convexity or concavity of these manifolds is enough.
The construction was proposed in [8] where it was presented under the simplifying
assumption that the flux is piecewise constant in (¢,x) and the jump manifold is
given by the graph of a t-independent C? function: z; = ¢(&1). It is straight-
forward to extend this method to (¢,x)-dependent genuinely nonlinear fluxes with
jump manifolds given as portions ¥, of graphs of the form x; = ¢;(¢,£1) (up to
relabeling the axes), where functions ¢; are Lipschitz continuous in (¢,x) and such
that, additionally, Az, ¢; is a Radon measure on IR x IR%~!. We refer in particular
to [8, estimate (28)] for the details of the computations.
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e To sum up, uniqueness of solutions in the sense (7),(8) for (1),(12) can be proved
for the case of piecewise Lipschitz f with locally finite number of Lipschitz compo-
nents in the jump manifolds ¥. However, existence in this sense requires unnatural
assumptions, if we follow the method of [8]; while direct existence arguments used,
e.g., in [28], are not applicable.

In this paper, we want to drop the unnatural restriction on Az, ¢; in the existence
proof based on the approach of [8] and § 2.4. The method mainly consists in
comparison of the solution with limits of appropriate viscosity profiles. Yet we do
not attempt to construct approximate viscosity profiles (cf. Remark 2) satisfying
the original equation up to a measure source term not charging the interface (such
construction is successful for the flat case or under the above mentioned restrictions
on Az, ¢;, but it is very delicate in the general case). Instead, we rely upon the
invariance of the notion of solution - in the sense (7),(8) - under Lipschitz changes
of coordinates in equation (1). This invariance permits us to exploit the possibility
to rectify 3, at least locally, with a change of variables. Actually we propose two
methods for constructing solutions: the one in § 3.2 (given with the essential details
and examples) and the one of § 3.4 (this method is more general but the details of
construction are quite tedious, therefore they are only sketched).

As a matter of fact, in both cases the construction of solutions via a change of
variables amounts to a specific “adapted” viscosity approximation of the original
equation (1). Such approximation is considerably more involved than the isotropic
homogeneous viscosity eAu, used in most of the previous works on the subject (see,
e.g., in [28, 35, 22, 8]). The use of an involved viscosity regularization operator need
not be seen as a drawback of the method: indeed, we put forward the following
remark.

Remark 3. As observed in Remark 1(ii), an important feature of the vanishing
viscosity approximation is to ensure the global continuity of the approximate solu-
tions (this contrasts with the properties of the vanishing capillarity regularizations,
see, e.g., [26, 6]). Regularizing the strongly heterogeneous first-order model (1)
with introduction of the isotropic homogeneous diffusion e Au may look un-realistic.
Heuristically, along with this basic vanishing heterogeneous diffusion operator one
should consider, for the existence proof, the possibility to approximate solutions via
more involved heterogeneous diffusion operators that still ensure global continuity
of u..

3.2. Existence for almost rectifiable sets of singularities. The proof devel-
oped here relies on three ingredients. First, we have already known how to construct
solutions (where the main difficulty is to construct p,,) for the case of a flat portion
of the interface; moreover, the arguments put forward in Lemmas 2-5 are local
arguments that work in a neighbourhood of H%a.e. interface point, provided the
corresponding portion of the interface is flat. Second, we point out the invariance
of the notion of admissible solution with respect to a family of (possibly singular)
changes of variables. Third, it is possible to deal with interface-rectifying changes
of variables involving lower-dimensional singularities.

The combination of the two latter ideas leads to the definition of almost rec-
tifiability for jump manifolds, illustrated by several examples that show that this
notion is in fact rather general.
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Definition 4. A union of hypersurfaces ¥ in IRT x IR® is called almost rectifiable
if there exists a direction & € IRY (that, up to a rotation of coordinate axes, can
be assumed to be the direction of the first canonical basis vector, i.e., Oz, = Oz, )
and a closed set v C % consisting of a locally finite number of disjoint Lipschitz
manifolds of codimension in IRt greater than one, satisfying the following (3\~)-
rectification property:
There exists a continuous surjective map
&: R x ]Rd — R x Bd, P (f,jl,gl) — (t,Il,jl)

that only acts in the direction €1, i.e., it has the form

t=1, & =21, 21 =¢(%) (58)
with some scalar function ¢ on RT x IR, and such that ® fulfills the following
properties:
(a) There exists a closed subset T' of IRT x IR? such that

(1) One has ®(T') = v, moreover, the restriction of ® to Q := (IR x R\ T
1S 1njective;
(2) the map ® is Locally Lipschitz continuous on Q and the inverse of ®, defined
on Q:= (R* x RY)\ v, is locally Lipschitz continuous as well;
(3) in addition, the second-order derivatives 8525:1¢ and 8%5@1(25; 2<j<d, are
locally bounded on Q;
(b) There exists a set ¥ C Q consisting of flat manifolds orthogonal to the direction

#1 such that ®(X) =X\ .

Heuristically, the almost-rectifiability property of ¥ means that, up to a union
of lower-dimensional sub-manifolds v of the union ¥ of hypersurfaces of Rt!, a
change of variables rectifies ¥. To do this, one may need ®~! to be multivalued.
For instance, a circle can be transformed into a square by rectifying the two open
half-circles, but then the two poles of the circle have to be stretched into segments
(see Figure 3.2).

Remark 4. To construct such transformation in practice, having chosen coordi-
nates in such a way that € is transversal to ¥ in a.e. point with respect to the
d-dimensional Hausdorfl measure on ¥, the map ¢, () = o(t,-, a:cl) from IR to IR
can taken to be a non-strictly increasing, piecewise polynomial function; moreover,
whenever ¥ is a union of Lipschitz hypersurfaces, one can ask for a Lipschitz de-
pendence of the function q5t7 9 (1) on the parameters t, T (such construction leads
to the desired bounds on the mixed second derivatives 65221¢ and 0%1, #0)

(t
in which case it is enough to set x1 = &1 + ¢o (¢, £1). The properties (a)(1)-(3

The simplest explicit example is the case where 3 := {(¢, 21, %1) | 21 = o
-(
(b) are readily checked in this case. Further examples are presented in § 3.3.

Z1)
an

s 1)}
) and
In the sequel, whenever convenient we will denote (Z1, 3:01) by y and we will not

distinguish ¢ and ¢ since they are equal; to summarize the definition, we can write

(t,x) = (I, #1,31) = (¢, y), )
® is a locally bi-Lipschitz bijection from = (IRT x R%) \ T
to Q = (IRt x IR?) \ v such that ®~! rectifies  \ v,

with specific mixed second derivatives of ® that are locally bounded on Q.
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F1GUrE 3.1. Change of variables transforming square into circle

In the sequel, we assume that the flux f in (1) has its jump manifolds contained
in an almost rectifiable set 3 and it is Lipschitz continuous in all variables on
each connected component of the complementary of 3. Notice that one can drop
the assumption v C X whenever this is convenient for construction of the change
of variables ®: indeed, one can always extend Y by including “ghost” interfaces
across which the flux (¢,x) — f(¢,x, k) has jump zero, for all k.

Using the change of variables ® described in Definition 4, we transform equation
(1) set up in IR* x IR? into an analogous equation set up in the domain Q=01 (Q),
where 2 is the set (IRt x IRY) \ v which complementary v is of codimension 2 or
more. Indeed, observe that considering the first-order equation (1) (in a weak or
in an entropy sense) in the whole space IRT x IR? is equivalent to considering it
(in the same sense) restricted to : cf. the proof of Proposition 2 below. Then,
by an explicit calculation we see that under the change of variables (¢,x) = ®(¢,y)
equation (1) becomes the equation on Q under the analogous conservative form

Ot + divyf(t, y,0) = S(t,y, 0). (59)

Here

f(ta Y, k) = ©(t7 Y) f(q)(t7 Y)v k) + kat¢(ta Y)gl

(D(t,-) being the d x d Jacobian matrix of the change of variables x into y given
by x = ®(t,y)) and S is computed using f, S and second-order derivatives of ¢ that
appear in assumption (a)(3) of Definition 4. For the Ansatz (58) and under the
assumption (a) of Definition 4, the scalar function S (t,y,k) defined on Q x [a, b]
is measurable with respect to (¢,y) and locally Lipschitz continuous in k. Further,
§=f(t,y, k) is a piecewise continuous vector-function defined on Q x [a, b] which is
discontinuous with respect to (¢, y) along the union of flat manifolds 3 contained in
Q (see (b) of Definition 4), and which is Lipschitz with respect to (t,y, k), locally
in (t,y) € Q and globally in k € [a,b]. Similarly, if one imposes the (£, x)-Lipschitz
property (43) of the derivatives d,f in each component of (IRt x IR?) \ X, this
property persists for the flux f in variables (t,y), in each component of Q \ 3,
locally in € (i.e., the Lipschitz constant may blow up as (¢,x) approaches T').

Furthermore, the genuine nonlinearity property (11) is inherited by the flux % on
Q x [a,b] provided it is satisfied by f on (IR* x IR?) x [a,b]. Finally, property (12)
for f, S ensures that for equation (59),

the constant a (resp, b) is a weak sub- (resp, super-) solution. (60)
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Because equation (59) has to be considered only in Q = (IRt x IR%)\ T (recall
that Q N {(¢,x)|t > 0} is an open subset of IRT x IR? which can have holes or
cracks, see Figure 3.2 and examples below), i.e., with test functions that belong to
D(Q), we propose the following definition of which Definition 1 is a particular case
corresponding to I' = () and ¥ = {(¢,x) |z, = 0}.

Definition 5. We say that a function @ taking values in [a,b] is an admissible
solution to (59) with initial datum g if @ it satisfies the analogue of (7) within Q:

Vke R |a—k|, + dz’w(sgn(ﬂfk)(%(t,y, @) —(t,y, k)))
< —sgn(pa—k)divyf(t,y, k) in D'(Q) (61)
with @(0, -) = g, where
pu is some Borel function that coincides with @ a.e. on Q. (62)

As in Definition 1, the initial datum entering the entropy inequalities can be
included in C(IR*; L} (IR?)) sense. The following easy observation follows:

loc

Proposition 2. Assume that the fluz f in (1) is piecewise Lipschitz, discontinuous
in (t,z) across a set ¥ almost rectifiable in the sense of Definition /.

Given a measurable function ug on IR taking values in [a,b], consider initial con-
dition 1y defined on Qo = QN {(t,y)|t = 0} by o(y) := uo(x) where y is such
that x = ®(0,y). Let §, S be defined so that (1) transforms into (59) under the
change of variables P.

A function @ on Q is an admissible solution of (59) with initial datum o in
the sense of Definition 5 if and only if the function v on IRt x IR* such that
u(t,x) = a(t,y) with x = ®(t,y) is an admissible solution of (1) in the sense
(7),(8) with the initial datum ug.

Proof: Since u, f(-,u(-)) and S(-,u(-)) belong to L>(IR* x R and @, (-, a(-))

and S(-,4(-)) belong at least to LiS, (), the spaces D() and D(Q) for test functions
can be replaced by the spaces W11 of locally Lipschitz, compactly supported in Q
and in €, respectively, test functions. The latter spaces are transported the one
onto the other under the change of variables ® that maps 2 onto Q.

Therefore, first, the claim of the proposition holds true when the inequalities
(7),(8) for w are restricted to D’'(2) test functions. Indeed, the change of variables
transforms one inequality into the other, with the transformed test function. In
particular, under the change ® the values p, on X \ v featuring in inequalities
(7),(8) become the values of p; on X in inequalities (61),(62) and vice versa.

Second, it is easily seen that the entropy formulations (7),(8) on Q = (IRT x
R\ v and on IR* x IR are in fact equivalent. Indeed, sets in IR**! of codimension
at least 2 have zero H? Hausdorff measure and zero W capacity. In particular,
the measure in the right-hand side of (7) does not charge 7; the space W ((IR* x
IR?) \ ) of Lipschitz continuous compactly supported functions, extended by 0 on
7, is dense in WE(IRT x IRY); and passage to the limit in (7) with a sequence
of WHL((IRT x IR?)\ 7) test functions converging in WH (IRt x IR?) leads to the
same inequality with the limit test function. Therefore, considering W11(Q) test
functions and considering D(IR* x IR?) test functions in the context of integral
inequalities (7) is equivalent.

Combining the first and the second observation, we justify our claim. a
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Due to Proposition 2, existence of admissible solutions for (1) with almost recti-
fiable jump manifolds Y is reduced to existence of solutions, in the sense of Defini-
tion 5, to analogous conservation law set up in Q with coefficients that may become
singular in a neighborhood of 9Q; the crucial advantage of (59) is that it admits
only flat jump manifolds. Then, existence of admissible solutions to (59) is ensured
by a combination of vanishing viscosity and truncation of Q. First, one can approx-
imate ) from inside by a sequence of open domains @p; their convergence to € is
understood in the sense that

Ua>0@a = Q7 Ua>08a}a > QO;
and (&) are embedded in the sense that w., C @, for 0 < & < &p.

Then % is globally Lipschitz continuous on @&, x [a,b], (t,z,k) — S(t,z, k) is uni-
formly Lipschitz continuous in k on @, X [a,b]. We can choose &, with the property
that the boundary of 0w, is piecewise parallel, piecewise orthogonal to the time axis.
This can be achieved by covering compact subsets of U € by a finite number of
cylinders contained in QUQy. We will denote by 0P*" &, the parabolic boundary of
¢, i.e., the part of 90, where the exterior unit normal vector is either orthogonal to
the time direction (the lateral boundary), or it points in the direction of increasing
time (this is the union of lower boundaries of @, that contains Qo N 0&.; but in
general, it can also contain pieces of hyperplanes {(¢,y) |t = const}). Then, in the
place of the initial-value viscosity regularized problem for the equation

Oyt + divy f(t,y, @) = S(t,y, @) + €Ay, (63)

we consider the more general problem with the condition u = a prescribed on the
part 0P*" @, \ Qg of the parabolic boundary:

d|aparu~,5\go =a (64)
and initial condition on the lower boundary:
ﬂ(oa ')|81"”®5ﬁ§~20 =g € [aa b] (65)

While this is not a classical initial-boundary value problem because @, is not cylin-
drical, solutions can be constructed in the same way as for the classical setting of
cylindrical domain, (cf. the proof of Theorem 2). To account for the specificity of
the domain geometry, one can combine a Galerkin semi-discretization scheme with
a restarting procedure that accounts for a finite number of changes of geometry
of the sections ! := {y € R?|(t,y) € @.}. We denote by . the so constructed
solution of (63),(64),(65).

The so constructed solutions obey the comparison property, which is also proved
in the same way as for the classical initial-boundary value problems, cf. the proof
of Lemma 2. Recall that due to the choice of [a,b]-valued boundary and initial
conditions, property (60) is still valid for the generalized initial-boundary value
problem (59),(64),(65) set in &.. This guarantees that @° is [a, b]-valued. Due to
the genuine nonlinearity property (11) of % and the embedding property of (o).,
for all fixed g9 > 0 (@), has an accumulation point u defined in &.,. Then, the
diagonal extraction procedure and the convergence of w. to ) in the sense explained
above permit us to define u globally on Q.

Therefore, arguments developed in the proof of Theorem 2 and the related lem-
mas prove that 4 = lim._,o @, verifies (61) with test functions in D'(@.,) and some
values pz as in (62). It is easily seen that the initial data pass to the limit, i.e.,
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(0,+) = @g. Due to convergence of &g, to Q as g9 — 0, this ensures that v is a
solution to (59) in the sense of Definition 5 with initial datum .

Observe that the above approach gives not only an existence proof but also a
uniqueness proof, due to the equivalence stated in Proposition 2 and to an elemen-
tary extension of the calculations of § 2.2 to the case of several flat interfaces (to
be precise, for the uniqueness of solutions in the sense of Definition 5, a uniform
Lipschitz condition of dependence on u of %,5’ should be imposed; it is verified in
the examples we provide below). Yet the direct uniqueness proof for solutions of
(1) can be conducted without making appeal to a global change of variables, see
§ 3.1 and [28, 8]. Therefore, we can summarize our result as follows.

Theorem 3. Consider equation (1) with initial datum ug. We impose:

o the confinement assumption (12) on the fluz f, source S and initial datum wo;

e the genuine nonlinearity assumption (11) of the fluz f;

e the almost-rectifiability assumption (Definition 4) on the set ¥ of jump disconti-
nuities in (t,x) of the flux f;

e on every connected component of (Rt x IRY) \ X, the assumptions of Lipschitz
continuity of the flux § with respect to all variables (t,x,k) and of 0,f with respect
to (t,x);

o the assumption of global Lipschitz continuity of k — S(t,x, k) for the source term.
Then there exists a unique weak solution to equation (1) that is admissible in the
sense of (7),(8) and takes the initial value ug.

Now, we will provide two examples explaining how to check the almost-rectifiability
assumptions introduced above. Along with the example of Figure 3.2, this gives an
idea of how large is the area of applicability of Theorem 3.

3.3. Two examples of almost rectifiable jump manifolds. Now, we will ex-
plicitly construct the almost-rectifying maps ® for two basic examples that permit
to overview the ideas helpful in construction of almost-rectifying maps of Defini-
tion 4.

First, we deal with a family of curved non-crossing surfaces (for the case d = 2,
with jump surfaces parallel to the time axis) assuming that they have a common,
globally defined transversal direction. The crossing is permitted in the second
example, where we focus on the case of two merging curves (for the case d = 1,
with t-dependent jump curves). Clearly, the techniques for these examples can be
combined. For example, the case of jump across the hyper-cylinder ¥ = {(¢,x) |t >
0, |x| = 1} (which is a prototype of the situation not covered by the first example)
can be treated by considering 3 as the union of two hypersurfaces that merge along
the lines {(¢,0,21) |t > 0, |Z1| = 1}, in the spirit of the second example.

3.3.1. The case of several non-intersecting simple discontinuity manifolds. For sim-
plicity, we will work in two-dimensional space, where we select the preferred direc-
tion x1; we have &1 = x3. Assume that the flux discontinuity corresponding to the
t-independent flux § from (1) consists of several curves (that become hypersurfaces,
if the time variable is also considered) prescribed via Lipschitz continuous functions
¢ R—R,i=1,2,....,n:

Y=R" x (U?ZIO'IL'), o; = {I eER: 1= (bZ(IQ)},
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with a strict separation (non-intersection) condition ¢; — ¢;—1 > § > 0 for i =
1,...,n—1.

The equation that we are considering is thus (with the notation xq for the
characteristic function of the set Q)

n+1
Oru+ Y div(Fi(t, X, u) Xw, (X)) = 0, (66)

i=1
u|t:0 = Up, a <wup < b7 (67)
where F;(t,x,u) = (F1 (¢, x,u), Fa,;(t,x,u)) are Lipschitz continuous and w; is the
open region between the curves o;_1 and oy, ¢ = 1,...,n + 1, with the conven-
tion o9 = {(z1,22) |21 = —o0} and o,41 = {(21,22) |21 = +00}. We can also

add a source term here, but we will omit it because it plays a passive role in the
construction of the almost-rectifying map for X.

Now, the transformation ® from Definition 4 is constructed as follows (see Fig-
ure 3.2). In the domain wy = {(x1,z2) |21 < ¢1(x2)} we set

y1 =21 — ¢1(x2), Y2 = Xa.
In the domains w; = {(z1,22) | pi—1(x2) < 21 < @i(w2)}, 7 €42,...,n— 1}, we set
T1 — ¢i(2)

"= bi—1(x2) — ¢i(x2) +i—2, ya =2

In the domain wy,+1{(z1, z2) | ¢n(z2) < 21}, we take

Y1 =21 — Pp(2) + (1 — 1), y2 = T2.

Since the curves are non-intersecting, the above defined transform is bi-Lipschitz
globally. Its inverse, given by is the formula

z1 = (¢1(y2) + y1)H(~y1)

n—1

+ 3 (Bia(v2) = (91— 0)(0s(y2) — Gi31(v2)) ) H (1 — = D) H (i = p1)

i=1
+ (@n(y2) +y1 — (n=1))H(y1 — (n—1))
with H denoting the Heaviside function, satisfies the properties required in Defini-
tion 4 with v =0, T = (.

I, r, Y1 =0 pm=1

W P
Qs

Q3

FIGURE 3.2. Case of several non-intersecting hypersurfaces in X
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3.3.2. The case of two merging lines. Consider a scalar conservation law whose
flux has discontinuities disposed along two curves {(t,¢_1(¢))|t € [0,t.]} and
{(t,#1(t)) |t € [0,t,]} merging into one curve {(t, ¢o(t)) |t € [t«, +00)} at the point
(ts, ) (see Figure 3.3).

Let ¢_1, ¢1, ¢o be three functions of ¢ that coincide at ¢ = t,, with the common
value x.. We assume that for all ¢t < t., ¢_1(t) < ¢1(t). The functions ¢_1, ¢1, do
are assumed to be Lipschitz continuous.

zf ;Y

%l‘:%(t)

Sx:Sﬁ—l(t)

FI1GURE 3.3. Case of two merging curves in ¥

Then we define v := {(t., z.)}, whose codimension with respect to IR, d = 1,
is equal to two. We construct the map from (¢,y) € RT x IR defined as follows.
The straight rays or segments composing the set I := {(¢.,y) |y € [—1,1]} and the
set

$i= ((0£) x {=1}) U ([0,£2) x {+1}) U ((t, +20) x {0})
split IR™ x IR into five regions A, B, B’, C' and C’. The map ® : (t,y) — (t,z) =
(t,x(t,y)) is defined per region (we consider all the regions as closed, because the
values of ® match on the boundaries between the regions).

A. In the region t < t,, -1 <y <1,

v(t,y) = 61(0) + L2 0n(t) — 61()

The image of this region is the space between the curves {(t, ¢p_1(t)) |t < t.}

and {(t,¢1(2)) |t < t.}.
B. In the region t < t,, y < —1,

w(t,y) = o-1(t) + (L4 [t = L)y + 1)
The image is the region {(t,z) |t < t., z < ¢p_1()}.
B’. In the region t > t,, y <0,
z(t,y) = do(t) + (v + DH(=(y + 1)) + [t — tu]y.
The image is the region {(¢,2) |t > ti, < ¢o(t)}.
C. In the region t < t,,y > 1,
w(t,y) = o1(t) + (L+ [t = tf)(y — 1).
The image is the region {(¢,2) |t < ti, x > ¢1(t)}.
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C’. In the region t > t,, y > 0,
x(t,y) =do(t) + (y — L)H(y — 1) + [t — t.|y.

The image is the region {(¢,2) |t > t.,x > ¢o(t)}.

This is an example of map constructed according to the recipe of Remark 4. It
is Lipschitz continuous (observe that each of the regions B’, C’ is split into two
subregions with different polynomials defining the map) matching on the bound-
aries between (sub)regions. Both the map ® and its inverse are Lipschitz away
from any neighborhood of v or T, respectively. The second derivatives whose local
boundedness is required in Definition 4(a)(3) are easily computed and controlled.

3.4. An alternative method for construction of solutions. Let us briefly
indicate another way of constructing solutions.

Definition 6. A wunion of hypersurfaces ¥ in IRT x IR is called locally almost
rectifiable if up to a set of codimension greater than 1, ¥ can be included into the
locally finite union of disjoint open sets U; such that for all i, X NU; is a portion
of the graph of a Lipschitz function 1; : R? — IR.

This property is easily checked in practice. For example, the cylinder ¥ =
{(t,z1,22) |t > 0, 23 + 23 = 1} can be covered, up to the union of the four lines
{(t,0,+1}U{(t, 41,0} and the curve {(0,z1, x2) | 23 + 23 = 1}, by the union of the
four regions

U, = {(t,xl,xg) |t > 0, 0;xq > 0, 9’@2 > 0}, 9“91 S {—1, 1}.

In the sequel, we consider fluxes which singularities are included in a locally
almost rectifiable set . According to assumption (9), we exclude the possibility
that the discontinuity hypersurface is orthogonal to the time direction. Therefore
up to an i-dependent rotation of space coordinates in U; we can assume that

YNnU; = {(t,fﬂl,i'l) | 1 = wi(tajl)}v

with Lipschitz continuous ;. The fact that U; are disjoint permits to consider
a family of nonnegative C2°(U;) functions (A7) with supports of A7, A7 that are
disjoint, for all ¢ # j, and such that for all 7, A converges to 1 a.e. on U; as € — 0;
moreover, we can assume that A = 1 inside U; except in the e-neighbourhood of
aU;.

Now, we sketch the following construction that can be seen as another “adapted
viscosity” approximation of (1).

3.4.1. An adapted diffusion operator. For every U;, one can make the change of
coordinates 1 = Z1+;(t, Z1) that rectifies XNU;; by analogy with the construction
of Definition 4, let us write (¢,x) = ®;(t,y), with U; = (I)i(ﬁi), but keeping in mind
that ®; has a much simpler structure than in § 3.2 (it is bi-Lipschitz, of jacobian 1,
and the mixed derivatives featuring in (a)(2) of Definition 4 are equal to zero). In
the sequel, whenever u is considered at (¢,x) € U;, we mean that (¢,x) = ®;(¢,y)
with (¢,y) € U;, and we write 4 for the transformed function @(t,y) = u(t, x).
Denote by S\f the function in the transformed variables such that S\f (t,y) =

A5(t,x). In the new variables y in U;, consider the following degenerate elliptic



32 B. ANDREIANOV AND D. MITROVIC

operator in conservative form:

d
A i e Zayk(ﬂgayka);

k=1

observe that, by the definition of A, flf acts as € times the Laplacian in new
variables y in a large portion of U;. Let AS be the corresponding operator acting
on functions u = % o Q);l defined on Uj;, this operator is implicitly defined by
the change of variables ®;. For a global definition of A%, observe that values of
(ASu)(-) outside U; can be set to zero, because XS are supported in U;. Therefore
At is a degenerate anisotropic heterogeneous diffusion operator (in general, in non-
divergence form) with coefficients that are Lipschitz continuous.

Due to the fact that the supports of (A); are disjoint, the operators AS, implic-
itly defined on U; in the original coordinates, can be just pieced together to yield a
second-order degenerate diffusion operator A* = ). AS. By construction, near ¥
this operator represents the homogeneous isotropic Laplacian diffusion in coordi-

nates adapted to the geometry of 3, except in a e-neighbourhood N¢ of ¥N (Uian)

in which the diffusion can degenerate.
Then we claim that the original equation (1) regularized with the following sum
of diffusion operators:

u— 0Au + Au

permits to construct a solution of (1) in the sense of (7), by letting first § | 0 with
€ > 0 fixed, then letting € | 0.

Indeed, to start with, given 6, > 0, existence of L*(IR"; H} (IR?)) solutions
u®¢ with prescribed initial datum ug is ensured by classical theories of uniformly
parabolic equations in non-divergence form. It remains to pass to the limit and to
characterize lim. ¢ lims_,o u®° by inequalities (7), with singular values (8).

3.4.2. Auziliary problem with degenerate adapted diffusion. In the first step, the
compactness argument based on (11), as used in § 2.4, permits to obtain an ac-
cumulation point u® from (uf?)s, as & — 0. Away from an e-neighbourhood N

of ¥ N (Uian), the function u¢ is an entropy solution to equation (1) regularized

with degenerate diffusion operator A®:
Opu + divyef(t, x,u) = Au + S(t,x, u). (68)

Observe that in this limit problem, non-degenerate diffusion adapted to the geom-
etry of 3 persists in a vicinity of ¥\ NV®.

To be precise, the limit u¢ verifies in (IRT x IR?) \ N the entropy formulation
of (68) analogous to the one put forward in the work [13]; in particular, u® is a
local Kruzhkov entropy solution of (1) in the regions where the flux f is Lipschitz
continuous and A® degenerates. The uniqueness theory of [13] only covers the
case of degenerate anisotropic diffusion but at a price of lengthy technicalities, it
can be generalized in a straightforward way to the heterogeneous case (cf. [39]
for analogous extension of the isotropic homogeneous theory of [18] to the isotropic
heterogeneous case). Therefore, the (possibly local) formulation of [13] for equation
(68) leads to the (local) Kato inequality for every couple of (local) entropy solutions
u®, 4° of (68).
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3.4.3. Convergence of adapted diffusion approximations. Starting from this point,
our analysis mimics the one of § 2.4, using a family of explicit local viscosity profiles
for (68); these are easily obtained in transformed coordinates (¢,y), considering
separately each of the sets U;.

Namely, in the second step we apply the analogous (11)-based compactness ar-
gument to (u®).. An accumulation point u, as € — 0, is a local Kruzhkov entropy
solution of (1) away from X. Indeed, the contribution of A¢ to the entropy dissi-
pation is nonnegative, and its contribution to the entropy flux vanishes, as ¢ — 0,
because there holds a uniform estimate on ), |[\/eA;Vya®| 2. Further, since U;
cover ¥ up to a lower-dimensional set, in order to see that w is a solution of (1) in
the sense (7),(8) it is enough to justify the entropy inequalities (7) with test func-
tions supported in U;, for every 4, and some p,, satisfying (8). The simplicity of the
change of coordinates defined on U; implies the invariance principle analogous to
the one shown in Proposition 2: w verifies (7),(8) with test functions supported in
U; if and only if u verifies the analogous inequalities with test functions supported
in U; and appropriate singular values pz. In variables (t,y) of U;, the interface
> = (bi—l(E N U;) is flat, orthogonal to the direction #1; and the diffusion that
appears in the equation on u° is the isotropic Laplacian €Ay except in the set

LU;NN¢) that vanishes, as ¢ — 0. Therefore in a neighbourhood of every point
of ¥, one can construct profiles R that only depend on Z; /e, as in the construction
of § 2.4. The analogue of Lemma 2 follows from the Kato inequality involving u®
and R°. Then or all i, the arguments of § 2.4 permit to characterize the one-sided
traces of @ on ¥; and to define singular values pg, H%a.e. on ;. This provides en-
tropy inequalities (7),(8) with support of the test functions restricted to U;, where
the corresponding singular values p, are obtained from p; with the help of the
transformation ¢;. Combining those with classical Kruzhkov entropy inequalities
in (RT x RY) \ ¥, we justify (7),(8) globally.

This concludes the sketch of construction of a solution u in the sense (7),(8)
under the assumption of local rectifiability of ¥ up to a lower-dimensional subset
(Definition 6). In this way, the result fully analogous to the one of Theorem 3 can
be obtained for a different (at least as large as the class of almost rectifiable X’s,
see Definition 4) class of jump singularities ¥ in the flux f§.

4. CONCLUSION

We have presented a new definition of solution to some discontinuous-flux prob-
lems, along with detailed uniqueness and existence proofs for the case of a flat
interface (a flux discontinuity hypersurface being seen as an interface). These re-
sults can be put in close correspondence with the results of [8], where a simple
particular case has been considered and quite different (rather artificial) approach
to solutions characterization has been pursued. We think that, although our proofs
in this paper do not appear any simpler than the proofs of [8], the new definition of
solution may be particularly useful in engineering applications because it complies
with the physical and numerical intuition. Further, we demonstrate that our well-
posedness arguments extend to a general configuration in spatially inhomogeneous
media with a locally finite number of Lipschitz-regular interfaces, by providing two
original constructions of adapted viscosity approximate solutions.



34

B. ANDREIANOV AND D. MITROVIC

Acknowledgement During the preparation of the article, Darko Mitrovic was
engaged as a part time researcher at the University of Bergen in the frame of
the project ”Mathematical and Numerical Modeling over Multiple Scales” of the
Research Council of Norway whose support we gratefully acknowledge. Boris An-
dreianov is supported by the French ANR project CoToCoLa. The authors are
grateful to the Berlin Mathematical School and to Prof. Etienne Emmrich from
the Technical University of Berlin for the invitation for a research stay during which
the paper has been written.

[1]
2]

3]

[4]
[5]
[6]

[7]

(8]
[9]
(10]

(11]

(12]
(13]

(14]

(15]

[16]

(17]

(18]

(19]

REFERENCES

Adimurthi, G. D. Veerappa Gowda, Conservation laws with discontinuous flux, J. Math.
(Kyoto University), 43 (2003), 27-70.

Adimurthi, S. Mishra and G. D. Veerappa Gowda, Optimal entropy solutions for conservation
laws with discontinuous fluz functions, J. Hyperb. Differ. Equ., 2 (2005), 783-837.
Adimurthi, S. Mishra and G. D. Veerappa Gowda, Existence and stability of entropy solutions
for a conservation law with discontinuous non-convez fluzes, Netw. Heterog. Media, 2 (2007),
127-157.

J. Aleksi¢ and D. Mitrovié, On the compactness for two dimensional scalar conservation law
with discontinuous fluz, Comm. Math. Sciences, 4 (2009), 963-971.

J. Aleksi¢ and D. Mitrovié¢, Strong traces for averaged solutions of heterogeneous ultra-
parabolic transport equations, J. Hyperb. Differ. Equ. 10(4) (2013), 659-676.

B. Andreianov and C. Cances, Vanishing capillarity solutions of Buckley-Leverett equation
with gravity in two-rocks medium, Comput. Geosci., 17(3) (2013), 551-572.

B. Andreianov and C. Cances, On interface transmission conditions for conservation laws
with discontinuous fluz of general shape, preprint HAL hal. archives-ouvertes.fr/hal-00940756
(2014).

B. Andreianov, K. H. Karlsen and N. H. Risebro, On vanishing viscosity approzimation of
conservation laws with discontinuous fluz, Netw. Heter. Media, 5(3) (2010), 617-633.

B. Andreianov, K. H. Karlsen and N. H. Risebro, A theory of L' -dissipative solvers for scalar
conservation laws with discontinuous fluz, Arch. Ration. Mech. Anal., 201 (2011), 27-86.
E. Audusse and B. Perthame, Uniqueness for scalar conservation law via adapted entropies,
Proc. Roy. Soc. Edinburgh Sect. A, 135 (2005), 253-265.

F. Bachmann and J. Vovelle, Existence and uniqueness of entropy solution of scalar conser-
vation laws with a flux function tnvolving discontinuous coefficients, Comm. Partial Differ.
Equ., 31 (2006), 371-395.

P. Baiti and H. K. Jenssen, Well-posedness for a class of 2 x 2 conservation laws with L
data, J. Differ. Equ. 140(1) (1997), 161-185.

M. Bendahmane and K.H. Karlsen, Renormalized entropy solutions for quasi-linear
anisotropic degenerate parabolic equations, SITAM J. Math. Anal. 36(2) (2004), 405-422.

M. Bulicek, P. Gwiazda, A. Swierczewska-Gwiazda, Multi-dimensional scalar conservation
laws with fluxes discontinuous in the unknown and the spatial variable, M3AS Math. Models
Methods Appl. Sci. 3 (2013), 407-439.

R. Burger, K. H. Karlsen and J. Towers, A model of continuous sedimentation of flocculated
suspensions in clarifier-thickener units, SIAM J. Appl. Math. 65(3) (2005), 882—-940.

R. Burger, K. H. Karlsen and J. Towers, On Enquist-Osher-type scheme for conservation
laws with discontinuous fluz adapted to flur connections, STAM J. Numer. Anal., 3 (2009),
1684-1712.

R. Burger, K. H. Karlsen and J. Towers, A conservation law with discontinuous flux modelling
traffic flow with abruptly changing road surface conditions. in Hyperbolic problems: theory,
numerics and applications, 455-464, Proc. Sympos. Appl. Math., 67, Part 2, Amer. Math.
Soc., Providence, 2009.

J. Carrillo, Entropy solutions for nonlinear degenerate problems, Arch. Ration. Mech. Anal.,
147(4) (1999), 269-361.

G. Chavent, G. Cohen and J. Jaffré, A Finite-Element simulator for incompressible two-phase
flow, Transp. Porous Media 2 (1987), 465-478.



SCALAR CONSERVATION LAW WITH DISCONTINUOUS FLUX REVISITED 35

[20] S. Diehl, On scalar conservation law with point source and discontinuous fluz function mod-
elling continuous sedimentation, SIAM J. Math. Anal., 6 (1995), 1425-1451.

[21] S. Diehl, A conservation law with point source and discontinuous fluz function modelling
continuous sedimentation, SIAM J. Appl. Anal., 2 (1996), 388-419.

[22] S. Diehl, A uniqueness condition for non-linear convection-diffusion equations with discon-
tinuous coefficients, J. Hyperb. Differ. Eq., 6 (2009), 127-159.

[23] T. Gimse and N. H. Risebro, Riemann problems with discontinuous fluz function, in Proc.
3rd Int. Conf. Hyperbolic Problems Studentlitteratur, Uppsala (1991), 488-502.

[24] J. Jimenez, Mathematical analysis of a scalar multidimensional conservation law with dis-
continuous fluz, J. Evol. Equ. 11(3) (2011), 553-576.

[25] J. Jimenez and L. Lévi. Entropy formulations for a class of scalar conservations laws with
space-discontinuous fluz functions in a bounded domain, J. Engrg. Math. 60(3-4) (2008),
319-335.

[26] E. Kaasschieter, Solving the Buckley-Leverret equation with gravity in a heterogeneous porous
media, Comput. Geosci., 3 (1999), 23-48.

[27] K.H. Karlsen, S. Mishra, N.H. Risebro, Convergence of finite volume schemes for triangular
systems of conservation laws, Numer. Math. 111(4) (2009), 559-589.

[28] K. H. Karlsen, N. H. Risebro and J. Towers, L!-stability for entropy solutions of nonlinear
degenerate parabolic connection-diffusion equations with discontinuous coefficients, Skr. K.
Nor. Vid. Selsk, 3 (2003), 1-49.

[29] K. Karlsen and J. Towers, Convergence of the Lax-Friedrichs scheme and stability for con-
servation laws with a discontinous space-time dependent flux, Chinese Ann. Math. Ser. B, 3
(2004), 287-318.

[30] S. N. Kruzhkov, First order quasilinear equations in several independent variables, Mat. Sb.,
81 (1970), 217-243.

[31] D. Mitrovic, New Entropy Conditions for Scalar Conservation Laws with Discontinuous Fluz,
Discr.Cont.Dyn.Systems, 30 (2011), 1191-1210.

[32] F. Otto, L'-contraction and uniqueness for quasilinear elliptic-parabolic equations, J. Differ.
Equ. 131(1) (1996), 20-38.

[33] E. Yu. Panov, Ezistence of Strong Traces for Quasi-Solutions of Multidimensional Conser-
vation Laws, J. Hyperb. Differ. Equ., 4 (2007), 729-770.

[34] E. Yu. Panov, On ezistence and uniqueness of entropy solutions to the Cauchy problem for
a conservation law with discontinuous fluz, J. Hyperb. Differ. Equ., 3 (2009), 525-548.

[35] E. Yu. Panov, Exzistence and strong pre-compactness properties for entropy solutions of a
first-order quasilinear equation with discontinuous fluzr, Arch. Rational Mech. Anal., 195
(2010), 643-673.

[36] N. Seguin and J. Vovelle. Analysis and approzimation of a scalar conservation law with a
fluz function with discontinuous coefficients, M3AS Math. Models Methods Appl. Sci. 13(2)
(2003), 221-257.

[37] J. D. Towers, Convergence of a difference scheme for conservation laws with a discontinuous
fluz, STAM J. Numer. Anal., 38(2), 2000, 681-698.

[38] J. D. Towers, A difference scheme for conservation laws with a discontinuous fluz: the
nonconvez case, SIAM J. Numer. Anal. 39(4) (2001), 1197-1218.

[39] G. Vallet, Dirichlet problem for a degenerated hyperbolic-parabolic equation, Adv. Math. Sci.
Appl. 15(2) (2005), 423-450.

BORIS ANDREIANOV, LABORATOIRE DE MATHEMATIQUES CNRS UMR 6623, UNIVERSITE DE
FRANCHE-COMTE, 25030 BESANGON CEDEX, FRANCE ~ AND  INSTITUT FUR MATHEMATIK, TECH-
NISCHE UNIVERSITAT BERLIN, STRASSE DES 17. JUNI 136, 10623 BERLIN, GERMANY

E-mail address: boris.andreianov@univ-fcomte.fr

DARKO MITROVIC, UNIVERSITY OF MONTENEGRO, FACULTY OF MATHEMATICS, CETINJSKI PUT
BB, 81000 PODGORICA, MONTENEGRO
E-mail address: matematika@t-com.me



	1. Introduction
	1.1. Discontinuous-flux models and rough entropy inequalities
	1.2. Singular values of u and refined entropy inequalities
	1.3. A brief description of technical ideas and obtained results
	1.4. Outline of the paper

	2. New admissibility conditions for multidimensional heterogeneous scalar conservation laws with a flat discontinuity
	2.1. Definition of solution and interface traces
	2.2. A uniqueness and L1 contraction proof
	2.3. Uniqueness via reduction to GVV-entropy solutions
	2.4. The existence proof
	2.5. Remark to the definition of admissibility

	3. Piecewise regular discontinuous-flux Cauchy problems
	3.1. Guidelines for extension of well-posedness results
	3.2. Existence for almost rectifiable sets of singularities
	3.3. Two examples of almost rectifiable jump manifolds
	3.4. An alternative method for construction of solutions

	4. Conclusion
	References

