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Abstract

A new goodness-of-fit test for normality in high-dimension (and Reproducing Kernel
Hilbert Space) is proposed. It shares common ideas with the Maximum Mean Discrepancy
(MMD) it outperforms both in terms of computation time and applicability to a wider
range of data. Theoretical results are derived for the Type-I and Type-II errors. They
guarantee the control of Type-I error at prescribed level and an exponentially fast decrease
of the Type-II error. Synthetic and real data also illustrate the practical improvement
allowed by our test compared with other leading approaches in high-dimensional settings.

1 Introduction

Dealing with non-vectorial data such as DNA sequences often requires defining a kernel [1].
Further analysis is then carried out in the associated Reproducing Kernel Hilbert Space
(RKHS) where data are often assumed to have a Gaussian distribution. For instance
supervised and unsupervised classification are performed in [4] by modeling each class as
a Gaussian process. This key Gaussian assumption is often made implicitly as in Kernel
Principal Component Analysis [20] to control the reconstruction error [13], or in [18]
where a mean equality test is used in high-dimensional setting. Assessing that crucial
assumption appears necessary.

Depending on the (finite or infinite dimensional) structure of the RKHS, Cramer-von
Mises-type normality tests [12, 9, 19] can be applied. However these tests become less
powerful as dimension increases (see Table 3 in [19]). An alternative approach consists
in randomly projecting high-dimensional objects on one-dimensional directions and then
applying univariate test on a few randomly chosen marginals [5]. However such approaches
also suffer a lack of power (see Section 4.2 in [5]). More specifically in the RKHS setting,

1



[6] introduced the Maximum Mean Discrepancy (MMD) and design a statistical test to
distinguish between the distribution of two samples. However this approach requires
characteristic kernels [7] and suffers high computational complexity as well as several
approximations of the asymptotic distribution.

The main contribution of the present paper is to provide an algorithmically efficient
one-sample statistical test of normality for data in a RKHS (of possibly infinite dimen-
sion). However the strategy we describe can be easily extended to the two-sample setting.
Section 2 introduces goodness-of-fit tests available in high dimensional settings. They
will serve as references in our simulation experiments. The new goodness-of-fit test is
described in Section 3, while its theoretical performance is detailed in Section 4 in terms
of control of Type-I and Type-II errors. Finally results of experiments on synthetic and
real data highlight the great theoretical and practical improvement allowed by the new
statistical test. They are collected in Section 5.

2 High-dimensional goodness-of-fit tests

2.1 Statistical test framework

Let (H,A) be a measurable space, and Y1, . . . , Yn ∈ H denote a sample of independent
and identically distributed (i.i.d.) random variables drawn from an unknown distribution
P ∈ P, where P is a set of distributions defined on A.

Following [11], let us define the null hypothesis H0 : P ∈ P0, and the alternative
hypothesis H1 : P 6∈ P \ P0 for any subset P0 of P. The purpose of a statistical test
T (Y1, . . . , Yn) of H0 against H1 is to distinguish between the null (H0) and the alternative
(H1) hypotheses. For instance if P0 reduces to a univariate Gaussian distribution with
mean µ0 and variance σ2

0, T (Y1, . . . , Yn) determines whether P = N (µ0, σ
2
0) is true or not

for a prescribed level of confidence 0 < α < 1.

2.2 Projection-based statistical tests

In the high-dimensional setting, several approaches share a common projection idea dating
back to the Cramer-Wold theorem extended to infinite dimensional Hilbert space.

Proposition 2.1. (Prop. 2.1 from [5]) Let H be a separable Hilbert space with inner prod-
uct < ·, · >, and Y, Z ∈ H denote two random variables with respective Borel probability
measures PY and PZ . If for every h ∈ H

< Y, h >=< Z, h > in distribution ,

then PY = PZ .

Since considering all possible directions h is impossible with high-dimensional H, [5]
suggest to randomly choose some of them from a Gaussian measure. Given an i.i.d. sample
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Y1, . . . , Yn, a Kolmogorov-Smirnov test is performed from < Y1, h >, . . . , < Yn, h > for
each h, leading to the test statistic

Dn(h) = sup
x∈R

|F̂n(x)− F0(x)| ,

where F̂n(x) is the empirical cdf of (< Yi, h >)i and F0 denotes the cdf of the < Z, h >.
Since [5] proved too few directions lead to a less powerful test, this can be repeated for

several randomly chosen directions h, keeping then the largest value for Dn(h). However
the test statistic is no longer distribution-free (unlike the univariate Kolmogorov-Smirnov
one) when the number of directions is larger than 2. Therefore for a given confidence level
on the Type-I error, the test threshold (quantile) must be estimated through Monte-Carlo
simulations.

2.3 The Maximum Mean Discrepancy (MMD)

Following [6] the gap between two distributions P and P0 can be measured by

∆(P, P0) = sup
f∈F

|EY∼P f(Y )− EZ∼P0f(Z)|, (2.1)

where F is a class of real valued functions. Such a quantity is called Maximum Mean
Discrepancy (MMD). Regardless of F , (2.1) only defines a pseudo-metric on probability
distributions (see [17]). In particular it is shown ∆(·, ·) becomes a metric if F = H(k) is
the reproducing kernel Hilbert space (RKHS) [17] associated with a kernel k = k(·, ·) that
is characteristic.

Definition 2.2. (Characteristic kernel)
Let F = H(k) in (2.1) for some kernel k. Then k is a characteristic kernel if ∆(P, P0) = 0
implies P = P0.

In practice the MMD has to be easily computed although the supremum in (2.1). One
major interest of taking F as the unit ball of H(k) is that ∆(P, P0) can be cast as an easy
to compute quantity as follows. Let us first introduce the Hilbert space embedding of a
distribution P .

Definition 2.3. (Hilbert space embedding, Lemma 3 from [7]) Let P be a distribution
such that EY∼P

√
k(Y, Y ) < +∞.

Then there exists µP ∈ H(k) such that for every f ∈ H(k),

< µP , f >= Ef(Y ) . (2.2)

µP is called the Hilbert space embedding of P in H(k).

Then ∆(P, P0) can be expressed as the gap between the Hilbert space embeddings of
P and P0:

∆(P, P0) = sup
f∈H(k),||f ||≤1

|EP f(Y )− EP0f(Z)|

= sup
f∈H(k),||f ||≤1

| < µP − µP0 , f > |

= ||µP − µP0 || . (2.3)
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Since µP can be estimated by 1/n
∑n

i=1 k(Yi, ·), [6], an estimator of (2.3) can be derived
as

∆̂ =
1

n




n∑

i,j=1

[ k(Yi, Yj) + k(Zi, Zj)− 2k(Yi, Zj) ]




1/2

,

where (Y1, . . . , Yn) and (Z1, . . . , Zn) are samples of i.i.d. random variables with respective
distributions P and P0.

However the MMD-based approach suffers two main drawbacks: (i) it requires a char-
acteristic kernel, which restricts its applicability, and (ii) the distribution of the test
statistic ∆̂ has to be approximated at two levels, which reduces the statistical test power.
On the one hand, one purpose of the present work is to design a strategy allowing to
deal with very general objects. It is typically the setting where no characteristic kernel
does necessarily exist, or at least where conditions to check the characteristic property are
completely awkward (see [17]). On the other hand, the distribution of ∆̂ is first approxi-
mated by its asymptotic one, which is an infinite sum of weighted non-centered chi-squares
[7, Theorem 12]. Second the distribution parameters have to be approximated through
the eigendecomposition of a recentered Gram matrix (see Section 3.2 in [8]), which is
computationally costly.

3 New normality test in RKHS

3.1 Goal

Let X1, . . . , Xn ∈ X be i.i.d. random variables. One only require X can be equipped with
a positive definite kernel k associated with H(k). The typical example of X one may
consider is a set of DNA sequences.

Focusing on Yi = k(Xi, .) ∈ H(k) for all 1 ≤ i ≤ n, our goal is to test whether
Yi = k(Xi, .) follows a Gaussian distribution P0 = N (µ,Σ). Since H(k) is a function
space, a Gaussian variable Z ∈ H(k) is a Gaussian process.

Definition 3.1. (Gaussian process)
Z is a Gaussian process if there exists a probability space (Ω,F ,P) such that for any
a1, . . . , an ∈ R and x1, . . . , xn ∈ X ,

∑n
i=1 aiY (xi) is a univariate Gaussian random vari-

able on (Ω,F ,P).
Its mean µ ∈ H(k) and covariance function Σ : X ×X → R are defined for every x, y ∈ X
by:

µ(x) = EZ(x), Σ(x, y) = cov(Z(x), Z(y)) .

By considering H(k) as a linear space instead of a function space, a Gaussian process
can be defined in an equivalent way.

Definition 3.2. (Gaussian process)
Z is a Gaussian process if there exists a probability space (Ω,F ,P) such that for any
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f ∈ H(k), < Z, f > is a univariate Gaussian random variable on (Ω,F ,P).
Its mean µ ∈ H(k) and covariance operator Σop ∈ HS(H(k)) are defined for every f, g ∈
H(k) by:

< µ, f >= E < Z, f >,

< Σopf, g >= cov(< Z, f >,< Z, g >),

where HS(H(k)) denotes the space of all linear applications H(k) → H(k) with finite
trace (Hilbert-Schmidt operators).

The means in Definitions 3.1 and 3.2 coincide. Σ and Σop are linked by the following
equality for every x, y ∈ X

< Σopk(x, .), k(y, .) >= Σ(x, y) .

Remark that if X = R
d and k =< ., . >Rd , then H(k) is the dual of Rd (that is the set

of all linear forms < x, . >Rd on R
d). In this case, H(k) is isomorphic to R

d and Gaussian
processes in H(k) are reduced to multivariate Gaussian variables in R

d.

3.2 New test procedure

Let us assume µ and Σ are known, and also EYi = µ = 0 for every 1 ≤ i ≤ n, for the sake
of simplicity.

3.2.1 Algorithm

We provide the main steps of the whole test procedure, which are further detailed in
Sections 3.2.2–3.2.4.

1. Input: X1, . . . , Xn ∈ X , k : X × X → R (kernel), Σ (covariance function), and
0 < α < 1 (test level).

2. Compute K = [ k(Xi, Xj) ]i,j (Gram matrix) and C = [Σ(Xi, Xj) ]i,j (covariance
matrix).

3. Compute nL̂2 (test statistic) from (3.6) that depends on K and C (Section 3.2.3)

4. (a) Draw B Monte-Carlo samples Xb
1, . . . , X

b
n under H0, for b = 1, . . . , B.

(b) Compute q̂α,n (1− α quantile of nL̂2 under H0) (Section 3.2.4).

5. Output: Reject H0 if nL̂2 > q̂α,n, and accept otherwise.

The computation time of q̂α,n is of order O(Bn2), which is faster than estimating the
MMD limit distribution quantile as long as n ≥ B (Section 3.2.4 and Section 5.3).

5



3.2.2 Laplace-MMD (L-MMD)

The Laplace-MMD test (L-MMD) follows the same idea as the MMD test, but improves
upon it by relaxing the restrictive assumption of characteristic kernel. Using that Laplace
transform LU (t) = EU exp(tU) characterizes the distribution of a random variable U ∈ R,
the gap between two distributions P and P0 can be evaluated by

∆L = sup
f∈H(k),||f ||≤1

∣∣∣EY∼P e
<Y,f> − EZ∼P0e

<Z,f>
∣∣∣

= sup
||f ||=1

sup
|t|≤1

|L<Y,f>(t)− L<Z,f>(t)| , (3.4)

where < ·, · > denotes the inner-product in H(k). Therefore ∆L = 0 implies < Y, f >
and < Z, f > have the same distribution for every f , which provides P = P0 by the
Cramer-Wold theorem (Proposition 2.2).

Deriving an efficient test procedure requires to provide a quantity related to (3.4)
that is easy to compute. Following (2.3) this is done rephrasing exp (< ·, · >) = k̄ as a
new positive definite kernel associated with a new RKHS H(k̄). Thus it allows to get a
computable form of (3.4).

Theorem 3.3. Assume max
(
EP e

||Y ||,EP0e
||Z||
)
< ∞. Let µ̄P , µ̄P0 ∈ H(k̄) be respective

embeddings of P and P0. Then,

L = L(P, P0) := ||µ̄P − µ̄P0 ||H(k̄) , (3.5)

equals zero if and only if P = P0.

Proof. Introducing k̄ = exp (< ·, · >), it comes

∆L ≤ sup
h∈H(k̄),||h||≤e1/2

| < µ̄P − µ̄P0 , h > |H(k̄)

= e1/2||µ̄P − µ̄P0 ||H(k̄) = e1/2L(P, P0) ,

where the inequality results from
{
k̄ (f, ·) , ||f ||H(k) ≤ 1

}
⊂
{
h ∈ H(k̄), ||h||H(k̄) ≤ e1/2

}
.

Therefore L(P, P0) = 0 implies ∆L = 0 and P = P0. Conversely P = P0 implies µ̄P = µ̄P0

and L(P, P0) = 0.

3.2.3 New test statistic

As in [6], L can be estimated by replacing µ̄P with the sample mean ˆ̄µP =
1/n

∑n
i=1 e

<Yi,.>, leading to Proposition 3.4.

Proposition 3.4. Assume the null-distribution P0 is Gaussian N (0,Σ) and the largest
eigenvalue λ of Σ is smaller than 1. Then the following statistic nL̂2 is an unbiaised
estimator of nL2, with

nL̂2 =
1

n− 1

n∑

i 6=j

ek(Xi,Xj) − 2
n∑

i=1

e
1
2
Σ(Xi,Xi) + nb2 , (3.6)

6



where b2 := ||µ̄P0 ||2 =
[
det(I − Σ2)

]−1/2
.

The eigenvalue condition λ < 1 is not restrictive. With any γ > 0 such that γλ < 1,
one can compare γ1/2Yi with N (0, γΣ). The Gram matrix becomes K ′ = γK and the
covariance matrix C ′ = γ2C.

Since it involves n× n matrices, the computation time for nL̂2 is the same as that of
∆̂ (Section 2.3), that is of order O(n2).

Proof. We prove that (3.6) is an unbiaised estimator of nL2, that is its mean equals nL2.

EnL̂2 =
1

n− 1

n∑

i 6=j

Eek(Xi,Xj) − 2

n∑

i=1

Ee
1
2
Σ(Xi,Xi) + nb2

=
1

n− 1

n∑

i 6=j

Ee<Yi,Yj>H(k)

− 2
n∑

i=1

EZ∼P0e
<ΣopYi,Yi>H(k) + n||µP0 ||2

=n||µP ||2H(k̄) − 2n < µP , µP0 >H(k̄) +||µP0 ||2H(k̄)

=n||µP − µP0 ||2 = nL2 .

3.2.4 Quantile estimation

Designing a test with confidence level 0 < α < 1 requires to compute the smallest ǫ > 0
such that PH0(nL̂

2 > ǫ) ≤ α (Type-I error), which is the 1 − α quantile of the nL̂2

distribution under H0 denoted by qα,n. Unfortunately qα,n is unknown and has to be
estimated.

Our purpose is to improve on the MMD strategy described in [7] in terms of power
of detection by considering the finite sample null-distribution of nL̂2 rather than the
asymptotic one. The improvement allowed by our strategy is illustrated by empirical
results (see Figure 4 for instance).

Since the H0-distribution P0 = N (0,Σ) is known, B > 0 i.i.d. copies nL̂2
(1), . . . , nL̂

2
(B)

of nL̂2 are drawn to estimate qα,n. More precisely for each 1 ≤ b ≤ B,

nL̂2
(b) =

1

n− 1

∑

i 6=j

e<Z
(b)
i ,Z

(b)
j > + n||µ̄P0 ||2

− 2

n∑

i=1

exp

(
1

2
< Z

(b)
i ,ΣopZ

(b)
i >

)
, (3.7)

where Z
(b)
1 , . . . , Z

(b)
n

i.i.d.∼ P0. Let us consider covariance Σop with a finite eigenvalue

decomposition Σop =
∑d

r=1 λrΨ
⊗2
r , with nonincreasing eigenvalues λ1 ≥ . . . ≥ λd ≥ 0
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and eigenvectors
{
Ψ⊗2

i

}
i=1,...,d

. From G
(k)
i,r := λ

−1/2
r < Zk

i ,Ψr >, the (G
(k)
i,r )i,r,ks are

independent real-valued N (0, 1), which leads to

< Z
(k)
i , Z

(k)
j > =

d∑

r=1

λrG
(k)
i,r G

(k)
j,r

< Z
(k)
i ,ΣopZ

(k)
i > =

d∑

r=1

λ2
r

[
G

(k)
i,r

]2
.

Let us now explain how the quantile estimator is computed. Assuming these B copies
of nL̂2 are ordered in increasing order nL̂2

(1) ≤ · · · ≤ nL̂2
(B), let us define

q̂α,n := nL̂2
(ℓ), ℓ = ⌊B + 2− α(B + 1)⌋ (3.8)

where ⌊·⌋ denotes the integer part. This particular choice of ℓ is completely justified by
the Type-I error control provided in Proposition 4.1. Finally the rejection region is defined
by

Rα = {nL̂2 > q̂α,n} . (3.9)

Estimating qα,n requires simulating B×n×d real Gaussian variables N (0, 1) and com-
puting B copies of nL̂2. Since with only n observations assuming d > n seems unrealistic,
the overall computational complexity is of order O(Bn2). Note that the MMD quantile
estimation proposed in [7] involves the computation of the eigenvalue decomposition of
n× n matrices, which has a complexity bounded by O(n3 + (n log2(n)) log(b)), where the
precision is of order 2−b [14]. Then our strategy is preferable as long as n is large enough
with respect to B, which is illustrated by Figure 5.

4 Theoretical assessment

4.1 Type-I error

The estimator of qα defined by (3.8) depends on the ℓ-th ordered statistic nL̂2
(ℓ), where

ℓ = ⌊B + 2 − α(B + 1)⌋. The purpose of the following result is to justify this somewhat
unintuitive choice for ℓ by considering the Type-I error of the resulting procedure.

Proposition 4.1. (Type-I error)
Assume P = P0 and α ≥ 1/(B + 1). With q̂α,n given by (3.8), it comes

α− 1

B + 1
≤ P(nL̂2 > q̂α,n) ≤ α . (4.10)

Sketch of proof. The proof is straightforwardly derived from the cumulative function of
the order statistic q̂α,n, the density of a Beta distribution and the bounds (1−α)(B+1) ≤
ℓ ≤ B + 2− α(B + 1).

Note that for a user-specified level 0 < α < 1, the L-MMD procedure requires to draw
B ≥ 1/α − 1 samples to compute q̂α,n. Besides the upper bound on the Type-I error is
tight since the discrepancy between lower and upper bounds is not larger than 1/(B+1),
which can be made negligible.
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4.2 Type-II error

We now assume P 6= P0. Theorem 4.2 gives the magnitude of the Type-II error, that is
the probability of wrongly accepting H0.

Before stating Theorem 4.2, let us introduce or recall useful notation.

• L = ||µ̄P − µ̄P0 ||
• qα,n is the (1− α)-quantile of nL̂2 under the null-hypothesis

• Let m
(2)
P = EP ||φ̄(Y )− µ̄P ||2

Since nL̂2 converges weakly to a sum of weighted chi-squares (see [16], p. 194), qα,n is

close to a constant when n → +∞. L and m
(2)
P do not depend on n.

The proof for Theorem 4.2 is provided in Appendix A.

Theorem 4.2. (Type II error)
Assume ||Y || ≤ M (P -almost surely) for some 0 < M < +∞.

Then, for any n > (qα,n +m
(2)
P )L−2

P(nL̂2 ≤ q̂α,n) ≤ exp


−

n

{
L−

√
(qα,n +m

(2)
P )/(n− 1)

}2

f1(n) + f2(M,L, n)


 f3(B,M,L) , (4.11)

where

f1(n) = 2m
(2)
P +On(1/

√
n)

f2(M,L, n) =

{
8
√
2

3
L2 exp(M2/2) + LOn(1/n)

}
(
1 +On(1/

√
n)
)
f
1/2
1 (n)

f3(B,M,L) = 1 +
3CP0

8 exp(M2/2)L2

√
2m

(2)
P αB

+
oB(1/

√
B)

exp(M2)L4
,

where CP0 only depends on P0 and the ”On” and ”oB” terms are idnependent of L and
M .

The upper bound in (4.11) shows an exponential decrease for the Type-II error when
n grows. Furthermore, it reflects the expected behaviour of the Type-II error with respect
to meaningful quantities

• When L decreases, the bound increases which is relevant as the alternative becomes
more difficult to detect,

• When M gets smaller, the departure between P0 and P is widened and as a result
the upper bound decreases,

• When α (Type-I error) decreases, qα,n gets larger and so does the bound.

Remark that the assumption ||Y || ≤ M P -a.s. is fulfilled if a bounded kernel k is
considered.
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5 Experiments

5.1 Type-I/II errors study

Empirical performances of L-MMD are inferred on the basis of synthetic data. L-MMD is
compared with two other procedures: Random Projection (Section 2.2) and the asymp-
totic version of L-MMD denoted ”L-MMDa”.

We set X = R
d and k =< ., . >Rd (where d = 25) and thus H(k) is reduced to

R
d. Therefore, L-MMD is used as a multivariate normality test and synthetic data are

d-dimensional observations drawn from a multivariate Gaussian distribution N (µ,Σ).
To control the difficulty level in the experiments, we introduced two parameters δ, λ ≥ 0

such that µ = δ·(1, 1/2, . . . , 1/d)′, and Σ = λ·diag(1, 1/4, . . . , 1/d2), where diag(u) denotes
the diagonal matrix with diagonal equal to u ∈ R

d. For the Random Projection test, data
are projected onto a randomly chosen direction generated from a zero-mean Gaussian
distribution of covariance diag(1, . . . , d−2).

5.1.1 Type-I error

The left panel of Figure 1 displays the Type-I error of L-MMDa and L-MMD with respect
to B. Indeed B independent samples from the asymptotic distribution of nL̂2 have been

Figure 1: Left: Type-I errors of the L-MMDa (• red) and L-MMD (∆ blue) tests. Center-
Right: Type-II errors of the Random Projection (+ black), L-MMDa (• red) and L-MMD
(∆ blue) tests. Center: The null-distribution and alternative means differ. Right: The null-
distribution and the alternative covariances differ. A theoretical prevision of the L-MMD
Type-II error is also plotted (dashed purple).
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drawn to allow the comparison between L-MMDa and L-MMD. Random Projection is
not included since it does not depend on B samples. Observations are generated from the
null-distribution with δ0 = 0 and λ0 = 0.5. The test level is α = 0.05 and n = 500. B
ranges from 50 to 300. 500 simulations are performed for each B and each test.

The Type-I error of L-MMDa is always larger than that of L-MMD although the gap
between them remains small (≤ 0.01) for B ≥ 100. L-MMD always remains below the
prescribed test level α unlike L-MMDa for B ≤ 250.

5.1.2 Type-II error

The same P0 (null-distribution) as in Section 5.1.1 is used and two alternatives are con-
sidered. The first one differs from P0 by the mean (δA1 = 0.15 for the alternative). The
second one has the same mean as P0 but a different covariance (λA2 = 0.75λ0). Results
are displayed in the center (different means) and right (different covariances) of Figure 1.
We also plotted the prevision of the L-MMD performance provided by Theorem 4.2.

L-MMDa and L-MMD both outperform Random Projection that shows the worst
overall performance. As n grows, L-MMD seems more powerful than L-MMDa (n ≥ 200).

5.2 Influence of the dimensionality

One main concern of goodness-of-fit tests is their drastic loss of power as dimensionality
increases. Empirical evidences (see Table 3 in [19]) prove ongoing multivariate normality
tests suffer such deficiencies. The purpose of the present section is to check if the good
behavior of L-MMD (observed in Section 5.1 when d = 25) stills holds in high or infinite
dimension.

In Section 5.2.1, two different settings (d = 2 and d = 25) are explored with synthetic
data where the L-MMD performance is compared with that of two goodness-of-fit tests
(Henze-Zirkler and Energy Distance). Real data serve as infinite dimensional setting in
Section 5.2.2 to assess the L-MMD power.

5.2.1 Finite-dimensional case (Synthetic data)

The power of our test is compared with that of two multivariate normality tests: the HZ
test [9] and the energy distance test [19]. In what follows, we briefly recall the main idea
of these tests.

The HZ test relies on the following statistic

HZ =

∫

Rd

∣∣∣Ψ̂(t)−Ψ(t)
∣∣∣
2
ω(t)dt , (5.12)

where Ψ(t) denotes the characteristic function of P0, Ψ̂(t) = n−1
∑n

j=1 e
i<t,Yj>

is the empirical characteristic function of the sample Y1, . . . , Yn, and ω(t) =
(2πβ)−d/2 exp(−||t||2/(2β)) with β = 2−1/2[(2d + 1)n)/4]1/(d+4). The H0-hypothesis is
rejected for large values of HZ.
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Figure 2: Type-I and type-II errors of L-MMD (∆ blue), Energy Distance (× black), and
Henze-Zirkler (• red). For the Type-II error, two alternative distributions are considered: HA1
(top panel) and HA2 (bottom panel). Two settings are considered: d = 2 (left) and d = 25
(right).

The energy distance (ED) test is based on

E(P, P0) = 2E||Y − Z||2 − E||Y − Y ′||2 − E||Z − Z ′||2 (5.13)

which is called the energy distance, where Y, Y ′ ∼ P and Z,Z ′ ∼ P0. Note that E(P, P0) =
0 if and only if P = P0. The test statistic is given by

Ê =
2

n

n∑

i=1

EZ ||Yi − Z||2 − EZ,Z′ ||Z − Z ′||2

− 1

n2

n∑

i,j=1

||Yi − Yj ||2 , (5.14)

where Z,Z ′ i.i.d.∼ P0 (null-distribution). HZ and ED tests set the H0-distribution at
P0 = N (µ̂, Σ̂) where µ̂ and Σ̂ are respectively the standard empirical mean and covariance.
Therefore, we consider the same null-hypothesis for the L-MMD.

Two alternatives are considered. A mixture of two Gaussians with differ-
ent means (µ1 = 0 and µ2 = 1.5 (1, 1/2, . . . , 1/d)) and same covariance Σ =

12



0.5 diag(1, 1/4, . . . , 1/d2), whose mixture proportions equals either (0.5, 0.5) (alternative
HA1) or (0.8, 0.2) (alternative HA2).

200 simulations are performed for each test, each alternative and each n (ranging from
100 to 500). B is set at B = 250 for L-MMD.

The test level is set at α = 0.05 for all tests. Since empirical parameters are considered
in all tests, the actual Type-I error may not be controlled anymore. The left plot in Figure
2 confirms that the actual Type-I error for HZ and ED tests remain more or less around
α (±0.03). The Type-I error for L-MMD is still upper bounded by α and gets closer to
the prescribed test level as n increases.

As for the Type-II error, experimental results (Figure 2) reveal two different behaviors
as d increases (from center to right columns). Whereas both HZ and ED tests lose power,
L-MMD still exhibits similar Type-II error values. The same conclusion holds true under
HA1 and HA2 as well, while the failure of HZ and ED is stronger with HA2 (more difficult).
This confirms that HZ and ED tests are not suited to high-dimensional settings unlike
L-MMD. Notice that when d is small, L-MMD and HZ have almost the same Type-II
error. This can be due to the integration involved in the HZ statistic. As d increases any

Figure 3: 3D-Visualization (Kernel PCA) of the ”Usps236” (left) and ”Usps358” (right) datasets
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Figure 4: Comparison of Type-II error for: L-MMD (∆ blue), L-MMDa ( • red) and Random
Projection ( + black). Left: ”Usps236”. Right: ”Usps358”.

discrepancy arising in only a few dimensions is neglected in front of the leading behavior
in all other directions. On the contrary, the supremum at the core of L-MMD (3.4) takes
into account this kind of discrepancy.

5.2.2 Infinite-dimensional case (real data)

Let us consider the USPS dataset (UCI machine learning repository:
http://archive.ics.uci.edu), which consists of handwritten digits, split up into 10
classes (each for a digit). Each observation represents a 8 × 8 greyscale matrix as a
64-dimensional vector. A Gaussian kernel kG(·, ·) = exp(−σ2|| · − · ||2) is used with
σ2 = 10−4. Data are visualized through a Kernel PCA [15] and displayed in Figure
3. Comparing sub-datasets ”Usps236” (keeping the three classes ”2”, ”3” adn ”6”,
541 observations) and ”Usps358” (classes ”3”, ”5” and ”8”, 539 observations), the
3D-visualization suggests three well-separated Gaussian components for “Usps236” (left
panels), and more overlapping classes for “Usps358” (right panels). Therefore from these
two non-Gaussian settings, the last one seems more difficult to detect.

As in Section 5.1 our test is compared with Random Projection (RP) and L-
MMDa tests, specially designed for infinite-dimensional settings. For RP, a univariate
Kolmogorov-Smirnov test is performed from the projection onto a randomly chosen direc-
tion generated by a zero-mean Gaussian process of covariance kG. The test level α = 0.05
and 100 repetitions have been done for each sample size.
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Figure 5: Execution time of L-MMD (∆ blue), L-MMDa ( • red) and Random Projection ( +
black).

Results in Figure 4 match those obtained in the finite-dimensional case (Figure 2). On
the one hand, RP is by far less powerful than L-MMDa and L-MMD in both cases. Its
Type-II error remains close to 1 whereas L-MMD always truly rejects H0 for n ≥ 200. On
the other hand, L-MMD seems more powerful than L-MMDa with ”Usps236” since it is
close to 0 for n ≥ 100 while L-MMDa reaches similar values only for n ≥ 300. However
both L-MMDa and L-MMD exhibit a similar behavior in terms of Type-II error with
“Usps358”, and always reject H0 for n ≥ 200. This may be due to the higher difficulty of
this dataset that do not allow to clearly distinguish between test procedures.

5.3 Execution Time

From Sections 5.1 and 5.2 L-MMD is shown to outperform L-MMDa in terms of power.
This may result from the asymptotic approximation underlying the L-MMDa procedure,
while the L-MMD test is performed with the non-asymptotic distribution. The present
section aims at verifying this gain in performance is not balanced by a larger computation
time.

From the remark at the end of Section 3.2.4, L-MMD seems less computationally
demanding than L-MMDa as long as n is large enough with respect to B. We carried
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out an experiment with synthetic data where B = 100 and n ranges from 500 to 5500.
No parallelization has been made in this experiment. From Figure 5 results support the
above conclusion. For n ≤ 3000, L-MMDa and L-MMD have similar computation time, L-
MMDa being only slightly faster. However n > 3000 illustrates the predicted phenomenon.
L-MMD is significantly less time consuming than L-MMDa. Since the L-MMDa execution
time is of order O(n3), the L-MMD complexity of order O(Bn2) becomes smaller as the
sample size increases.

6 Conclusion

We introduced a new normality test in RKHS. It turns out to be more powerful than
ongoing high- or infinite-dimensional tests (such as random projection). In particular,
empirical studies showed a mild sensibility to high-dimensionality for the L-MMD. There-
fore L-MMD can be used as a multivariate normality (MVN) test without suffering a loss
of power when d gets larger unlike other MVN tests (Henze-Zirkler, Energy-distance).

An aspect that most goodness-of-fit tests neglect is the estimation of the distribution
parameters (here the mean and covariance of a Gaussian distribution). Indeed little
is known about how much it affects the test performances. Adapting our test to this
framework would be welcome in future investigations.

A Proof of Theorem 4.2

A.1 Main proof

The goal is to get an upper bound for the Type-II error

P(nL̂2 ≤ q̂ | HA) . (A.15)

In the following, the feature map from H(k) to H(k̄) will be denoted as

φ̄ : H(k) → H(k̄), y 7→ k̄(y, .) .

1. Reduce nL̂2 to a sum of independent terms

The first step consists in getting a tight upper bound for (A.15) which involve a sum
of independent terms. This will allow the use of a Bennett concentration inequality
in the next step.
nL̂2 is expanded as follows

nL̂2 =
1

n− 1

n∑

i 6=j

< φ̄(Yi)− µ̄P0 , φ̄(Yj)− µ̄P0 >

:=nL̂2
P + nL2 + 2nSn . (A.16)

where L̂2
P = [n(n − 1)]−1

∑n
i 6=j < φ̄(Yi) − µ̄P , φ̄(Yj) − µ̄P > and Sn = < ˆ̄µP −

µ̄P , µ̄P − µ̄P0 > with µ̂P = n−1
∑n

i=1 φ̄(Yi).
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It corresponds to the so-called Hoeffding expansion of the U-statistic L̂2 [10] written
as a sum of degenerate U-statistics. Since nL̂2

P converges weakly to a sum of weighted

chi-squares and
√
nSn to a Gaussian, L̂2

P becomes negligible with respect to Sn

when n is large. Therefore, we consider a surrogate for the Type-II error (A.15) by
removing L̂2

P with a negligible loss of accuracy.

Using Lemma A.3, L̂2
P can be split up into a non-negative quantity and a sum of

independent variables

L̂2
P =

n

n− 1
|| ˆ̄µP − µ̄P ||2 −

1

n(n− 1)

n∑

i=1

||φ̄(Yi)− µ̄P ||2 . (A.17)

Writing (A.15) conditionally to q̂, plugging (A.16) and (A.17) into (A.15) and using
|| ˆ̄µP − µ̄P ||2 ≥ 0 yield the upper bound

P(nL̂2 ≤ q̂ | q̂) ≤ P

(
− 1

n− 1

n∑

i=1

||φ̄(Yi)− µ̄P ||2 + nL2 + 2nSn ≤ q̂‖q̂
)

. (A.18)

Remark that both positive and negative terms of (A.17) are of the same order
than L̂2

P (that is of order n−1) so that the loss of accuracy in the bound (A.18) is
negligeable.

P(nL̂2 ≤ q̂ | q̂) ≤ P(

n∑

i=1

f(Yi) ≥ nŝ | q̂) , (A.19)

where

f(Yi) :=
||φ̄(Yi)− µ̄P ||2

n− 1
− 2 < φ̄(Yi)− µ̄P , µ̄P − µ̄P0 > , ŝ := L2 − q̂

n
− m

(2)
P

n− 1
,

and m
(i)
P = E|| ¯φ(Yi)− µ̄P ||i for any i ≥ 2.

2. Apply a concentration inequality

We now want to find an upper bound for (A.19) through a concentration inequality,
namely Lemma A.1 with ξi = f(Yi), ǫ = nŝ, ν2 = Var(f(Yi)) and f(Yi) ≤ c = M̄
(P -almost surely).

Lemma A.1 combined with Lemma A.5 and A.4 yields the upper bound

P(

n∑

i=1

f(Yi) ≥ nŝ | q̂) ≤ exp

(
− nŝ2

2ϑ2 + (2/3)Mϑŝ

)
11ŝ≥0 + 11ŝ<0

:= exp(g(ŝ))11ŝ≥0 + 11ŝ<0 := h(ŝ) , (A.20)

where

M :=

(
4
√
2eM

2/2L+
m

(2)
P

n− 1

)
, ϑ2 := L2m

(2)
P +

Lm
(3)
P

n− 1
+

m
(4)
P − (m

(2)
P )2

4(n− 1)2
.
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3. ”Replace” the estimator q̂α,n with the true quantile qα,n in the bound

It remains to take the expectation with respect to q̂α,n. In order to make it easy,
q̂α,n is pull out of the exponential term of the bound. This is done through a Taylor-
Lagrange expansion (Lemma A.6).

Lemma A.6 rewrites the bound in (A.20) as

exp

(
− ns2

2ϑ2 + (2/3)Mϑs

){
1 +

3n

2Mϑ
exp

(
3|q̃ − q|
2Mϑ

)
11s̃≥0|ŝ− s|

}
, (A.21)

where

s = L2 − q

n
− b

(2)
P

n− 1
, s̃ = L2 − q̃

n
− b

(2)
P

n− 1
, q̃ ∈ (q ∧ q̂, q ∨ q̂) ,

and s ≥ 0 because of the assumption n > (q +m
(2)
P )L−2.

The mean (with respect to q̂) of the right-side multiplicative term of (A.21) is
bounded by

1 +
3n

2Mϑ

{
Eq̂

(
exp

(
3|q̃ − q|
Mϑ

)
11s̃≥0

)}1/2√
Eq̂(ŝ− s)2 ,

because of the Cauchy-Schwarz inequality.
On one hand, using q̂ → q P0-a.s. when B → +∞

Eq̂

(
exp

(
3|q̃ − q|
Mϑ

)
11s̃≥0

)
= Eq̂

([
1 +

oB(|q̂ − q|)
Mϑ

]
11s̃≥0

)

≤ 1 +
Eq̂(oB(|q̂ − q|)11s̃≥0)

Mϑ
= 1 +

oB(1)

Mϑ
, (A.22)

which follows from the Dominated Convergence Theorem (since the variable |q̃ −
q|11s̃≥0 is bounded by the constant |nL2 − q| ∨ |q| for every B).
On the other hand, Lemma A.2 provides

E(ŝ− s)2 =
E(q̂ − q)2

n2
≤ C1,P0 + αC2,P0/B

n2αB
≤ CP0

n2αB
. (A.23)

so that an upper bound for the Type-II error is given by

exp

(
− ns2

2ϑ2 + (2/3)Mϑs

){
1 +

3CP0

2Mϑ
√
αB

+
oB(B

−1/2)

M
2
ϑ2

}
. (A.24)

Finally (A.24) can be bounded via the inequalities n > (q + m
(2)
P )/L2 and Mϑ ≥

4

√
2m

(2)
P exp(M2/2)L2

exp


−

n

[
L−

√
(q +m

(2)
P )/(n− 1)

]2

f1(n) + f2(M,L, n)


 f3(B,M,L) ,
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where

f1(n) = 2m
(2)
P +On(1/

√
n)

f2(M,L, n) =

{
8
√
2

3
L2 exp(M2/2) + LOn(1/n)

}
(
1 +On(1/

√
n)
)
f
1/2
1 (n)

f3(B,M,L) = 1 +
3CP0

8 exp(M2/2)L2

√
2m

(2)
P αB

+
oB(1/

√
B)

exp(M2)L4
.

Theorem 4.2 is proved.

A.2 Auxilary results

Lemma A.1. (Bennett’s inequality, Theorem 2.9 in [2]) Let ξ1, . . . , ξn i.i.d. zero-mean
variables bounded by c and of variance ν2.
Then, for any ǫ > 0

P

(
n∑

i=1

ξi ≥ ǫ

)
≤ exp

(
− ǫ2

2nν2 + 2cνǫ/3

)
. (A.25)

Lemma A.2. Assume α < 1/2. Then,

E(q̂α,n − qα,n)
2 ≤ C1,P0

αB
+

C2,P0

B2
, (A.26)

where C1,P0 and C2,P0 only depends on P0.

Proof. (Lemma A.2) Let Un = nL̂2
H0,(ℓ)

(under the null-hypothesis), Un,1, . . . , Un,B B i.i.d.

copies of Un, Un,(1) < . . . < Un,(B) the associated order statistics and q the (1−α)-quantile
of Un, that is P(Un > q) = α.
Condider ℓ = ⌊B + 2− α(B + 1)⌋ and q̂ := Un,(ℓ). E(q̂ − q)2 can be split up the following
way

E(q̂ − q)2 = Var(q̂) + (Eq̂ − q)2 . (A.27)

Theorem 2.9. in [3] provides an upper bound for the variance term when ℓ ≥ B/2 (which
holds since α < 1/2)

Var(q̂) ≤ 2

αB
Eh−1(Un,(ℓ)) ,

where h is the hazard rate of Un defined by h = fn/(1 − Fn), Fn is the cumulative
distribution function of Un and fn = F

′

n.
Since Un converges weakly to a (possibly infinite) sum of weighted chi-squares (see

[16], p. 194), Eh−1(Un,(ℓ)) converges to a finite quantity as n → +∞. Therefore, there
exists a quantity CP0 which does not depend on n such that

Var(q̂) ≤ CP0

αB
. (A.28)
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To bound the second additive term in (A.27), we determine which quantile of Un Eq̂
corresponds to.

P(Un ≤ Eq̂) = Eq̂P(Un ≤ q̂|q̂) = Eq̂EUn11Un≤q̂

= EUnEq̂11Un≤q̂ = EUnP(q̂ ≥ Un|Un) .

The expression for the cdf of an order statistic yields

P(Un ≤ Eq̂) = EUn

{
B∑

k=B−l

(
B

k

)
(1− Fn(Un))

kFB−k
n (Un)

}
.

Since Fn(Un) follows a uniform distribution on [0, 1], the density of a Beta law appears in
the latter equation, namely

P(Un ≤ Eq̂) =

B∑

k=B−l

(
B

k

)∫ 1

0
(1− u)kuB−kdu

=

B∑

k=B−l

(
B

k

)
k!(B − k)!

(B + 1)!
=

ℓ+ 1

B + 1
.

Let Qn = F−1
n denote the quantile function of Un. Since Un converges to a sum of weighted

chi-squares with quantile function Q∞, one can write Qn = Q∞(1 + on(1)) (where on(1)
holds uniformly on the interval [1−α, (1−α) + 2/(⌈2/α⌉+1)]). Besides, let f∞ = [Q−1

∞ ]
′

the density of the limit distribution of Un.
By the Taylor-Lagrange expansion of Q∞ of order 1, hence there exists ξ ∈ (1−α, (ℓ+

1)/(B + 1)) such that

|Eq̂ − q| =
∣∣∣∣Q∞(

ℓ+ 1

B + 1
)−Q∞(1− α)

∣∣∣∣ (1 + on(1))

=

∣∣∣∣Q∞(1− α) +Q
′

∞(ξ)

(
ℓ+ 1

B + 1
− (1− α)

)
−Q∞(1− α)

∣∣∣∣ (1 + on(1))

≤ 2(1 + on(1))

(B + 1)f∞(Q∞(ξ))
=

2(1 + on(1))(1 + oB(1))

(B + 1)f∞(q)
≤ C2,P0

B
, (A.29)

where C2,P0 only depends on P0.
(A.27) combined with (A.28) and (A.29) yield the wanted bound.

Lemma A.3.

L̂2
P =

n

n− 1
|| ˆ̄µP − µ̄P ||2 −

1

n(n− 1)

n∑

i=1

||φ̄(Yi)− µ̄P ||2 . (A.30)
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Proof.

L̂2
P =

1

n(n− 1)

n∑

i 6=j

< φ̄(Yi)− µ̄P , φ̄(Yj)− µ̄P >

=
1

n(n− 1)

n∑

i,j=1

< φ̄(Yi)− µ̄P , φ̄(Yj)− µ̄P > − 1

n(n− 1)

n∑

i=1

||φ̄(Yi)− µ̄P ||2

=
n

n− 1
<

1

n

n∑

i=1

φ̄(Yi)− µ̄P ,
1

n

n∑

j=1

φ̄(Yj)− µ̄P > − 1

n(n− 1)

n∑

i=1

||φ̄(Yi)− µ̄P ||2

=
n

n− 1
|| ˆ̄µP − µ̄P ||2 −

1

n(n− 1)

n∑

i=1

||φ̄(Yi)− µ̄P ||2 .

Lemma A.4. If ||Y || ≤ M P -a.s., then f(Y ) is also bounded

|f(Y )| ≤ M := 4
√
2eM

2/2L+
m

(2)
P

n− 1
. (A.31)

Proof.

|f(Y )| =
∣∣∣∣∣2 < φ̄(Y )− µ̄P , µ̄P − µ̄P0 > − m

(2)
P

n− 1

∣∣∣∣∣

≤ 2||φ̄(Y )− µ̄P ||L+
m

(2)
P

n− 1

≤ 2
√
2||φ̄(Y )||L+ 2

√
2||µ̄P ||L+

m
(2)
P

n− 1

= 2
√
2Ee||Y ||2/2L+ 2

√
2Ee<Y,Y

′

>/2L+
m

(2)
P

n− 1

≤ 4
√
2eM

2/2L+
m

(2)
P

n− 1
:= M .

Lemma A.5.

ν2 ≤ ϑ2 := L2m
(2)
P +

Lm
(3)
P

n− 1
+

m
(4)
P − (m

(2)
P )2

4(n− 1)2
. (A.32)
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Proof.

ν2 := Var(g(Y )) = E < φ̄(Yi)− µ̄P , µ̄P − µ̄P0 >2 +
E||φ̄(Yi)− µ̄P ||4

4(n− 1)2

− E(< φ̄(Yi)− µ̄P , µ̄P − µ̄P0 > ||φ̄(Yi)− µ̄P ||2)
n− 1

−
[
E||φ̄(Yi)− µ̄P ||2

2(n− 1)

]2

≤ L2m
(2)
P +

Lm
(3)
P

n− 1
+

m
(4)
P − (m

(2)
P )2

4(n− 1)2
:= ϑ2 ,

Lemma A.6. Let h be defined as in (A.20). Then,

h(ŝ) ≤ exp

(
− ns2

2ϑ2 + (2/3)Mϑs

){
1 +

3n

2Mϑ
exp

(
3|q̃ − q|
2Mϑ

)
11s̃≥0|ŝ− s|

}
, (A.33)

where

s = L2 − q

n
− b

(2)
P

n− 1
, s̃ = L2 − q̃

n
− b

(2)
P

n− 1
, q̃ ∈ (q ∧ q̂, q ∨ q̂) .

Proof. A Taylor-Lagrange expansion of order 1 can be derived for h(ŝ) since the derivative
of h

h′(x) = −(2/3)nMϑx2 + 4nϑ2x

(2ϑ2 + (2/3)Mϑx)2
exp

(
− nx2

2ϑ2 + (2/3)Mϑx

)
11x≥0 ,

is well defined for every x ∈ R (in particular, the left-side and right-ride derivatives at
x = 0 coincide).
Therefore h(ŝ) equals

h(s) + h
′

(s̃)(ŝ− s)

= exp

(
− ns2

2ϑ2 + (2/3)Mϑs

)[
1 + exp (g(s)− g(s̃)) g′(s̃)11s̃≥0(ŝ− s)

]
,

(A.34)

where

s = L2 − q

n
− b

(2)
P

n− 1
, s̃ = L2 − q̃

n
− b

(2)
P

n− 1
, q̃ ∈ (q ∧ q̂, q ∨ q̂) ,

and s ≥ 0 because of the assumption n > (q +m
(2)
P )L−2.

For every x, y > 0, |g′(x)| ≤ 3n/(2Mϑ) and then |g(x)− g(y)| ≤ 3n|x− y|/(2Mϑ). It
follows

|g′(s̃)| ≤ 3n

2Mϑ
, (A.35)
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exp (g(s)− g(s̃)) ≤ exp

(
3n

2Mϑ
|s− s̃|

)
= exp

(
3|q̃ − q|
2Mϑ

)
.

Lemma A.6 is proved.
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