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ABSTRACT 
 
In this paper, we address the problem of efficient 
High Dynamic Range (HDR) video coding. For this 
purpose, we introduce a new representation which 
segments the HDR image into low-range and high-
range regions which are independently tone 
mapped. This representation allows preserving 
more information, leading to a higher visual quality 
of the reconstructed HDR image. 
 

Index Terms— High Dynamic Range, video 
compression, tone mapping, Perceptually Uniform 
encoding, H.264/AVC 
 

1. INTRODUCTION 
 
High Dynamic Range (HDR) [1] is gaining a lot of 
interests nowadays, thanks to its ability to provide 
more appealing and immersive images and video 
sequences. An HDR image (or video) is scene 
referred, i.e. pixel values describe the real physical 
luminance values (in cd/m²) present in the scene. 
Therefore, HDR images can represent accurately 
information about the luminance in a very high 
contrast scene from the level of      cd/m² for 
extreme darkness to     cd/m² for a bright 
sunshine. To represent this entire range, pixels have 
to be encoded with a higher numerical precision 
than the conventional imagery, e.g. up to 32 bits, in 
HDR formats such as OpenEXR or RGBE [F. 
Kainz, R. Bogart, “Technical Introduction to OpenEXR”, 
Industrial Light & Magic, 18 February 2009.]. 

As a consequence, HDR images and video 
sequences require a very large amount of data to be 
stored and transmitted which is significantly larger 
than common Low Dynamic Range (LDR) content. 
Hence, efficient compression is required. However, 
standard coding technologies, such as H.264/AVC 
(Advanced Video Coding) codec [2], were not 
design to handle bit depths higher than 8 bits. Even 
if more recent extensions such as the High Profile 
of H.264/AVC can handle up to 14 bits per data 
sample, this is still not enough for HDR content. 

Scalable (or layered) HDR video coding 
techniques have been proposed in 0[4][5]. In these 
techniques, a tone mapping operator is first applied 
on the HDR sequence in order to generate an LDR 
video. This LDR layer can be encoded using the 
usual H.264/AVC with 8 bits depth, providing 
backward compatibility with standard 8 bits 

displays. Next, the HDR layer can be predicted 
from the LDR layer in an inter-layer prediction 
stage. In turn, the prediction error (or residue) can 
also be encoded using H.264/AVC. Another 
approach consists in using the High Profile of 
H.264/AVC. This setup enables to use a higher 
number of bits (up to 14) to represent luminance 
values; however, this video content is not directly 
displayable on current LDR screens. The authors of 
[6] introduce the Adaptive LogLuv Transform, 
which is an extension of the LogLuv representation 
proposed in [7], to represent the luminance on 12 
bits and then, to encode it using the High Profile of 
H.264/AVC.  The Adaptive LogLuv Transform [6] 
compresses the range of HDR values using a 
logarithm function. This is motivated by the fact 
that the response for the luminance sensitivity of 
the Human Visual System (HVS) to the luminance 
can be approximated by a logarithmic function, as 
stated by Weber’s law [x]. More recently, the 
Perceptually Uniform (PU) encoding [8] has also 
been proposed as a more precise model of the HVS. 

A limitation of most of the tone mapping 
algorithms is that one has to choose which part of 
the luminance range would be reproduced with the 
best fidelity. Typically, tone mapping algorithms 
tend to reproduce the luminance range where most 
of the signal is concentrated as close as possible. 
The luminance values outside of this range would 
be mostly saturated. The resulting loss of 
information can produce annoying distortions when 
the reconstructed HDR image is viewed on an HDR 
display. 

In this paper, we propose a new tone mapping 
operator for efficient HDR video compression using 
H.264/AVC. More specifically, the objective of the 
proposed tone mapping is to preserve as much 
information as possible from the HDR data, in 
order to enable the reconstruction of a high visual 
quality HDR image. However, this is in contrast 
with backward-compatible tone mapping operators, 
which aim at producing the most visually pleasing 
LDR image to display on LDR devices. 

To this end, we propose a tone mapping 
algorithm which consists of two parts. In the first 
part, we apply a tone mapping on low luminance 
values and obtain an image where low values are 
well preserved and high values are saturated. 
Similarly, in the second part, we apply in parallel 
another tone mapping on the high luminance range. 
Both representations are then combined and 



encoded using H.264/AVC High Profile. In this 
way, we have recorded the whole range of the HDR 
image into the available bit depth. At the decoder 
side, the HDR image is reconstructed with the help 
of a binary mask to identify both the low and the 
high luminance regions. 

The rest of the paper is structured as follows. 
Section 2 explains in more details Adaptive 
LogLuv Transform [6], which is used as a base to 
our proposed method. In Section 3 we present our 
proposed approach for HDR representation and 
compression. We assess its performance in Section 
4. Finally, we give the conclusions and future work 
in Section 5. 
 

 
2. ADAPTIVE LOG LUV TRANFORM 

 
The reference method used for the compression 

and decompression is the Adaptive LogLuv 
Transform by Motra and Thoma [6]. This method 
takes into account the minimum and the maximum 
luminance of the HDR image to be encoded to map 
the luminance input to the range [      ] where 
n is the bit-depth of the compressed luminance 
video (selected as 12 for the implementation).. 
Chrominance channels (u and v) are compressed in 
8 bits.  

More specifically, the Adaptive LogLuv 
Transformation is defined by the following steps. 
First, the RGB channels of the HDR input is 
transformed into the XYZ color space: 
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After defining the transition variables, x and y, as : 
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the Adaptive LogLuv representation is given by  
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In the definition of a and b, min(Y) and max(Y) 
denote the minimum and maximum of the 
luminance component, Y, respectively. Note that 
both min(Y) and max(Y) are strictly positive values. 
The parameters a and b are sent as metadata to the 
decoder, as they are required to reconstruct the 
HDR content. 

The backward transformation at the decoder is 
applied as follows: 
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The X and Z components are then obtained by 
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Finally, the reconstructed RGB values are 

given by 
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3. PROPOSED SCHEME 
 

In this paper, we propose a new representation for 
HDR video content with the objective to better 
preserve the HDR information in the luminance 
signal. A block diagram of the proposed scheme is 
shown in Figure 1. 

The Adaptive LogLuv Transform applies a 
logarithmic transformation to luminance values 
prior to the coding. Instead, in our algorithm, we 
use the PU luminance values [8] which are 
proposed as a closer approximation to the 



luminance sensitivity of the HVS. The PU encoding 
is obtained from the Contrast Sensitivity Function 
(CSF), which models the contrast masking of the 
HVS. For low luminance values, PU encoding is 
closer to a logarithmic transformation. However, 
they diverge for higher luminance values.  

With both PU encoding or logarithm 
transformation, a significant range of the luminance 
is well represented and preserved. However, the 
dim and the bright regions are typically saturated, 
causing a loss of information. Moreover, we 
observe that in most HDR image histograms, the 
energy of the signal is concentrated in a small range 
(most of the time in the low values). Nevertheless, a 
significant amount of information is contained in a 
much wider range of luminance values.  

Taking into account these observations, the 
input HDR image is segmented into two regions, 
which will then be processed independently. To 
perform this binary segmentation, a threshold on 
the luminance is defined, in such a way to identify 
the small range which contains most of the signal 
energy. In this paper, we set this threshold so that 
70 % of the luminance values are below the 
threshold. This threshold is decided empirically in 
our tests by observing the rate-distortion (RD) 
curves with respect to the different threholds 
values.  

Applying a tone mapping algorithm on the 
low-range region, rather than the whole HDR 
image, will preserve more information. In parallel, 
another tone mapping algorithm is applied to the 
high-range regions. Hence, saturation is avoided in 
bright regions, which are conserving details. More 
specifically, both the low-range and the high-range 
regions are PU encoded. In order to stretch the 
histogram and fully exploit the whole range 
available, we next apply a logarithm on the PU 
values.  

An example is illustrated in Figure 2. More 
precisely, the figure shows an original sample 
frame from the HDR video sequence Sun [9], 
which has been tone mapped by Adaptive LogLuv 
in (a), the binary segmentation mask defining the 
low-range and high-range regions for our proposal 
in (c), and the tone mapped image obtained by the 
proposed method in (b) and (d). Note that the 
objective of the proposed method is to preserve 
most information from the HDR data. Therefore, 
the tone mapped image resulting from the proposed 
method may appear unnatural. However, it carries 
more information and enables to reconstruct a 
higher quality HDR image.  

Figure 3 (a) shows the histogram of the 
luminance, in the logarithmic scale for the first 
frame of Sun. Similarly, the histograms for the case 
of the Adaptive LogLuv Transform and the 
proposed method are shown in Figure 3 (b), (c), and 
(d) respectively. Notice that the proposed method 
produces a LDR image whose pixel values span all 

the available dynamic range. This is clearly visible 
in the histogram in Figure 3(c), which shows that  
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Figure 1: Block diagram of the proposed scheme. 

 
both low and high range values in the LDR images 
have been mapped from the original HDR content. 

After tone mapping, both regions have output 
values in the range [      ]. To avoid the 
generation of a spurious edge at the border of the 
regions (figure 2.b), which would be costly to 
encode using H.264/AVC, the output values in the 
high-range region, initially in the range [      ], 
are remapped to the range [      ]. In other 
words, the mapping           , is applied. 

In the following, we detail more formally the 
proposed segmentation-based tone mapping 
algorithm. First, the PU encoding is applied to the 
luminance values (Y) to obtain the luma values:   
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Compression is then applied on the Luv 
channels, using H.264/AVC. 

As they are required at the decoder to 
reconstruct the HDR content, the three 
parameters     ,      and           are 



transmitted as metadata information to the decoder 
site. 

 
 

 

 

 

(a)                (b)       (c)     (d) 
 
Figure 2 (a) The first frame of the HDR Sun sequence, which is tone mapped by using Adaptive LogLuv Transform,(b) the 
same image tone mapped by using our proposal without inversing the second part of the tone mapping curve, (c) the binary 
mask obtained with our proposal, (d) same image tone mapped using our proposal after inversing the second part of the tone 

mapping curve. 

 

 
         (a)            (b)         (c)     (d) 
 
Figure 3 (a) Histogram of the HDR image in logarithm domain. The image used is the first frame of Sun and we can see tone 

mapped versions on figure 2). (b) histogram of the tone mapped image using Adaptive LogLuv. (c) histogram of the tone 
mapped image using our propose without inversing the second part of the tone mapping curve. (d) histogram of the tone 

mapped image using our propose after inversing the second part of the tone mapping curve. 
 

A binary segmentation map is also produced, 
defined by: 
                                (20) 
 

This mask, which is required at the decoder 
side, is compressed using JIBG2 bi-level image 
compression standard [10] and transmitted to the 
decoder as illustrated in Figure 1. 

At the decoder side, the backward 
transformation is applied as follows: 
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Then, we use equation (16) to reconstruct RGB 
values. 
 

4. EXPERIMENTAL RESULTS  
 
To assess the performance of the proposed scheme, 
we have carried out experiments using the Sun and 
Tunnel sequences [9]. These are two HDR videos 
taken from inside a car which is driving on a 
highway during a sunny day for the first one and in 
a tunnel for the second one. The frame size of the 
video sequences is 640 × 480 pixels and the frame 
rate is 30 fps. In our experiments, we process the 
first 30 frames of the sequences. The overall 
dynamic range represented in these sequences 
is       for Sun and       for Tunnel. 

We assess the compression performance of the 
proposed algorithm in comparison to, Adaptive 
LogLuv method. In both cases, Y is coded with 12 
bits and u and v are coded with 8 bits. We use the 
H.264/AVC High Profile in Intra coding mode and 
with a fixed set of Quantization Parameters (QP). 
After decoding, the HDR images are reconstructed 
using the backward Adaptive LogLuv transform 
and our proposed scheme. In both cases, metadata 
are needed for reconstruction. Therefore, these two 
values have to be transmitted as metadata along 
with the compressed H.264/AVC stream. 



Moreover, we compress the binary mask in our 
proposed scheme by using JBIG2 [10]. 

As our proposed scheme preserves more 
information in the tone mapped image compared to 
Adaptive LogLuv, it requires a higher bitrate for the 
same QP. However, it also produced reconstructed 
HDR images with better quality. 

In order to compare the visual quality of the 
reconstructed HDR images, we use the 
perceptually-based HDR-VDP metric [11][12][13]. 
We choose this metric for its relevance to the HVS. 
The HDR-VDP metric takes as inputs both a 
processed and a reference HDR image. The output 
is an image of the same size, which estimates the 
probability for each pixel in the two HDR images to 
be seen different by a human observer. From this 
output image, we extract two numbers: the 
percentage of the pixels in the image which has a 
probability higher than 75% and 95 % to be 
detected. Finally, these percentages are averaged 
over all frames of the video sequence.  

Figure 4 and 5 show the rate-distortion 
performance of the proposed method, compared to 
Adaptive LogLuv for Sun and Tunnel sequences. 
At both 75 % and 95 % probability thresholds, it 
can be observed that our proposed method 
consistently outperforms Adaptive LogLuv method. 
 

5. CONCLUSIONS 
 
In this paper we proposed a new scheme for HDR 
video content compression. It is based on a new 
representation which conserves more information in 
the HDR image. More precisely, the input HDR 
image is segmented into low-range and high-range 
regions. Each region is then tone mapped using PU 
encoding and a logarithmic scale. The resulting 
image is compressed using H.264/AVC.  

Rate-distortion results, using the perceptually-
based HDR-VDP metric, show the consistently 
superior performance of the proposed scheme when 
compared to the Adaptive LogLuv representation.  

Future work will aim at an improved temporal 
coherence of the proposed representation in order to 
improve interframe coding performance in 
H.264/AVC. Moreover, we will focus on finding 
the optimal value for each frame using the HDR 
histogram. 
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